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Stack Overflow has been heavily used by software developers as a popular way to seek programming-related
information from peers via the internet. The Stack Overflow community recommends users to provide the
related code snippet when they are creating a question to help others better understand it and offer their help.
Previous studies have shown that a significant number of these questions are of low-quality and not attractive
to other potential experts in Stack Overflow. These poorly asked questions are less likely to receive useful
answers and hinder the overall knowledge generation and sharing process. Considering one of the reasons for
introducing low-quality questions in SO is that many developers may not be able to clarify and summarize the
key problems behind their presented code snippets due to their lack of knowledge and terminology related to
the problem, and/or their poor writing skills, in this study we propose an approach to assist developers in
writing high-quality questions by automatically generating question titles for a code snippet using a deep
sequence-to-sequence learning approach. Our approach is fully data-driven and uses an attention mechanism
to perform better content selection, a copy mechanism to handle the rare-words problem and a coverage
mechanism to eliminate word repetition problem. We evaluate our approach on Stack Overflow datasets over
a variety of programming languages (e.g., Python, Java, Javascript, C# and SQL) and our experimental results
show that our approach significantly outperforms several state-of-the-art baselines in both automatic and
human evaluation. We have released our code and datasets to facilitate other researchers to verify their ideas
and inspire the follow up work.
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1 INTRODUCTION

In recent years, question and answer (Q&A) platforms have become one of the most important user
generated content (UGC) portals. Compared with general Q&A sites such as Quora1 and Yahoo!
Answers2, Stack Over�ow3 is a vertical domain Q&A site, its content covers the speci�c domain of
computer science and programming. Q&A sites, such as Stack Over�ow, are quite open and have
little restrictions, which allow their users to post their problems in detail. Most of the questions
will be answered by users who are often domain experts.

Stack Over�ow (SO) has been used by developers as one of the most common ways to seek
coding and related information on the web. Millions of developers now use Stack Over�ow to search
for high-quality questions to their programming problems, and Stack Over�ow has also become
a knowledge base for people to learn programming skills by browsing high-quality questions
and answers. The success of Stack Over�ow and of community-based question and answer sites
in general depends heavily on the will of the users to answer others' questions. Intuitively, an
e�ectively written question can increase the chance of getting help. This is bene�cial not only for
the information seekers, since it increases the likelihood of receiving support, but also for the whole
community as well, since it enhances the behavior of e�ective knowledge sharing. A high-quality
question is likely to obtain more attention from potential answerers. On the other hand, low-quality
questions may discourage potential helpers [3, 8, 34, 44, 47, 72].

To help users e�ectively write questions, Stack Over�ow has developed a list of quality assurance
guidelines4 for community members. However, despite the detailed guidelines, a signi�cant number
of questions submitted to SO are of low-quality [4, 12]. Previous research has provided some
insight into the analysis of question quality on Stack Over�ow [3, 4, 11, 12, 14, 37, 42, 58, 73, 75].
Correa and Sureka [12] investigated closed questions on SO, which suggest that the good question
should contain enough code for others to reproduce the problem. Arora et al. [4] proposed a novel
method for improving the question quality prediction accuracy by making use of content extracted
from previously asked similar questions in the forum. More recent work [58] studied the way of
identifying unclear questions in CQA websites. However, all of the work focuses on predicting
the poor quality questions and how to increase the accuracy of the predictions, more in-depth
research of dealing with the low-quality questions is still lacking. To the best of our knowledge, this
is the �rst work that investigates the possibility of automatically improving low-quality questions
in Stack Over�ow. Previous studies [11, 57, 58] have shown that one of the major reasons for
the introduction of low-quality questions is that developers do not createinformativequestion
titles. Considering information seekers may lack the knowledge and terminology related to their
questions and/or their writing may be poor, formulating a clear question title and questioning on
the key problems could be a non-trivial task for some developers. Lacking important terminology
and pool expression may happen even more often when the developer is less experienced or less
pro�cient in English.

Among the Stack Over�ow quality assurance guidelines, one of which is that developers should
attach code snippets to questions for the sake of clarity and completeness of information, which
lead to an impressive number of code snippets together with relevant natural language descriptions
accumulated in Stack Over�ow over the years. Some prior work has investigated retrieving or
generating code snippets based on natural language queries, as well as annotating code snippets
using natural language (e.g., [2, 13, 15, 20, 21, 27, 30, 32, 35, 38, 41, 43, 48, 61, 68, 74]). However, to

1https://www.quora.com/
2https://answers.yahoo.com/
3https://stackover�ow.com/
4https://stackover�ow.com/help/how-to-ask
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Fig. 1. Example Code Snippet & �estion Pairs

the best of our knowledge, there have been no studies dedicated to the question generation5 task
in Stack Over�ow, especially generating questions based on a code snippet.

Fig. 1 shows some example code snippets and corresponding question titles in Stack Over�ow.
Generating such a question title is often a challenging task since the corpus not only includes
natural language text, but also complex code text. Moreover, some rare tokens occur among the
code snippet, such as �setUpClass� and �Paramiko� illustrated in the aforementioned examples.

We propose an approach to help developers write high-quality questions based on their code
snippets by automatically generating question titles from given code snippets. We frame this
question generation task in Stack Over�ow as a sequence-to-sequence learning problem, which
directly maps a code snippet to a question. To solve this novel task, we propose an end-to-end
sequence-to-sequence system, enhanced with anattentionmechanism [5] to perform better content
selection, acopymechanism [23] to handle the rare-words problem, as well as acoveragemecha-
nism [59] to avoid meaningless repetition. Our system consists of two components: a source-code
encoder and a question decoder. Particularly, the code snippet is transformed by a source-code
encoder into a vector representation. When it comes to the decoding process, the question decoder
reads the code embeddings to generate the target question titles. Moreover, our approach is fully
data-driven and does not rely on hand-crafted rules.

To demonstrate the e�ectiveness of our model, we evaluated it using automatic metrics such as
BLEU [49] and ROUGE [40] score, together with a human evaluation for naturalness and relevance
of the output. We also performed a practical manual evaluation to measure the e�ectiveness of
our approach for improving the low-quality questions in Stack Over�ow. From the automatic
evaluation, we found that our approach signi�cantly outperforms a collection of state-of-the-
art baselines, including the approach based on information retrieval [52], a statistical machine
translation approach [36], and an existing sequence-to-sequence architecture approach in commit
message generation [33]. For human evaluation, questions generated by our system are also rated
as more natural and relevant to the code snippet compared with the baselines. The practical

5�question generation� in this paper is to generate the question titles for a Stack Over�ow post.
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manual evaluation shows that our approach can improve the low-quality question titles in terms of
Clearness, Fitness and Willingness.

In summary, this paper makes the following three main contributions:

� We propose a novel question generation task based on a sequence-to-sequence learning
approach, which can help developers to phrase high-quality question titles from given code
snippets. Enhanced with theattentionmechanism, our model can perform the better content
selection, with the help of andcopymechanism andcoveragemechanism, our model can
manage rare word in the input corpus and avoid the meaningless repetitions. To the best
of our knowledge, this is the �rst work which investigates the possibility of improving the
low-quality questions in Stack Over�ow.

� We performed comprehensive evaluations on Stack Over�ow datasets to demonstrate the
e�ectiveness and superiority of our approach. Our system outperforms strong baselines by a
large margin and achieves state of the art performance.

� We collected more than 1Mhcode snippet, questioni pairs from Stack Over�ow, which covers
a variety of programming languages (e.g., Python, Java, Javascript, C# and SQL). We have
released our code6 and datasets [17] to facilitate other researchers to repeat our work and
verify their ideas. We also implemented a web service tool, namedCode2�e to facilitate
developers and inspire the follow-up work.

The rest of the paper is organized as follows. Section 2 presents key related work on question
generation and relevant techniques. Section 3 presents the motivation of this study. Section 4
presents the details of our approach for the question generation task in Stack Over�ow. Section 5
presents the experimental setup, the baseline methods and the evaluation metrics used in our study.
Section 6 presents the detailed research questions and the evaluation results under each research
question. Section 7 presents the contribution of the paper and discusses the strength and weakness
of this study. Section 8 presents threats to validity of our approach. Section 9 concludes the paper
with possible future work.

2 RELATED WORK

Due to the great value of Stack Over�ow in helping software developers, there is a growing body
of research conducted on Stack Over�ow and its data. This section discusses various work in the
literature closely related to our work, i.e., deep source code summarization, the empirical study of
Stack Over�ow on quality assurance, and di�erent tasks by mining the Stack Over�ow dataset. It
is by no means a complete list of all relevant papers.

2.1 Deep Source Code Summarization

A number of previous works have proposed methods for mining thehnatural language, code
snippeti pairs, these techniques can be applied to tasks such as code summarization as well as
commit message generation. (e.g., [32], [30], [33], [62]).

One similar work with ours is Iyer et at.[32]. They proposed Code-NN, which uses an attentional
sequence-to-sequence algorithm to summarize code snippets. This work is similar to our approach
because our approach also uses an sequence-to-sequence model. However, there are three key
di�erences between our approach and Code-NN. First, the goal of of Code-NN is summarizing
source code snippets while the goal of our approach is generating questions from code snippets.
Second, the Code-NN only incorporates attention mechanism while our approach also employs
copy mechanism and coverage mechanism, which is more suitable for the speci�c task of question
generation. Third, Code-NN needs to parse the code into AST, while most code snippets in SO are

6https://github.com/beyondacm/Code2Que
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not parsable (e.g., the example code in Fig. 8). Followed by Iyer's work, Hu et al. [30] proposed to
use the neural machine translation model on the code summarization with the assistance of the
structural information (i.e., the AST). And Wan et al. [62] applied deep reinforcement learning (i.e.,
tree structure recurrent neural network) to improve the performance of code summarization. Their
approach also use AST as the input. All of the aforementioned studies rely on the AST structure
of the source code, and note that most of the code in Stack Over�ow are not parsable. Thus, the
AST-based approaches can not apply to our work.

2.2 �estion �ality Study on Stack Overflow

The general consensus is that the quality of user-generated content is a key factor to attract users
to visit knowledge-sharing websites. Many studies have investigated the content quality in Stack
Over�ow (e.g., [3, 4, 11, 12, 14, 37, 42, 46, 50, 58, 72, 73, 75]).

For example, Nasehi et al. [46] manually performed a qualitative assessment to investigate the
important features of precise code examples in answers of 163 SO posts. Yao et at. [73] investigated
quality prediction of both Q&As on SO. The output revealed that answer quality is strongly
positively associated with that of its question. Yang et al. [72] found that the number of edits on a
question is a very good indicator of question quality. Ponzanelli [50] developed an approach to do
automatic categorization of questions based on their quality. Correa et al. [11] studied the closed
questions in Stack Over�ow, �nding that the occurrence of code fragments is signi�cant.

All of the above mentioned studies are either predicting quality of the post or increasing the
accuracy of predictions. Di�erent from the existing research, our approach is related to improve
the quality of the questions. To the best of our knowledge, this is the �rst work which investigates
the possibility of improving the low quality questions using code snippets in Stack Over�ow.

2.3 Machine/Deep Learning on So�ware Engineering

Recently, an interesting direction of software engineering is to use machine/deep learning for
di�erent tasks to improve software development. Such as code search (e.g., [2, 24, 31, 39]), clone
detection (e.g., [7, 18, 19, 64, 67]), program repair (e.g,. [10, 45, 60, 66]), document (such as API and
questions/answers/tags) recommendation (e.g., [22, 25, 26, 55, 63, 65, 69, 70, 76]).

For code search tasks, Gu et al. [24] proposed a deep code search model which uses two deep
neural networks to encode source code and natural language description into a vector representation
and then uses a cosine similarity function to calculate their similarity. Allamanis et al. [2] proposed
a system that uses Stackover�ow data and web search logs to create models for retrieving C#
code snippets given natural language questions and vice versa. For clone detection tasks, white
et al. [67] �rst proposed a deep learning-based clone detection method to identify code clones
via extracting features from program tokens. For program repair tasks, White et al. [66] propose
an automatic program repair approach, DeepRepair, which leverages a deep learning model to
identify the similarity between code snippets. For document recommendation tasks, Xia et al. [69]
developed a tool, called TagCombine, an automatic tag recommendation method which analyzes
objects in software information sites. Gkotsis et al. [22] developed a novel approach to search
and suggest the best answers through utilizing textual features. Gangul et al. [16] examined the
retrieval of a set of documents, which are closely associated with a newly posted question. Chen et
al. [9] studied cross-lingual question retrieval to assist non-native speakers more easily to retrieve
relevant questions.

Although the aforementioned studies have utilized machine/deep learning for di�erent software
development activities, to our best knowledge, no one has yet considered the question generation
task in Stack Over�ow. In contrast to all previous work, we propose a novel approach to generate a
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question by a given code snippet. Our work is �rst to tackle such a task for helping developers to
generate a question when presenting a given code snippet.

3 MOTIVATION

In this section, we �rst summarise the problem and our solution in this study. Following that, we
present some example user scenarios of employing our approach in the software development
process. We then show some motivating examples from Stack Over�ow of the sorts of problems
our work addresses.

3.1 The Problem and Our Solution

Despite the detailed guidelines provided by the community, a very large number of questions
in Stack Over�ow are of low-quality [4, 12]. These poorly asked questions are often ambiguous,
vague, and/or incomplete, and hardly attract potential experts to provide answers, thus hindering
the progress of knowledge generation and sharing. In order to improve question quality, we need
to improve title, body and tags. In this work, we focus on improving titles. The motivation for
our work is that improving low-quality question titles can potentially be helpful in increasing the
likelihood of getting help for the information seekers, as well as reducing the manual e�ort for
quality maintenance of the CQA community. We propose a novel approach to assist developers in
posting high-quality questions by generating question titles for a given code snippet. Our approach
provides bene�t for the following tasks: (i)Question Improvement: many developers can not post
clear and/or informative questions due to their lack of knowledge and terminology related to
the problem, and/or their poor english writing skills. Our approach can generate high-quality
question titles for helping developers to summarize the key problems behind their presented code
snippet. (ii)Edits Assistance: the SO community has employed a collaborative editing mechanism
to maintain a satisfactory quality level for the post. However, the editing process may require
several interactions between the asker and other community members, thus delaying the answering
and even causing questions to sink in the list of open issues. Our approach can be used as an
automatic edit assistance tool to improve the question formulation process and reduce the manual
e�ort for quality maintenance. (iii)Code Embeddings: Another byproduct of our approach is the
code embeddings generated by our approach. In this study, we have collected more than 1M code
snippets which covers various programming languages such as Java, Python, Javascript, C#, etc. All
the code snippets are embedded into a high-dimensional vector space by our approach. A variety of
applications such as code search (e.g., [24, 31, 39]) , summarization (e.g., [30, 32, 33, 62]), retrieval
(e.g., [1, 9, 71]), and API recommendation (e.g., [25, 26]) can bene�t from the code embeddings used
in our study.

3.2 Illustrative User Scenarios

We implement our model as a standalone web application tool, calledCode2�e . Developers can
copy and paste their code snippet to our tool to generate a question title for the code snippet.
Meanwhile, by utilizing the vector representation of the code snippets,Code2�e also retrieves a
list of top related questions in Stack Over�ow and recommends them to the developers. The usage
scenarios of our proposed tool are as follows:

Without Tool . Consider Bob who is a developer, who is learning a new development framework.
He is also a non-native English speaker with poor English writing skills. Daily, Bob encounters
various programming problems during development. He locates the code that is the root cause
of the problem, but he cannot �gure it out. Due to his lack of the knowledge and terminology of
the development framework being used, he does not even know how to most e�ectively search
for answers to the problem on the Internet. Therefore, he creates a question in Stack Over�ow,
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Fig. 2. Example of Problem �estions Title (for Python)

provides his code snippet in the question body according to the Stack Over�ow guidelines, and then
tries his best to write a question title to summarize the problem. Unfortunately, his question title
turns out to be very unclear and uninformative, and there are few users attracted by his question.
Bob waits for a long time but does not get any help.

With Tool . Now consider that Bob adopts toolCode2�e . Before he searches on the Internet,
Bob copies his code snippet to ourCode2�e tool to generate a question title for the code snippet.
Bob uses the generated question as a query to search on the internet. The searching results are now
closely related to the development framework, even though he is not very familiar with it. Bob can
also quickly review a list of related questions in Stack Over�ow which have a similar problem code
snippet. After going through these results, Bob can gain a better understanding of the problem that
he is trying to solve and quickly �x the problem by himself. Moreover, Bob can also go back to his
earlier poorly asked questions, Bob can use our tool as an edit assistance tool on question titles
for reformulating these low-quality questions. Bob provides the code snippet in the question body
and writes a question title based on the question title generated by our tool and the knowledge he
learned from the results. This time, his question title is much more clear and informative and Bob's
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Fig. 3. Example of Problem �estions Title (for Java)

question soon attracts an expert of the development framework. With the help of this expert, Bob
successfully �gures his problem out.

3.3 Motivating Examples

A large number of questions have been closed by community members because their question titles
are unclear and need further clarifying. For example, the screenshots in Fig. 2 and Fig. 3 show two
examples of problematic Stack Over�ow question titles. Developers posted a question�Fibonacci
sequence in Python3.2�and�I am creating a notepad in java ... to paste it at location of cursor�in
Stack Over�ow. They attached their code snippet and tried to explain the key meaning of their
problems. However, such question titles are still very uninformative (in Fig. 2) and confusing (in
Fig. 3). Both of these questions have been marked as having lack of clarity and need to be further
improved upon. Such titles run a real risk of not being found by the ideal people to answer them,
may make potential question answering users lose interest, or make users who may answer them
have to painstakingly browse the additional paragraph to understand the key point. All reduce the
likelihood of them giving help.

Using the toolCode2�e described in this paper, we can provide a way to automate the process
of improving such poor quality question titles, which is potentially helpful in reducing the manual
e�ort for the quality maintenance of CQA forums. Based on the developer's code snippet, the
generated question title by our tool is�how to �nd the �bonacci series through recursion?�for the
code snippet shown in Fig. 2 and�how to change the string value in textarea �eld using java?�for
the code snippet shown in Fig. 3. These newly generated question titles are much more clear and
informative to readers, and also questioning on the key problems of the user's concern. This is
helpful for the potential helpers to understand the key problems of the question better and also for
the askers to formulate a related question better.

4 APPROACH

In this section, we �rstly de�ne the task of question generation, then present the details of Stack
Over�ow question generation system. Fig. 4 demonstrates the work�ow used by our model. A
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