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ABSTRACT
Testing is technically and economically crucial for ensuring soft-

ware quality. One of the most challenging testing tasks is to create

test suites that will reveal potential defects in software. However,

as the size and complexity of software systems increase, the task

becomes more labour-intensive and manual test data generation be-

comes infeasible. To address this issue, researchers have proposed

di�erent approaches to automate the process of generating test data

using search techniques; an area that is known as Search-Based

Software Testing (SBST).

SBST methods require a �tness function to guide the search to

promising areas of the solution space. Over the years, a plethora of

�tness functions have been proposed. Some methods use control

information, others focus on goals. Deciding on what �tness func-

tion to use is not easy, as it depends on the software system under

test. This work investigates the impact of software features on the

e�ectiveness of di�erent �tness functions. We propose the Mapping

the E�ectiveness of Test Automation (META) Framework which

analyses the footprint of di�erent �tness functions and creates a

decision tree that enables the selection of the appropriate function

based on software features.
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1 INTRODUCTION
Testing is a widely used software validation technique. Among

tasks in this process, the most expensive one is the generation of

test data that will ful�ll a testing criterion [16], accounting for

approximately 40% of the total software development budget [49].

Automated test data generation can signi�cantly reduce the cost

of testing, thus decrease the overall cost of the entire software

development process.

A variety of automated test data generation techniques have

been developed in the past few decades. Random test data genera-

tors [8, 39, 42] are some of the earliest techniques, which automati-

cally create random inputs until an acceptable one is found. Since

test data is devised at random with no knowledge of the software

structure or information on the test requirements being incorpo-

rated into the generation process, random test data generators may

often fail [31]. The focus of this work is on search-based software

testing (SBST) technique, which use a �tness function to guide

the search for high quality test cases. SBST methods have been

successfully applied to many testing problems, including functional

testing [20, 23], non-functional testing [34], temporal testing [46],

and mutation testing [19].

SBST has drawn signi�cant interest from both the research com-

munity and industrial organisations, such as Microsoft, Nokia, Er-

icsson, Motorola, and IBM [30]. This interest was motivated by the

advantages o�ered by search methods. Firstly, these are generic

methods which are ready for adaptation to any testing problem for

which a test criterion can be measured. Secondly, search algorithms

are robust, capable of coping with noise, partial data and inaccurate

�tness [18]. Finally, the search space of test data generation can be

very large, hence exact algorithms are impractical.

The application of SBST requires the design of an appropriate

�tness function, which measures the quality of generated solutions

and guides the search process to promising areas of the search

space. To this end, researchers have proposed di�erent de�nitions

of �tness functions, which use di�erent measures, such as structural

coverage [36], approach level [31], distance calculation [12, 37], or

the combination of more than one measure [41, 45]. Due to the

limited time practitioners have in producing test suites for software

systems, it becomes important that the chosen �tness function is

as e�ective as possible, and helps �nd the best solution that can

possibly be found in the given amount of time. The question then

arises: ‘What makes a �tness function e�ective?’. In this paper we

address two key research challenges (RC):
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RC1 Determining the most signi�cant software features that have

an impact on the e�ectiveness of �tness functions.

RC2 Determining whether software features can be used for se-

lecting the most suitable �tness function.

To this end, we introduce the Mapping the E�ectiveness of Test

Automation (META) Framework. The META framework visualizes

the performance of �tness functions when applied to software sys-

tems with di�erent features. We employ both real and arti�cial

datasets. The arti�cial dataset is created using a genetic program-

ming approach which evolves classes with di�erent features that

make them di�cult to cover when using some of the �tness func-

tions. This helps highlight the strengths and weaknesses of di�erent

approaches. The META framework creates a footprint of the dif-

ferent �tness functions which is used to explain when and why a

�tness function is more e�ective. Finally, a decision tree is created

that can be used by practitioners to select a suitable �tness function

based on features of the software system at hand.

2 SEARCH BASED SOFTWARE TESTING
The problem of generating test suites can be de�ned as a Search

Based Software Testing (SBST) problem by: stating the �tness func-

tion, such as branch and method coverage; deciding on the solution

representation, e.g., binary or string representation; and designing

the search operators, such as mutation and crossover [1]. A candi-

date solution is a test case consisting of a sequence of input values,

passed to the program upon execution to observe its behavior. A

set of test cases will form a search space. A test adequacy crite-

rion for structure testing is a testing aim that can be numerically

measured and assessed, e.g. covered branches or statements. The

test criterion is coded as a �tness function, which is used to eval-

uate the performance of candidate test inputs. In order to assess

the �tness of candidate solutions, the program is executed for the

inputs generated. The �tness function plays a vital role in the per-

formance of search techniques, as it shapes the �tness landscape.

A well-de�ned �tness function increases the likelihood of �nding

high quality solutions and reaching high overall coverage, which

results in fewer system resources [7, 43].

2.1 Goal-oriented Approaches
Korel [21] developed the goal-oriented approach to alleviate the

problem of a path’s infeasibility. The idea is to concentrate purely

on branches that in�uence the execution of the goal node, ignor-

ing branches with no in�uence. The search process determines

whether the program’s execution should continue through the cur-

rent branch, or via an alternative branch. Search algorithms are

used to automatically �nd new inputs that will change �ow ex-

ecution. As this approach is based solely on the �ow graph of

the program, this makes some nodes di�cult to reach for some

programs [11], because the execution of a certain goal node could

require prior execution of other nodes in the program.

2.2 Chaining Approaches
Chaining approaches [11, 22] extends the goal-oriented approach [21]

by using program dependency concepts, combined with a program

�ow graph. The aim is to �nd solutions to branch predicates by

identifying a chain of nodes that a�ect the execution of the target

node. The main contribution of the chaining approach is the use

of data dependencies, which improves the e�ciency of the search

process [15]. Although the chaining approach can be e�ective for

a larger class of programs, the use of the ‘�nd-any-path’ concept

could present some drawbacks. Firstly, it is hard to predict the

coverage to be provided because di�erent paths exercise di�erent

branches, resulting in di�erent levels of coverage [10]. Secondly,

the search time will signi�cantly increase if there is a high number

of paths which need to be considered when processing a chain.

2.3 Coverage-oriented Approaches
Various forms of coverage measures are used in coverage-oriented

approaches: (i) statement coverage – estimates the percentage of

program statements covered during testing, (ii) branch coverage

– measures the extent to which branch statements in the code are

covered during the test, and (iii) path coverage – measures the

number of feasible paths through the graph produced during the

test. Watkins [44] concentrates on full path coverage. Test data

that follow previously uncovered paths are assigned higher �tness

values than those that pass via paths which have already been

covered. The penalisation of executed paths, however, does not

exploit the information in the branch predicates [41].

2.4 Distance-oriented Approaches
Branch distance-oriented approaches exploit information from

branch predicates, which evaluate how far a predicate is from ob-

taining its opposite value [25]. The work of Xanthakis et al. [48]

was the �rst to apply GAs in the generation of structural test data.

This method follows similar lines to earlier work by Miller and

Spooner [25] and it therefore su�ers from related problems, such

as the limited ability to detect path infeasibility. A tester chooses

a path, from which the branch predicates are extracted. A GA is

employed to �nd test data which satisfy all branch predicates in

the path. The �tness function sums up all branch distances.

Tracey et al. [40] employ simulated annealing to generate struc-

tural test data. The �tness function is the branch distance, which

indicates how close the current execution is to adopting the desired

branch according to the decision made. If the search stagnates, the

approach attempts to generate test data for the next target node.

Unlike Korel’s approach [20], the newly generated test data do not

need to conform to an already successful sub-path. However, this

leads to the search losing information about its progress [24], since

a solution that deviates from the desired path at an early stage of

the search is assigned similar �tness values to those which deviate

at a later stage.

The main criticism of branch distance-oriented techniques is

that control information about the target node is not included in

the �tness function. This may cause the search to get stuck in local

optima, thereby making it di�cult to obtain full coverage [24, 45].

The control-oriented approaches discussed in the next section will

address this problem.

2.5 Control-Oriented Approaches
Control-oriented approaches use a control dependency graph to

determine predicate paths for the intended node. Pargas et al. [31]

apply a GA for statement and branch coverage, guided by the
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control dependencies in the program. For a goal node, a sequence

of control-dependent nodes is speci�ed, which should be exercised

for the execution of the goal node. The �tness function is equivalent

to the number of successful control-dependent node executions.

It is worth noting that using only control structures in �tness

functions will form plateaux on the �tness landscape [24]. As

there is no distance information that can be exploited, this will

result in insu�cient guidance towards unexplored structures. If

the solutions fail to ful�l any of the branch predicates, no branch

distance information will be given on how to ascend the �tness

landscape during the search process.

3 FITNESS LANDSCAPES
The di�erent approaches to de�ning a �tness function presented

in the previous sections use di�erent information from the soft-

ware under test. Their e�ectiveness, as a results, would depend on

whether that information is critical in the software under test. Nat-

urally, a goal oriented approach, which focuses on branches would

be more e�ective in generating test cases for software systems with

higher number of branches. The way the �tness function is de�ned

is crucial to how e�ective it is in guiding the search method to

high-quality test cases. This is due to the fact that it will shape the

�tness landscape of the problem being solved.

The concept of �tness landscape refers to the topological de-

scription of the search space of a problem [1, 4]. Formally, a �tness

landscape is represented by a triplet {S,N , F } where S is the set

of potential solutions for the given problem, also known as the

search space, N is neighbourhood relation, de�ned as a subset of

S × S . Two solutions are neighbours (i.e. 〈s, s ′〉∈N ) if it is possible

to reach one solution by applying a search operator to the other.

�nally F : S→< is the �tness function.

Di�erent �tness functions give rise to di�erent landscapes, which

has an impact on problem di�culty [17, 26, 27]. Finding the best

suited �tness function for a problem can also be seen as the problem

of �nding a function able to create a landscape with the most helpful

gradients to exploit and guide the search algorithms [2, 3, 5, 6].

We expect that in the search-based software testing problem, the

de�nition of the �tness function impacts the shape of the �tness

landscape, and as a result, the e�ectiveness of the search procedure.

4 META FRAMEWORK
The proposed Mapping the E�ectiveness of Test Automation (META)
Framework is presented in Figure 1. META Framework is composed

of three main components:

i) The CUT Space, which includes the classes under test (CUTs)

and the structural-based complexity features extracted

from the CUTs.

ii) The Performance Space which contains the selected �t-

ness functions and the metrics used to assess their per-

formance (generation time, branch coverage, mutation cov-

erage, etc.);

iii) The Fitness Function E�ectiveness space which identi�es

CUT features that have an impact on the e�ectiveness of

�tness functions, and maps the strengths and weaknesses

of the �tness functions as footprints in a 2-D space.

The META framework is inspired from the Algorithm Selection

Problem [29, 38] and the No Free Lunch theorem, which informs us

that there does not exist a single algorithm that can be expected

to outperform all other algorithms on all problem instances [47].

Hence, if method A is superior over method B in solving a particular

set of problems, then one may claim that there exists other untested

problems where method B outperforms method A. Empirical studies

in the area of SBST should focus on identifying conditions under

which an algorithm is expected to succeed or fail instead of claiming

superiority of a method over another.

We have extended and adapted these ideas to assess the strengths

and weaknesses of �tness functions used in SBST, and built the

META tool, which can be used to predict which �tness function

from a portfolio of di�erent functions is likely to perform best based

on measurable features of a collection of CUTs.

4.1 CUT Space
The CUT space contains the set of classes under test and the features

used to characterise these classes.

4.1.1 Classes Under Test (CUTs). One important step of our

framework is the dataset that is used to train the META model.

We examined the diversity of common datasets used in SBST (e.g.,

SF110 [13]). We observed that these benchmark instances are not

diverse enough, as the three �tness functions had similar perfor-

mance, suggesting one of the following: (i) the �tness functions

are all essentially the same, (ii) the instances are not revealing

the unique strengths and weaknesses of each �tness function as

much as is desired, or (iii) the features are not discriminant enough.

Therefore, we propose a method to generate new CUTs, in order to

enrich the repository’s diversity.

While there is no doubt that these problem repositories have had

a tremendous impact on SBST studies, and have improved research

practice by ensuring comparability of performance evaluations,

there is also concern that these repositories may not be a represen-

tative sample of the larger population of software testing problems.

It is important to challenge whether existing datasets are enabling

us to evaluate �tness function performance in an unbiased manner,

and therefore we seek new tools and methodologies that enable

us to generate new problem instances that drive improved under-

standing of the strengths and weaknesses of di�erent approaches.

The development of such methodologies to support objective as-

sessment of di�erent �tness functions is at the core of the META

framework. This is achieved by generating arti�cial CUTs.

The generated CUTs must be diverse and large enough to uni-

formly cover a wide degree of problem di�culty, that is for all

�tness functions there must exist both easy and hard instances, and

the transition from easy to hard should be densely covered [28].

The most obvious way to arti�cially generate CUTs is to select

and sample an arbitrary probability distribution. However, this

approach lacks control, as there is no guarantee that the resulting

dataset will have speci�c features. Hence, we employ a di�erent

method, initially introduced for machine learning problems [28],

where datasets are evolved using a genetic algorithm to lie at target

locations in the instance space.

In this work, we use a Genetic Programming (GP) algorithm

to evolve branch predicates that are easy and hard for di�erent
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Figure 1: The main components of the Mapping the E�ectiveness of Test Automation (META) Framework

�tness functions. The GP uses a variable length (n) solution rep-

resentation [(vt0, ct0, cv0), (vt1, ct1, cv1), ..., (vtn , ctn , cvn )], where

each gene (vti , cti , cvi ) has three components: variable type vt ,
comparator type ct , and variable value vv .

The GP algorithm was set to only generate classes that are similar

to real world CUTs (unrealistic CUTs were discarded). The CUTs

have one method and one nested set of conditional statements up to

4 levels and 14 branches. The possible values are: 1. variable types

include double, long, integer and boolean; 2. comparator types

include =,,, >, <, ≤, ≥; 3. variable value ranges include Boolean

(0, 1), Double [−1.7 ∗ 10308,+1.7 ∗ 10308], Integer [−231,+231], and

Long [−263,+2
63].

The GP uses mutation and crossover operators to evolve classes

of various characteristics and levels of di�culty for our �tness func-

tions. The mutation operator modi�es the the variable type, the

comparator type or the comparator value. For example, given a par-

ent solution s = [(vt0, ct0,vv0), (vt1, ct1,vv1), ..., (vtn , ctn ,vvn )],
the mutation operator generates a new candidate solution s ′ =
[(vt0, ct0,vv0), (vt ′

1
, ct1,vv1), ..., (vtn , ctn ,vvn )] by mutating the vari-

able type vt1 into vt ′
1
.

The crossover consists in exchanging predicates of two parent so-

lutions to generate two new solution. For example, given two parent

solutions s1 = [(vt1
0
, ct1

0
,vv1

0
), (vt1

1
, ct1

1
,vv1

1
), ..., (vt1n , ct1n ,vv1n )] and

s2 = [(vt2
0
, ct2

0
,vv2

0
), (vt2

1
, ct2

1
,vv2

1
), ..., (vt2n , ct2n ,vv2n )], the crossover

operator generates the following two new candidate solutions

s ′1 = [(vt2
0
, ct2

0
,vv2

0
), (vt1

1
, ct1

1
,vv1

1
), ..., (vt1n , ct1n ,vv1n )] and s ′2 =

[(vt1
0
, ct1

0
,vv1

0
), (vt2

1
, ct2

1
,vv2

1
), ..., (vt2n , ct2n ,vv2n )].

The main steps of the method are presented in Algorithm 1.

4.1.2 CUT Features. Useful features of CUTs are measurable

properties that (i) can be computed in polynomial time and (ii) are

expected to expose what makes a SBST hard for a given objective

function. At the same time, features must correlate to algorithm

performance, measure diverse aspects of the CUTs, and be uncor-

related with one another. The feature set should be small in size,

yet it should comprehensively measure aspects of the CUTs that

either challenge objective functions or make their task easy. For

each CUT, we measure features of the predicates, such as number

of variables in a predicate, number of inequalities, and type of vari-

ables. The full list of features used in this work includes the number

of: 1. comparators in a class: equalities, inequalities and ranges

(higher and less than); 2. equalities; 3. inequalities; 4. ranges (e.g.,

1 < x < 3); 5. variables; 6. boolean variables; 7. integer variables;

8. long variables; 9. double variables; 10. equalities with boolean

Algorithm 1 Generating CUTs with Genetic Programming.

1: procedure EvolveHardCUTs(dataSet, OF1, OF2)

2: Input: n,mr , cr . n is population size, mr is mutation rate, cr is

crossover rate, FF1 and FF2 are the �tness functions.

3: P← RandomSolutions(n) . P is the population

4: for i ← 1 to n do
5: Q← ∅ . Q is the Auxiliary Population

6: while !TerminationCodition do
7: for i ← 1 to n do
8: p1, p2 ← RouletteWheelSelection(P)

9: o1, o2 ← UniformCrossover(p1, p2, cr )

10: o′
1
←Mutation(o1,mr )

11: o′
2
←Mutation(o2,mr )

12: f (o′
1
) ← EvaluateFitness(o′

1
,FF1, FF2)

13: f (o′
2
) ← EvaluateFitness(o′

2
,FF1, FF2)

14: Insert(o′
1
, o′

2
, Q)

15: R← P ∪ Q
16: RankSolutions(R)

17: P← SelectBestSolutions(R)

18: Return(P)

19: procedure EvaluateFitness(c , FF1, FF2)

20: bc1 ← execute(c , FF1)

21: bc2 ← execute(c , FF2) . bc1, bc2 are the branch coverage

performance

22: Return(bc1/bc2)

variables; 11. inequalities with boolean variables; 12. equalities

with integer variables; 13. inequalities with integer variables; 14.
ranges with integer variables; 15. equalities with long variables;

16. inequalities with long variables; 17. ranges with long variables;

18. equalities with double variables; 19. inequalities with double

variables; 20. ranges with double variables.

We postulate that it is characteristics of branches in a CUT that

make it harder or easier for a search-based software testing method

to cover. The META framework will identify the speci�c character-

istics that have an impact.

4.2 Fitness Function Space
In this space, we de�ne the �tness functions that we evaluate, and

the performance measures used to assess the e�ectiveness of the

di�erent �tness functions.

4.2.1 Coverage-oriented. The coverage oriented function we

employ in our investigation was originally proposed for branch

coverage [36]. This function is primarily concerned with ensuring
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that the highest possible level of coverage is achieved. Given a test

suite T and a set of branches B of the program being tested, the

coverage level f1(b,T ) for each branch b ∈ B on test suite T is:

f1(b,T ) =


0 if both branches are covered,

0.5 if the predicate is executed once,

1 otherwise.

(1)

The overall �tness function of a test suite is:

CLF = |M | − |MT | +
∑
b ∈B

f1(b,T ), (2)

where M is the set of methods in the object and MT is the set of

methods executed during the test. The di�erence |M | − |MT | is used

to reward coverage of methods in the test objects which have no

branch statements.

4.2.2 Distance-oriented. This �tness function [12] uses the branch

distance measurement which re�ects how close a branch’s pred-

icate is to being reached. Given a set of branches B, the minimal

branch distance for each branch b ∈ B in test suite T is de�ned as:

f2(b,T ) =


0 if the branch is covered,

d(b,T ) if the predicate is executed at least twice,

1 otherwise,

(3)

where d(b,T ) is 0 if at least one of the branch’s values (true or false)

has been covered, and > 0 otherwise. The �tness function is then

calculated as:

BDF = |M | − |MT | +
∑
b ∈B

f2(b,T ), (4)

whereM is the set of methods andMT is the set of methods executed

by test suite T.

4.2.3 Control-oriented. The control oriented function [31] uses

a control dependency graph to compute an individual’s �tness value.

The �tness value is equivalent to the number of successful control

dependent node executions towards the intended branch.

Let dn be the number of control dependent nodes for the cur-

rent target branch, and en be the number of successfully executed

control-dependent nodes; the �tness function f3(b,T ) for each

branch b ∈ B in test suite T is de�ned as f3(b,T ) = norm(dn − en),
where norm is a normalisation function in the range [0, 1]. The

�tness of a test suite T is calculated as:

CFF = |M | − |MT | +
∑
b ∈B

f3(b,T ), (5)

where M is the set of methods inT and MT is the set of methods

executed during the test.

4.3 Fitness Function E�ectiveness Space
4.3.1 Feature Learning. The feature learning step of the META

framework identi�es the most signi�cant features of CUTs that im-

pact the e�ectiveness of the �tness functions. The input to this step

are the collection of CUT features and the performance of the �t-

ness functions, measured as the percentage of the branches covered.

The output is the set of features that best describe why a certain

�tness function is e�ective. We use a genetic algorithm to search

for groups of features containing between 3 and 10 features that

best explain the weaknesses and strengths of the �tness functions.

The main steps of the approach are presented in Algorithm 2.

Algorithm 2 Feature Selection with a Genetic Algorithm

1: procedure FeatureLearning(features, OFP)

2: Input: n,mr , cr . n is population size, mr is mutation rate, cr is

crossover rate, OFP is OF performance.

3: P← RandomSolutions(n) . P is the population

4: for i ← 1 to n do
5: Q← ∅ . Q is the Auxiliary Population

6: while !TerminationCodition do
7: for i ← 1 to n do
8: p1, p2 ← RouletteWheelSelection(P,F)

9: o1, o2 ← UniformCrossover(p1, p2, cr )

10: o′
1
←Mutation(o1,mr )

11: o′
2
←Mutation(o2,mr )

12: f (o′
1
) ← EvaluateFitness(o′

1
,OFP)

13: f (o′
2
) ← EvaluateFitness(o′

2
,OFP)

14: Insert(o′
1
, o′

2
, Q)

15: R← P ∪ Q
16: RankSolutions(R)

17: P← SelectBestSolutions(R)

18: Return(P)

19: procedure EvaluateFitness(s , OFP)

20: Input: s . set of features to be evaluated

21: 2D_coordinates← PCA(s , OFP)

22: f (s) ← SVM(2D_coordinates, OFP)

23: Return(f (s)) . Return the �tness of the set of features

An individual solution contains the set of features that are used

to characterise the CUTs. The crossover operator (line 9) takes two

sets of features and combines them at di�erent random positions.

Next mutation operator is applied to both solutions (lines 10 and 11

by replacing a random feature from the set of features with a new

feature. The �tness function described by the second procedure in

Algorithm 2 is based on the accuracy of a Support Vector Machine

(SVM) applied on the reduced 2D CUT sub-space. Principal Compo-

nent Analysis (PCA) is used in order to reduce the CUT sub-space

from n to 2 dimensions.

4.3.2 Footprints Visualisation. Once the most signi�cant fea-

tures are identi�ed, they are used to visualise the footprints of the

�tness functions, as shown in Figure 2, with each CUT represented

as a point in the space.

PC2

PC1

Most effective OF

OF1 OF2

PC2

PC1

Feature 1

High Low

Figure 2: Strengths and weaknesses of �tness functions.
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We apply PCA as a dimensionality reduction technique on the

optimal subset of features. The aim is to plot the performance

of the �tness functions (OF1 and OF2) across the CUT space in

2D, which is likely to reveal where the methods are performing

well, and where they are sub-optimal. In this example, SVM would

produce a highly accurate prediction score and consequently, the

set of features used to create this space, would receive a high �tness

score. A high �tness means that the selected features were able to

identify accurately the characteristics associated to good and bad

performance.

The plot on the left visualises the e�ectiveness of two objective

functions over all CUTs. The circles are the CUTs where OF1 is the

most e�ective, whereas the squares represent the CUTs where the

second technique is the most e�ective.

Next, we plot the same CUTs in a 2-dimensional map based on

how they score in terms of the most signi�cant features identi�ed in

the feature learning step (plotted on the right in Figure 2). As shown

by the legend, the circles indicate that the respective CUTs score

highly according to Feature 1 (the most signi�cant feature), while

the CUTs with low Feature 1 are represented as squares. Looking at

both plots, this example shows that OF1 is e�ective when Feature

1 is high, whereas OF2 works best when Feature 1 is low.

4.3.3 Decision Tree Construction. Using the most signi�cant

CUT features, a decision tree is constructed, which can be used

to select the most e�ective objective function for new software

systems based on their features. We use the clustering algorithm

DBSCAN [9] to identify the areas in the CUT space where the

di�erent objective functions are e�ective. In the next step, the

C4.5 [32] algorithm is used to generate the decision tree with the

features identi�ed in the feature learning phase.

5 EXPERIMENTAL SETUP
Experiments were performed on a 10 computers running a Linux

operating system, with two cores of 2.5 GHz and eight gigabytes

of memory. The objective functions were implemented in Evo-

Suite [12] and used to guide the search in the test suite generation.

Each trial was repeated 10 times to take the random nature of

the search technique into consideration. The time-out was two

minutes per class, stated as the best trade-o� between time and

branch coverage [14]. Three �tness functions that are part of the

experiments are CLF (described in Section 4.2.1), BDF (Section 4.2.2),

and CFF (Section 4.2.3).

Branch coverage is used as a performance measure. An objective

function is superior if its branch coverage is at least 1% higher

than the other techniques. There were no cases where objective

functions performed equally.

5.1 SBST Tool
This study employs EvoSuite [12] as a search-based testing tool

for Java projects. EvoSuite evolves candidate test suites aimed

at covering all test goals, while at the same time minimising the

total size of the suite (i.e. reducing the number of test cases and

their length). As such, when there is a tie between test suites with

respect to their �tness values, EvoSuite chooses the test suite which

is composed of a cumulatively lower number of statements.

5.2 Optimisation Method
The objective functions were used to guide a state of the art opti-

misation method, the Whole Suite with Archive (WSA) [35]. WSA

starts by generating a set of solutions, which are uniformly, ran-

domly initialized. Formally, let t denote a test case, which consists

of a sequence of statements t = 〈s1, s2, ..., sl 〉 of length l . A state-

ment si can be a constructor, a �eld, a primitive, a method, or an

assignment. A solution is de�ned as a test suite T, which is a col-

lection T = {t1, t2, ..., tn } of test cases. An optimal solution T ∗ is

a test suite that covers all possible branches and lines of code, i.e.,

100% coverage.

Since the number of test cases in a test suite and the number

of statements in a test case may vary, the solution representation

is of a variable size. The solutions are evolved in iterations until

a stopping criterion is achieved, which usually is a prede�ned

number of function evaluations. The Genetic Algorithm used by

EvoSuite has four genetic operators that are applied to solutions

at every iteration: crossover, mutation, selection, and replacement.

Crossover creates two new solutions by combining test cases from

two test suites in the population. The mutation operator is applied

after the crossover operator, at a test suite level and at a test case

level. Test suites are mutated by changing each of the test cases

with a probability 1/n, where n is the number of test cases in the

test suite. In addition, new test cases are added to the test suite

at random. Mutation of test cases is performed by either adding,

changing, or removing statements from a test case with a probability

1/l , where l is the number of statements in a test case.

A rank-based selection procedure is employed to select the parent

solutions that will undergo recombination and mutation procedures.

Solutions are ranked based on the �tness function. When there

is a tie between solutions, shorter test suites are assigned better

ranks. As a result, solutions with better branch coverage and shorter

length have a higher chance of projecting their ‘genes’ to the next

generation. Similar to the original studies with EvoSuite, an elitist

strategy is used as a replacement procedure [12], which selects the

best solutions to create the next generation.

6 RESULTS
The GP algorithm evolved 202 classes. CFF did not outperform the

other objective functions in any of these classes. It is possible that

CFF is superior in CUTs with unrealistic features, such as nested

if conditions with a tree size larger than 10. However, our CUT

generator was set up in a way that unrealistic CUTs were discarded.

An example of a CUT is shown in Listing 1.

Listing 1: An example of an evolved CUT
public c l a s s Evolved_CUT_1 {

public void method1 ( Double number00 ,

Long number10 , I n t e g e r number20 ,

I n t e g e r number30 , Long number40 ,

Boolean number50 , Boolean number60 ) {

i f ( number00 <= 2 . 6 2 3 4 4 2 7 9 1 4 6 9 6 5 2 5 E307D ) {

System . out . p r i n t l n ( " b1 " ) ;

i f ( number10 < −4282759360621669546 L ) {

System . out . p r i n t l n ( " c1 " ) ;

i f ( number30 == 1 6 4 0 3 1 4 7 6 1 ) {
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System . out . p r i n t l n ( " d1 " ) ; }

e l se { System . out . p r i n t l n ( " d2 " ) ; }

} e l se { System . out . p r i n t l n ( " c2 " ) ;

i f ( number40 > 5 5 0 5 1 4 0 0 8 2 6 4 2 0 3 2 6 2 L ) {

System . out . p r i n t l n ( " d3 " ) ;

} e l se { System . out . p r i n t l n ( " d4 " ) ; }

} } e l se { System . out . p r i n t l n ( " b2 " ) ;

i f ( number20 > 1 9 3 7 5 8 4 ) {

System . out . p r i n t l n ( " c3 " ) ;

i f ( number50 == f a l s e ) {

System . out . p r i n t l n ( " d5 " ) ;

} e l se { System . out . p r i n t l n ( " d6 " ) ; }

} e l se { System . out . p r i n t l n ( " c4 " ) ;

i f ( number60 == true ) {

System . out . p r i n t l n ( " d7 " ) ;

} e l se { System . out . p r i n t l n ( " d8 " ) ; }

} } } }

The coverage achieved by BDF and CLF for this example are

shown in Figures 3 and 4. The nodes represent parts of the code

where the execution branches out (if-else statement). The labels

next to the arrows are the number of times that a branch has been

executed by test cases (out of 30 test cases) generated using the two

objective functions. In this example, BDF outperforms CLF, as it

has generated a higher number of test cases that can cover most of

the branches.

a1

b1 b2

c1 c2 c3 c4

d1 d2 d3 d4 d5 d6 d7 d8 

30 26

29 30

29 29

26 26

29 27 25 25 26 26

Figure 3: Coverage achieved by BDF.

a1

b1 b2

c1 c2 c3 c4

d1 d2 d3 d4 d5 d6 d7 d8 

30 2

5 30

5 5

2 2

18 30 2 2 2 2

Figure 4: Coverage achieved by CLF.

Applying the feature learning method, the SVM identi�ed the

footprints where BDF and CLF perform well with 76% accuracy.

The META framework identi�ed the following optimal features

which best capture the di�culty in generating test cases:

i Integer Variables with ≤ and ≥ comparator

ii Equalities with Double Variables

iii Double Variables with ≤ and ≥ comparator

iv Equalities with Long Variables

v Inequalities with Long Variables

vi Long Variables with ≤ and ≥ comparator.

Using these six features the META framework created the CUT

Space and identi�ed the footprints of the two objective functions.

Using the footprint visualisation method a 2d e�ectiveness map

is created, as shown in Figure 5a. Each point is a CUT, which is

colored red if CLF is the most e�ective objective function, and blue if

BDF is the winner. The �rst two components used to visualise
the CUT space explain 47.5% of the variation in the data. The

values of these two components are as follows:

[
p1
p2

]
=

[
−.28 .21 −.75 −.25 .50 .76

−.77 .55 .11 .59 .01 −.13

] 

i

ii

iii

iv

v

vi


(6)

These are the footprints of the two objective functions. The best

separation is provided by the second principal component (PC2)

axis. Therefore, the features that contribute the most to the PC2 are

the most important ones. This gives the answer to the �rst research

challenge:

RC1: The most signi�cant features that have an impact on the

e�ectiveness of BDF and CLF are integer variables with ≤
and ≥ comparator, equalities with long variables, and

equalities with double variables.

Figures 5b, 5c and 5d show the same principal components, how-

ever, the CUTs are now colored according to the most signi�cant

features. Figure 5b shows how the CUTs score according to the

Integer Variables with <= and >= comparator. When we consider

both Figures 5a and 5b side by side, it becomes clear that BDF is

e�ective in generating test suite for classes that have a high number

of Integer Variables with <= and >= comparator, whereas CLF is

more e�ective in CUTs that score low according to this feature. In

a similar way, Figures 5c and 5d show that BDF is more e�ective

when both the number of equalities with long type and the number

of equalities with double type are low, while CLF is more e�ective

when the CUTs score low in these two features.

We did not �nd a superior average performance of CLF over BDF

inside the CLF footprint area. In the cases that BDF is superior to

CLF, the performance di�erence is usually higher than 30%. CLF

is better in most of cases inside the CLF footprint area, however

the performance di�erence reaches a maximum of 11%. In the

majority of cases the di�erence ranges between 2 and 5%. On the

other hand, BDF presents a signi�cant superior performance inside

BDF footprint area. In the best case, the average branch coverage

reaches a di�erence of 55%. This means that BDF is on average

better than CLF, but there are CUTs where CLF outperforms BDF.

Next, a decision tree is constructed which can be used for objec-

tive function selection when solving new SBST problems. The goal

is to achieve optimal classi�cation of the Objective Functions with

minimal number of decisions. The rules de�ning the decision tree

for Objective Function selection are shown in Figure 6.

The decision tree can be used to select the appropriate objective

function when a new software project requires the generation of

test cases. The results were validated for consistency and accuracy

using 10-fold cross validation technique. Results from the classi�er

are presented in Table 1.
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(b) Integer Variables with ≤ & ≥ comparator.
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(c) Number of Equalities with Long type.
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(d) Number of equalities with Double type.

Figure 5: Visualisation of the footprints of �tness functions. The principal components are de�ned in Eq. 6.
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= 0 > 0

CLF
> 0 = 0

BDF
= 0

CLF
> 0Equalities with Double variables

Equalities with Long variables 

Integer variables using <= and >= 
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Figure 6: Objective Function decision tree.

Table 1: 10-fold cross validation of the decision tree.

Fitness function Precision Recall F-Score
CLF 76% 71% 74%

BDF 74% 77% 75%

Average 75% 74% 74%

Precision denotes the proportion of predicted positive cases that

are correctly real positives [33]. Recall is the proportion of real

positive cases that are correctly predicted positive [33]. As there is

always a quality compromise between Precision and Recall, being

desirable but di�erent features, the F-Measure is used as a harmonic

mean to counter this problem. It references the true positives to the

arithmetic mean of predicted positives and real positives, being a

constructed rate normalized to an idealized value [33]. In summary,

the decision tree selects the most e�ective �tness function with

high accuracy, hence the answer to the second research question is:

RC2: The integer variables with <= and >= comparator,
equalities with long variables, and equalities with double

variables can accurately predict the most suitable �tness

function, hence features can be used for �tness function selection.

Analyzing Figure 6, we observe that BDF has issues when dealing

with equalities using Long and Double variables. CLF is superior

in most of the cases where the branch predicate present equalities

with Double or Long. While BDF has superior performance when

the number of Integer variables using <= or >= is higher than 0.5.

7 CONCLUSION
We investigated the e�ectiveness of �tness functions widely used

in Search-Based Software Testing. Fitness functions are crucial in

guiding the search algorithm and �nding high quality test cases.

We developed the META framework which identi�es features of

classes under test (CUTs) that impact the e�ectiveness of di�erent

�tness functions. The framework creates a decision tree based on

the most signi�cant features, which can be used for �tness function

selection. Beyond the challenge of accurately predicting which

�tness function is likely to perform best for a given CUT, based

on the relationship between CUT features and �tness function

performance, the META framework also explains why.
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