
 

 

 

On the Importance of Soil Moisture for 

Streamflow Forecasting 

 

 

 

Mahshid Shahrban 

 

 

 

A thesis submitted for the degree of Doctor of Philosophy  

August 2016 

 

 

 

 Department of Civil Engineering 

 

 





 

 

Copyright notice 

The author (2016). Except as provided in the Copyright Act 1968, this thesis may 

not be reproduced in any form without the written permission of the author. 

I certify that I have made all reasonable efforts to secure copyright permissions 

for third-party content included in this thesis and have not knowingly added 

copyright content to my work without the owner's permission. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



i 

 

Abstract 

Streamflow forecasting is essential for improving efficiencies in water use 

through reduced water losses on irrigation orders, and enhancing water 

management operations based on better information on inflows and off-takes in 

time and space. In addition, it provides valuable information on flood events for 

the dissemination of flood warnings with sufficient accuracy and lead time. 

Hydrologic forecasting models are used extensively in simulation of river flows 

in both flood and non-flood events. Quantitative Precipitation Forecasts (QPFs) 

from Numerical Weather Prediction (NWP) models are the primary source of 

rainfall data for input into hydrologic forecasting models, other than a 

forecaster’s intuition.  

Soil moisture is a key factor controlling the hydrological behaviour of a 

catchment, particularly for flood modelling, as it controls transformation of 

rainfall into infiltration or runoff. Advances in remote sensing technologies have 

provided a variety of opportunities for improved hydrologic prediction, including 

the observation of land surface states such as soil moisture through time and 

across large areas. However, there has been limited effort to utilise such remote 

sensing information in hydrological modelling, especially in the context of 

operational applications. 

The principal objectives of this thesis are i) evaluation of QPFs from the 

Australian forecast system product, ii) understanding the impact of soil moisture 

on streamflow prediction skill when used in the hydrologic model calibration 

stages, iii) assessment of satellite-based soil moisture observation constraint of 

the hydrologic model and its subsequent streamflow generation, and iv) the 

overall impact on the streamflow forecast skill when putting all three components 

together.  

The NWP QPFs from the Australian Community Climate Earth-System 

Simulator (ACCESS) are evaluated against rainfall observations from a weather 

radar, to understand the uncertainties transferred to the streamflow forecasting 
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model. The radar observations are first calibrated to remove the expected bias in 

the data according to in-situ rainfall observations. The QPFs evaluation indicates 

that significant rainfall uncertainty is expected to be propagated into the 

streamflow forecasting in this research.   

Next, the ground-based measurement of soil moisture from research 

monitoring stations are used to calibrate and evaluate the soil moisture predictive 

capability in two rainfall-runoff models, Génie Rural 4 paramètres Horaire 

(GR4H) and Probability Distributed Model (PDM), and its subsequent effect on 

the streamflow predictions. Two calibration methods are tested; calibration to 

streamflow alone and joint-calibration using both streamflow and soil moisture 

observations. The results suggest that the GR4H model be used in Australia, in 

preference to PDM, and that soil moisture observations be used in the calibration 

process. 

To investigate the impact of ongoing soil moisture constraint on 

streamflow forecasting, the root-zone soil wetness is first estimated from Soil 

Moisture and Ocean Salinity Mission (SMOS) satellites near-surface soil 

moisture retrievals. According to the comparisons with in-situ soil wetness data 

in the study area of this thesis, the exponential filtering technique is selected as 

the best approach. The hydrologic models are then constrained with the satellite-

based root-zone estimates using a nudging approach, and the results are 

benchmarked against ground-based soil moisture data. It is shown that the 

effectiveness of soil moisture constraint depends on both catchment 

characteristics and the selected model for coupling soil moisture and runoff 

generation. 

Finally, soil moisture constrained streamflow forecasts are assessed in the 

context of a real-time forecasting scenario, utilising both satellite-based estimates 

of root-zone soil moisture and NWP forecast rainfall. It is demonstrated that even 

with the degraded rainfall information, soil moisture constraint typically improve 

the streamflow forecasts, especially for moderate sized events, while for major 

events the forecasts are only improved for longer lead times.  
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Chapter 1  

Introduction 

 

This thesis contributes to the development of an advanced continuous 

streamflow modelling system, utilising satellite soil moisture observations 

coupled with numerical weather prediction forecasts of precipitation, with the 

aim of improving streamflow forecasting skill. The Murrumbidgee catchment in 

south-eastern Australia is used as a demonstration test-bed because of the 

extensive in-situ soil moisture and rain gauge data available there. Moreover, 

these developments are made within the new Bureau of Meteorology operational 

flood warning system that is currently in progress for catchments across Australia. 

The streamflow modelling system developments have been assessed through i) an 

evaluation of quantitative precipitation forecasts capability from the Australian 

numerical weather forecast system for application in streamflow forecasting, ii) 

evaluation of satellite-based soil moisture estimates using the in-situ 

measurements, and iii) application of in-situ and/or satellite-based soil moisture 

data to constrain the initial soil moisture states. 

1.1 Problem Statement  

Floods have been extensive world-wide in recent times. Thousands of 

people have lost their lives while many others have been left homeless as a 

consequence of floods (Kundzewicz, 2012). Many researchers are trying to 

improve hydrological modelling capabilities (Parker and Fordham, 1996; Cloke 

and Pappenberger, 2009; Hapuarachchi et al., 2011; Biondi and De Luca, 2013), 

such that there will be a reduced loss of life and property from these events, by 

providing accurate flood warnings with sufficient lead time for people to react 

(Glantz, 2004; Basha et al., 2008). In addition, better continuous streamflow 
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prediction may improve efficiencies in water use through reduced water losses on 

irrigation orders, adjusting environmental releases, and enhancing water 

management operations based on better information on inflows and off-takes in 

time and space (Hamlet et al., 2002; Dong et al., 2006; Bravo et al., 2009). While 

hydrological models are used extensively in simulation of river flows in both 

flood and non-flood events, these predictions are uncertain for a range of reasons, 

including model development error (Beven, 1989), parameter value uncertainty 

and error in calibration (Moradkhani et al., 2005), forcing data errors and 

uncertainty in initial conditions (Grayson and Blöschl, 2000). Though 

hydrological model skill has improved substantially over the last 10 years (Liu 

and Gupta, 2007), there is still a need to increase the predictive power of the 

models.  

The most important input to streamflow prediction models is precipitation 

(Larson and Peck, 1974). Hydrological models are strongly dependent on 

precipitation input, and accurate forecast precipitation is crucial for reliable 

hydrological forecasting in both flood and non-flood conditions of a catchment 

(Silvestro and Rebora, 2014). Numerical weather prediction (NWP) models can 

provide information on forecast precipitation with national coverage for different 

spatial and temporal resolutions and with lead times out to several days, but the 

accuracy of this information is uncertain. Therefore, to enhance hydrological 

modelling forecasts, there is a need to evaluate and correct forecast precipitation 

before their application in hydrological forecasting. In addition, antecedent land 

surface conditions such as soil moisture and snow are also important for accurate 

forecasting of time to flood peak and the peak level (Senarath et al., 2000; Gao et 

al., 2010), as soil moisture controls the partitioning of precipitation into 

infiltration and surface runoff, thus influencing the amount of storage and flow 

path to the river (Bindlish et al., 2009; Lacava et al., 2010), while snowpack 

amount affects the spring-time release of water due to snow melt (Thirel et al., 

2011).  
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It is difficult to estimate the soil moisture from ground-based 

measurements across the catchment because of high spatial variability (Brocca et 

al., 2010a). Remote sensing provides an alternative approach to estimating the 

soil moisture content, which can then be used to constrain land surface and 

hydrological model predictions (Owe and de Jeu, 2001). However, it only gives 

an estimate of the top few centimetres at most with a temporal repeat every two 

to three days (Brocca et al., 2010b; Dharssi et al., 2011). Similarly, satellite 

remote sensing of the snow water equivalent or snow coverage has proved 

promising for determining areal snow pack water storage (Tsutsui et al., 2006). 

Given the essential role of initial soil moisture and snow conditions of a 

catchment for flood prediction, the improvement in flow predictions that might be 

possible through the use of such data has to be investigated. It is also essential to 

evaluate remote sensing estimations prior to the application in the hydrological 

modelling. 

1.2 Research Objective  

The aim of this research is to determine the possible skill improvement in 

the current operational flood modelling system in Australia, by constraining the 

antecedent soil moisture state of the continuous hydrologic model with satellite 

observations. Additionally, the research investigates the uncertainties in 

numerical weather prediction forecasts of precipitation, and thus their utility for 

application in hydrological prediction models. This work uses rainfall and soil 

moisture observational data from the OzNet monitoring stations in the 

Murrumbidgee catchment of south-eastern Australia (Smith et al., 2012), snow 

cover data from the MOD-MADI product (Bormann et al., 2012), soil moisture 

data from the Soil Moisture and Ocean Salinity (SMOS; Kerr et al., 2001 ; Kerr 

et al., 2010) satellite mission, real-time observational rainfall data from the 

Australian Bureau of Meteorology (BoM), rainfall observations from the 

Yarrawonga weather radar, rainfall forecasts from the Australian Community 

Climate Earth-System Simulator (ACCESS; BoM, 2010), real-time streamflow 
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observations from the New South Wales office of Water 

(http://www.water.nsw.gov.au/realtime-data/default.aspx), and potential 

evapotranspiration data from Australian Water Availability Project data set 

(AWAP; Raupach et al., 2009). These data are used to evaluate the proposed 

algorithm for streamflow modelling in the Murrumbidgee study area. 

The specific objectives to be addressed by this study are: 

 Investigating the importance of snow in steamflow modelling of the 

chosen study area. 

 Evaluation of forecast rainfall from Australian forecast system product 

against gauge-based and weather radar rainfall data. 

 Understanding the impact of soil moisture on streamflow prediction skill 

when used in the hydrological model calibration stage. 

 Evaluation of estimated satellite-based root-zone soil moisture as 

compared to in-situ observations. 

 Assessment of in-situ/satellite soil moisture observation impact on the 

streamflow prediction skill.  

 Assessment of satellite-based soil moisture estimates impact on the 

streamflow forecast skill. 

1.3 Outline of Approach 

The objectives of this research are addressed through several stages. The 

schematic of the overall thesis approach is presented in Figure 1.1. As an initial 

step, the impact of snow on the runoff generation in the Murrumbidgee catchment 

is investigated to understand the contribution of snow melt in the streamflow 

generation of the study catchment. The next steps are delineation of the study 

area, considering all modelling limitation such as dams and regulated areas, and 

available monitoring stations for application in the research.  

 

http://www.water.nsw.gov.au/realtime-data/default.aspx
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Figure ‎1.1: The schematic of the overall thesis approach. 

 

 

Forecast precipitation from ACCESS-A NWP model and Yarrawonga 

radar observations are evaluated through a comparison against OzNet gauge 

observations for specific points and at various lead times. This is then followed 

by an assessment of the forecast precipitation against radar observations over the 

radar coverage area. For this task, radar rainfall data are calibrated to the OzNet 

rain gauge observations.  

Next, two rainfall-runoff models have been selected based on i) the 

available models in the modelling toolkit developed for operational flood 

forecasting in the BoM, ii) the aims for using soil moisture observations, and iii) 

availability of the input data required for the models. These models are calibrated 

with rainfall data from the BoM real-time rain gauge network for the whole area, 

and rainfall observations from OzNet monitoring stations in two subcatchments 

(Upper Kyeamba and Adelong Creek) where such rain gauges were available. 

This enables the uncertainties in the sparse real-time rain gauge network data set 

to be accounted for. Two separate calibration procedures have been conducted: a) 

calibration to streamflow alone, and b) calibration to both streamflow and soil 
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moisture observations. This allowed the additional streamflow forecast skill from 

constraint to soil moisture observations to be evaluated for the test catchment. 

The next step is to investigate the effect of including remote sensing soil 

moisture observation data in the streamflow prediction models for the whole 

study area. As the models that have been used in this research have a single soil 

moisture storage, the entire root-zone moisture needs to be updated in the model. 

Therefore, empirical approximation of root-zone soil moisture from the near-

surface satellite data is used prior to application in streamflow prediction model. 

In addition, soil moisture predictions in the models have been separately updated 

using root-zone soil moisture estimate from in-situ soil moisture monitoring 

station data for the two subcatchments where it was available. This gave 

important insight into the streamflow skill improvement that could be gained 

from constraint to satellite soil moisture data. In this research, a nudging 

approach is used for the state updating as the hydrologic models chosen from the 

operational flood forecasting toolkit have only a single layer, and therefore the 

benefit of more complex approaches that allow propagation of corrections to 

unobserved soil layers is not warranted, given the crude assumptions typically 

made in defining the weighting factors used for taking into account observation 

and model errors. 

Finally, there is an application of SMOS soil moisture and forecast rainfall 

data area to real-time streamflow forecasting in the whole study area, with the 

aim of demonstrating the proposed approach at the city of Wagga Wagga, which 

suffered from several significant flood events during the study period. 

1.4 Thesis Organization 

This thesis is divided into seven chapters. Chapter 2 presents an extensive 

review of the literature supporting this thesis and the existing data assimilation 

methods. Chapter 3 makes the assessment of rainfall forecast from the ACCESS-

A numerical weather prediction model against OzNet rain gauge sites and 

Yarrawonga weather radar data. Chapter 4 describes the calibration results using 



Chapter 1                                                                                                             
  

1-7 

 

streamflow observations alone, and the combined constraint to root zone soil 

moisture and streamflow. The soil moisture assimilation experiments are then 

presented using the in-situ data and the SMOS data in Chapter 5. This is 

followed by an application of SMOS soil moisture and ACCESS-A rainfall 

forecasts in a real-time condition in Chapter 6. Conclusions of the research and 

recommendations for the future work are given in Chapter 7. 

Some parts of the thesis are based on the following publications:  

 Shahrban, M., Walker, J.P., Wang, Q.J. Seed, A., Steinle, P. 2016. An 

evaluation of numerical weather prediction based rainfall forecasts, 

Hydrological Sciences Journal, 61, 2704-2717. 

 Shahrban, M., Walker, J.P., Wang, Q.J. Robertson, D.E. 2015. On the 

importance of soil moisture in calibration of rainfall-runoff modelling: 

Two case studies, submitted to Hydrological Processes Journal, Under 

review. 

 Shahrban, M., Walker, J.P., Wang, Q.J. 2015. Application of satellite-

based soil moisture estimation to streamflow prediction in the 

Murrumbidgee catchment, In preparation. 

 Shahrban, M., Walker, J.P., Wang, Q.J. 2015. Application of satellite-

based soil moisture estimations to real-time streamflow forecasting in the 

Murrumbidgee catchment, In preparation. 

 Shahrban, M., Walker, J.P., Wang, Q.J. Seed, A., Steinle, P. 2011. 

Comparison of weather radar, numerical weather prediction and gauge-

based rainfall estimates. MODSIM, 19th International Congress on 

Modelling and Simulation, Modelling and Simulation Society of Australia 

and New Zealand, Perth, Australia, 3384-3390. 
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Chapter 2  

Literature Review 

 

This chapter presents an overview of rainfall-runoff models used for 

hydrological predictions and the importance of precipitation. It also presents the 

importance of hydrological model initialisation, and data assimilation methods 

used by flood forecasting models. Consequently, different types of rainfall-runoff 

models and their application especially in Australian catchments are described. In 

addition, the methods used for evaluation of precipitation are investigated, with 

an emphasis given to forecast precipitation data. The methods used for soil 

moisture estimation and the current status of assimilation of discharge, soil 

moisture or snow observations into hydrological models are also reviewed. Based 

on the key findings in literature, an algorithm for streamflow forecasting is 

proposed to address the objectives of this thesis. 

2.1 Background 

Hydrological models developed as far back as the 1960’s have been trying 

to simulate the process of transforming of rainfall into streamflow using three 

main steps: i) hillslope runoff by rainfall-runoff models, ii) translation from the 

hillslope to the streams by catchment routing models , and iii) translation along 

the stream by channel routing models (Kokkonen et al., 2001). Rainfall-runoff 

models are the mathematical algorithm used to describe the partitioning of 

precipitation into runoff, evaporation, changes in soil moisture and its lateral 

movement out of the catchment via catchment routing models. Such models 

simulate the transport of water from the hillslope to the stream via surface and 

sub-surface flow paths, while channel routing models convey the flows through 

the channel network to the catchment outlet (Linsley, 1982). Although rainfall-

runoff models are extensively used in streamflow prediction, the performance 
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depends on factors such as the accuracy of the rainfall input and initial land 

surface conditions prior to an event.  

Soil moisture plays a major role in the hydrological behaviour of a 

catchment, particularly for operational flood modelling, as it is a key variable that 

controls transformation of rainfall into infiltration or runoff (Wagner et al., 2007). 

Snow is also an important component as the snow packs can store a huge quantity 

of water in the winter time that may be quickly released in the spring time, and 

hence significantly affecting the amount of streamflow in a catchment. One 

examples of such an event is the Mississippi River floods in April and May 2011, 

which were among the largest and most damaging recorded in the U.S (Jung et 

al., 2012). This occurred when two major rainfall events were combined with the 

springtime snowmelt. A better estimation of initial state variables such as soil 

moisture and snow in the catchment is therefore expected to lead to more 

accurate simulation of the rainfall-runoff process. Consequently, to have a good 

prediction of flow, there is a need to have an accurate estimation of the initial 

land surface condition of a catchment prior to the event. Hydrological data 

assimilation, a method that combines observations and model estimations to 

update the model predictions, has been the most common approach used to 

reduce the uncertainty of the model states (Vrugt et al., 2005) .  

Importantly, the accuracy of hydrological models is strongly dependent on 

precipitation input data. Observed precipitation information, known as 

quantitative precipitation estimation (QPE), can be derived from gauge networks, 

weather radars or satellite images, and plays an important role in now- and 

hindcasting of catchment runoff (Gourley and Vieux, 2005). Rain gauge networks 

are the most common and reliable source of observational data on precipitation. 

However, rain gauges are usually spatially limited, with interpolation commonly 

required. Therefore the uncertainty of derived precipitation estimates increased 

with distance between the gauges. In contrast, weather radars present the 

opportunity to measure precipitation data with good spatial and temporal 

resolution. However, weather radars require continuous calibration using a gauge 

network due to variations in raindrop size (Harrison et al., 2000). Furthermore, 
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the accuracy of the rainfall estimate declines with distance from the radar, 

because the radar scans are too high to see low-level precipitation at far range 

(Smith et al., 1996). Given that precipitation is highly variable in space and time 

and weather radar coverage is limited, satellite-based rainfall information can 

overcome some of the deficiencies of conventional gauge and radar 

measurements (Behrangi et al., 2014). However, independent verification of 

satellite-based data against gauges or radar estimations is required before the 

application in hydrological modelling (Kidd and Levizzani, 2011).  

In order to predict future estimates of streamflow, it is necessary to rely 

upon precipitation forecasts. Such precipitation information, known as 

quantitative precipitation forecasts (QPFs), can come in various forms, including 

deterministic and probabilistic. Numerical Weather Prediction (NWP) models 

have been used since the 1940’s to provide forecast precipitation and other 

atmospheric variables (Muluye, 2011). They are based on mathematical 

models of the atmosphere and oceans and can predict the precipitation based on 

current weather conditions. However, forecasting of precipitation is challenging 

because such a variable is discontinuous and varies rapidly in space and time 

(Shrestha et al., 2013). Nonetheless , the NWP models are becoming increasingly 

more accurate at predicting precipitation with lead times of 2-10 days ahead, 

making it an important source of precipitation data for short to medium term 

flood forecasting (Cuo et al., 2011).  

2.2 Hydrological Models 

The models available for hydrological prediction range from simple 

conceptual lumped models to comprehensive physically based distributed 

models. Lumped modelling uses an integrated description of parameters over the 

entire catchment as a single area, while distributed models break the watershed 

down into many small subareas based on a grid or physical characteristics. 

Conceptual models are the most effective in flood forecasting systems but 

represent the major physical processes of the hydrologic cycles in a simplistic 

http://en.wikipedia.org/wiki/Mathematical_model
http://en.wikipedia.org/wiki/Mathematical_model
http://en.wikipedia.org/wiki/Weather_forecasting
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way (Aubert et al., 2003). They consist of storages with parameters controlling 

store sizes and rate of the outflows. Most conceptual models can be used on the 

basis of event-based simulation or continuous simulation. An event-based model 

estimates the runoff from an individual storm, while continuous models which 

include more hydrological process allow for simulation of both rainfall events 

and interstorm conditions.  

During the past 50 years, many lumped models have been developed, 

including  the Soil Moisture Accounting Runoff model (SMAR; O’Connell et al., 

1970), Sacramento Soil Moisture Accounting model (SAC-SMA; Burnash et al., 

1973), Simplified HYDROLOG model (SimHYD; Chiew and Siriwardena, 

2005), Génie Rural 4 paramètres Journalier (GR4J; Perrin et al., 2003), Génie 

Rural avec simulation de l'HUMidité (GRHUM; Loumagne et al., 1996), 

Probability Distributed Model (PDM; Moore, 2007), and Time-area Topographic 

Extension (TATE; Calver, 1996), Identification of unit Hydrographs and 

Component flows from Rainfall, Evaporation and Streamflow data (IHACRES; 

Jakeman et al., 1990). During the past decade, some researchers have focused on 

developing distributed models such as Hydrologiska Byrans Vattenavdelning 

(HBV; Lindström, 1997), Soil and Water Assessment Tool (SWAT; Arnold et al., 

1998), MIKE System Hydrologique European (MIKE-SHE; DHI, 2000), TopNet 

(Bandaragoda et al., 2004) and TOPographic Kinematic APproximation, 

Integration (TOPKAPI; Ciarapica and Todini, 2002), and LISFLOOD (Thielen et 

al., 2008). Operational flood forecasting within the Australian Bureau of 

Meteorology (BoM) has been based on the Unified River Basin Simulator ( 

URBS; Carroll, 1994), which is a semi-distributed conceptual rainfall-runoff and 

routing model. URBS is an event-based model, using a “best-guess” approach for 

estimation of initial losses and forecast precipitation data. There have been some 

recent developments in the BoM modelling, with continuous modelling of 

catchments over Australia being introduced using a Short-Term Water 

Information Forecasting Tool (SWIFT; Pagano et al., 2010). This tool is a 

collection of rainfall-runoff models and utilities aimed for operational applications in 

the flood forecasting system of Australia. 
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While hydrologic models are used extensively in the simulation of 

catchments, the performance of the models is highly dependent on the model 

structure, parameter values (Moradkhani et al., 2005), forcing data, and the initial 

conditions (Grayson and Blöschl, 2000). During the past decades, many 

researchers have focused on comparing streamflow modelling results from a wide 

range of rainfall-runoff models with different structures, and some efforts have 

been undertaken to adopt a calibration procedure for parameter estimation of 

models  (Conti et al., 2002; Kay et al., 2006; Goswami and O'Connor, 2007; 

Gibbs et al., 2008; Zakermoshfegh et al., 2008; Abushandi and Merkel, 2011; 

Dakhlaoui et al., 2012). For example , Kay et al. (2006) compared three different 

approaches to the spatial generalization of parameters in two continuous rainfall–

runoff models, PDM and TATE to obtain best performance of the models for use 

in flood frequency estimation. Abushandi and Merkel  (2011) calibrated and 

applied the metric conceptual IHACRES model to the Wadi Dhuliel arid 

catchment in north-east Jordan. Based on their results, the best performance of 

the IHACRES model on a daily basis was poor, but the performance on storm 

events scale showed a good agreement between observed and simulated 

streamflow.  

In addition, Dakhlaoui et al. (2012) adopted three efficiency-improving 

techniques including i) estimation of the objective function by K-Nearest 

Neighbour (KNN) method, ii) parameter space transformation, and iii) 

modification of SCE-UA (Shuffled Complex Evolution developed at the 

University of Arizona) to improve the efficiency of the SCE-UA optimisation 

method for calibration of the HBV model. They showed that the differences 

between the techniques were not detectable on the basis of objective function and 

parameters sample distributions. However, the implementation of 

the KNN technique improved the efficiency from 25% to 50% compared to the 

initial SCE-U, that logarithmic transformation of the HBV leads to 20% 

improvement of the convergence speed, and the modification of the SCE-UA 

algorithm made an improvement of the convergence speed of about 30%.  



Literature Review 

2-6 

 

Limited attempt has been made to take the advantage of soil moisture 

observations in calibration of models. For example, Parajka et al. (2009) used 

both runoff and satellite-based top soil moisture data in Austria to calibrate the 

HBV model by minimizing a multi-objective function, and showed that use of 

both runoff and soil moisture data for model calibration provided more robust 

parameters than using either of these observational data in calibration. In Europe, 

Wanders et al. (2014a) utilised satellite soil moisture data from AMSR-E, 

ASCAT and SMOS to calibrate LISFLOOD physically-based model using a dual 

EnKF approach and demonstrated that the calibration to both discharge and soil 

moisture data resulted in a reduction by 10-30% in RMSE for discharge 

simulations. Silvestro et al (2015) used soil moisture data from European 

Organisation for the Exploitation of Meteorological Satellites (EUMETSAT) in 

Italy to calibrate Continuum distributed hydrological model and found that use of 

both ground-based and satellite data additionally constrained the independent 

parameters in the calibration process and improved the model predictions. In 

addition, Sutadujaja et al. (2014) explored the use of discharge observations and 

SCAT/ERS data for calibration of a coupled groundwater-land surface model and 

found that the joint calibration was successful in discharge, soil moisture and 

groundwater head estimations with acceptable accuracy. 

There are only a small number of studies specific to Australia. Chiew et al. 

(1993) compared 5 different models including simple and complex conceptual 

rainfall-runoff models in 8 catchments in Australia and concluded that a complex 

conceptual model (MODHYDROLOG; Chiew and McMahon, 1991) was the best 

for simulating high and low daily flows, while a simple model (SFB; 

Boughton,1984) was adequate for estimating monthly and annual flows in wetter 

catchments. Some studies have focused on the impact of rainfall accuracy on 

flow predictions in Australian catchments. For example, Vaze et al. (2011) 

investigated improvement in performance of 4 different conceptual rainfall runoff 

models, with improved spatial representation of rainfall in 240 catchments across 

Australia.  
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Some other studies have taken the benefit of different type of observations 

such as evapotranspiration or leaf area index in Australia. Zhang et al. (2009) 

have investigated the use of a MODerate-resolution Imaging Spectrometer 

(MODIS) remote sensing evapotranspiration product in a modified SimHYD 

model, a daily conceptual rainfall-runoff model, for a test catchment in southeast 

Australia. They have shown that SimHYD calibration against both observed 

streamflow and evapotranspiration provided a better prediction of streamflow 

compared to calibration against the observed streamflow data alone. They also 

showed that runoff simulations were further improved for the modified SimHYD 

model that used the MODIS leaf area index (LAI) data directly. They indicated 

that it is likely that the use of other remotely sensed data, such as soil moisture, 

will further improve the prediction of runoff in ungauged catchments providing 

the rainfall-runoff models are modified to use remotely sensed data directly. 

Zhang et al. (2011) investigated the effect of incorporation of NOAA LAI time 

series data and land cover types into a modified SimHYD model with daily 

runoff estimation for ungauged catchments and daily soil moisture estimation for 

gauged and ungauged catchments in 470 catchments in Australia. Their 

modelling results indicated that the daily runoff series and total runoff volume 

modelled by the modified SimHYD model were similar or only very marginally 

better than those simulated by the original SimHYD model. However, the 

modified model simulated soil moisture noticeably better than the original model 

for both gauged and ungauged catchments.  

The studies mentioned above, have mainly focused on the effect of model 

structure or parameter estimation and forcing data, on hydrological modelling. 

Limited effort has been made to account for impact of soil moisture storage 

estimation accuracy in the models through calibration and validation procedures. 

It should be noted that the accurate representation of soil moisture in such models 

offers the opportunities for data assimilation, which has been demonstrated in 

recent years to yield the best estimate of soil moisture states in land surface 

models. The success of data assimilation relies on accurate model state 

prediction, which is largely dependent on the accuracy of parameter estimation. 
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2.3 Importance of Precipitation  

Major floods typically occur as a result of extreme precipitation events, 

meaning that flood forecasting is very dependent on the accuracy of precipitation 

input , which is a highly stochastic phenomenon (Thirel et al., 2010a). In many 

instances, input precipitation uncertainty outweighs hydrological model 

uncertainty (Krzysztofowicz, 1999). For years, researchers have produced QPEs 

for use in streamflow prediction, by spatially interpolating gauge rainfall, but the 

accuracy of this estimation decreases with distance between the gauges. By 

contrast, weather radar and satellite precipitation has the potential to provide 

much better spatial characterisation of precipitation, but the accuracy of these 

measurements needs to be evaluated against ground-based observations. Kim et 

al. (2008) concluded that conditional merging of gauge and weather radar rainfall 

can best represent the spatial and temporal characteristics of rainfall and thus 

improve flood estimations, but this only provides rainfall input up to near real 

time and not into the future. Tramblay et al. (2011) used uniform and spatial 

rainfall data derived from rain gauge and radar for an event-based rainfall-runoff 

model. They showed that on average use of spatial rainfall data increased Nash-

Sutcliffe Efficiency (NSE) coefficient of streamflow modelling from 0.77 to 0.86 

for gauge-based data, and from 0.76 to 0.81 for radar data.  

For hydrologic forecasting, a Quantitative Precipitation Forecast (QPF) 

from Numerical Weather Prediction (NWP) models remains the primary source 

of rainfall data for input into hydrologic forecasting models, other than a 

forecaster’s intuition. However, the performance of flood forecasts from such 

hydrological models is highly dependent on the accuracy of the rainfall 

distribution. While a large number of studies have assessed NWP precipitation 

forecasts, most of the long-term evaluations have relied upon observations from 

rain gauges. For example, Damrath et al. (2000) evaluated the QPF from the 

German Weather Service (DWD) using long-time verification statistics against 

240 gauge stations over seven years in Germany and Switzerland, including the 

Frequency Bias Index (FBI) and the True Skill Statistics (TSS), and presented 
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examples of application to flood events. They identified a problem in the 

parameterisation of convective precipitation, which was expected to lead to 

comparatively poor QPF input to hydrologic models in the case of summertime 

flash floods. Moreover, Clark and Hay (2004) examined forty years of 8 day 

ahead precipitation forecasts from the National Centres for Environmental 

Prediction (NCEP) against a dense gauge network in the US and showed that 

there were systematic precipitation biases exceeding 100% of the mean.  

A small number of studies have used gauge observations for evaluation of 

the forecasts for individual events. Richard et al. (2003) assessed precipitation 

output from four different forecasting models including the global model (GM), 

Europa-Modell (EM), the Deutschland-Modell (DM) and Lokal-Modell (LM) 

against a high-density gauge station network for several events in Italy and 

Germany on an hourly and a daily basis. They showed that all models were able 

to produce the occurrence of the events, but the amount of forecast was poorly 

predicted with no specific trend in over- or under-estimation. They also indicated 

that with the high-resolution DM and LM, specific patterns of the precipitation 

field could be simulated well. More recently, Roberts et al. (2009) showed 

improved forecast performance from the Met Office Unified Model (UM) for an 

event in 2005 in the north-west of England when using the model with 1 and 4 

km resolution, compared to the forecasts with 12 km resolution. In this work, the 

12 km model had 30-50% underestimation over the highest areas, while the 4 km 

model had 20% underestimation to 50% overestimation, and the 1 km model 

overestimated the rain from 10 to 50% compared with 24 hour accumulations 

from rain gauges over the area.   

 There are only a few studies that have assessed the forecast precipitation 

in Australia. McBride and Ebert (2000) verified 24-hour precipitation forecasts 

from 7 NWP models including Global Assimilation and Prediction System 

(GASP ) and Limited Area and Prediction System (LAPS ) against an 1° 

resolution operational daily rainfall analysis for 12 months in Australia. They 

used categorical scores including bias score, probability of detection and false 

alarm ratio, and showed that the models overestimated rainfall in summer and 
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underestimated it in winter. Ebert et al. (2003) reported the Working Group of 

Numerical Experimentation (WGNE) assessment of 24-hour precipitation 

forecasts from several NWP models against gridded rain gauge analysis with 1° 

resolution from 1997 to 2000 in different areas including Australia. They 

presented the bias as the ratio of the frequency of the forecast rain to the 

frequency of observed rain and showed that the Australian models consistently 

overestimated rain frequency in south-eastern Australia. Shrestha et al. (2013) 

evaluated the quality of four NWP models from the Australian Community 

Climate Earth-System Simulator (ACCESS) including ACCESS-VT (Victoria-

Tasmania region), ACCESS-R (Regional model), ACCESS-A (Australian 

domain) and ACCESS-G (Global domain) against rain gauges from 31 March 

2010 to 30 March 2011. This evaluation was at point and catchment scale in the 

Ovens catchment, located in south-east Australia. They showed that the skill of 

the models varied across the gauges and with forecast lead time. They also 

showed that the ACCESS-VT and ACCESS-A models overestimated rainfall by 

up to 60% in low rainfall areas (low elevation) and underestimated rainfall by up 

to 30% in high rainfall areas (high elevation); ACCESS-R had a similar pattern 

but with much greater bias while ACCESS-G had a systematic bias with 

underestimation up to 70% across all stations and increasing with altitude.  

Although gauge observations have been the most common benchmark 

used for assessment of model rainfall forecasts, they are based on point 

measurements which suffer from inaccuracies in spatial representation when used 

in verification of forecasts averaged over a large area (Tustison et al., 2001). 

Furthermore, a dense gauge network is usually required to achieve proper 

evaluation of forecast rainfall over an area, and there can be large discrepancies 

between rain gauge measurements even when co-located (Wood et al., 2000; 

Ciach, 2003). In contrast, weather radar provides an alternative means of 

determining QPE with a fine spatial and temporal resolution over a large area. 

Advances in radar technology and its processing have brought about 

opportunities for hydrological applications. For example, Bowler et al. (2006) 

developed a Short-Term Ensemble Prediction System (STEPS) for use in flash 
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flood modelling through real-time correction of numerical weather prediction 

model forecasts using extrapolation-based radar nowcasts. Ebert et al. (2004) 

verified the performance of the short-term forecasts from the Forecast 

Demonstration Project (FDP) nowcast algorithms using radar reflectivity and 

rainfall analysis and a rain gauge network.  

Because of its large spatial coverage relative to rain gauges, and area-

averaged response, radar is a useful source of data for verification of QPF, 

provided that the errors in radar-based precipitation estimates are corrected. 

Radar is an active sensor that emits short pulses of microwave energy, and 

measures the power scattered back by raindrops as a reflectivity factor (Z). This 

reflectivity is then usually converted to a rain rate (R) through calibration of an 

empirical Z-R relationship such as  

           Z = aR
b
,         (‎2.1) 

where Z is radar reflectivity (mm
6 

m
-3

), R is the rainfall rate (mm/h), and a and b 

are the radar parameters estimated using rain gauge observations. The Z-R 

relationship requires the specification of parameters a and b, which are functions 

of both radar and rainfall characteristics (Battan, 1973; Collier, 1989; Rinehart, 

1991). Alfieri et al. (2010) tried to produce an accurate radar-based estimate of 

rainfall intensity by using different Z-R relationships derived from 1 to 24 hour 

calibration time windows, as well as event-based readjustment for 19 rain events 

in north-western Italy. They obtained the best performance from calibration 

windows of 2-5 hours, with the error 28% lower than calibration to the whole 

sample of the rainfall pairs which uses the climatological Z-R relationship. 

Chumchean et al. (2006) used an integrated method to correct the rainfall 

estimations from radar by removing the range-dependent bias from the radar 

reflectivities, using different Z-R relationships for different types of rainfall and 

removing the mean field bias from the radar rainfall estimates.  

While there have been some efforts by researchers to use radar-based 

rainfall estimates for NWP forecast rainfall verification (Colle and Mass, 1996; 

Yu et al., 1998; Casati et al., 2004; Davis et al., 2006; Rezacova et al., 2007; 
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Roberts, 2008; Roberts and Lean, 2008), this approach has not yet been 

conducted for evaluation of forecasts from Australian models. In addition, radar-

based verifications have been mostly used for specific events rather than long-

time assessment. For example, Rezacova et al. (2007) applied the area-related 

RMSE (Root Mean Square Error) verification method for two local convective 

events in the Czech Republic using the Lokall Model of the COSMO consortium 

(LM COSMO) and adjusted radar data. This adjustment included combining daily 

radar precipitation with rain gauge data. The model RMSE ranged from 0 to 5.8 

mm/h over the whole verification domain with averages of 0.9 and 0.7 mm/h for 

the first and second event respectively compared with adjusted radar 

precipitation.  

While traditional methods of statistics are useful for indicating the overall 

performance of model predictions in each grid , especially over a long period, 

new methods have been used recently for spatial verifications. These new 

methods are especially useful in representing the skill of mesoscale forecasts or 

event-based evaluations. Ebert and McBride (2000), Marzban and Sandgathe 

(2006) and Davis et al. (2006) developed object-based techniques that associate 

the error to the displacement, intensity, and structure of precipitation forecasts. 

These methods indicate an approach for correcting the forecast of specific events 

by verifying to what extent the forecast matches the observed location, shape and 

magnitude. However, these objective methods require sufficiently skilful 

forecast, such that the corresponding observed and forecast objects can be 

matched. Ebert and McBride (2000) applied this objective-based method using 

24-hour forecast from the LAPS NWP model over a four-year period in 

Australia, but against operational daily rain analysis.  

There is also a wide range of neighbourhood verifications (Fuzzy 

methods) looking for approximate agreement between the model and observation 

within different time and/or space windows (Casati et al., 2004; Ebert, 2008; 

Roberts and Lean, 2008). For example, Casati et al. (2004) used an intensity-scale 

approach to evaluate the NIMROD forecast skill against radar data analysis for 

six events in the UK as a function of precipitation intensity and spatial scale of 
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the error. These methods provide the temporal or spatial scale at which the 

forecasts reach a specific accuracy. Moreover, Roberts and Lean (2008) 

introduced and applied the Fractions Skill Score (FSS) method to compare the 

forecast rainfall from the Met Office Unified Model (UM) and radar rain 

fractional occurrences of exceeding a given threshold. Roberts (2008) used 

spatial and temporal verification with the FSS to compare operational forecasts 

from the Met Office UM in the UK (grid spacing of 12 km) with radar 

observations for the whole 2003. They found that the smallest useful scale for the 

very-localized rain for a 0-1 hour was around 140 km and for 2-24 hour was 230 

km, while for widespread rain the smallest useful scale was around 40 km for 0-1 

hour increasing to 85 km for 2-24 hour lead times. Methods such as upscaling 

(Weygandt et al., 2004; Yates et al., 2006), multi-event contingency table (Atger, 

2001) and Fuzzy logic (Damrath, 2004) are other approaches defined for fuzzy 

verifications. Importantly, it was found that the neighbour method may not 

indicate perfect performance when applied to a perfect forecast, due to the 

influence of nearby pixels. 

2.4 Remote Sensing of Soil Moisture  

Soil moisture is a key hydrological state variable that plays an essential 

role in the exchange of energy and water within the soil-vegetation-atmosphere 

continuum (Chen et al., 2011). Correct initialisation of soil moisture states in 

hydrological models are expected to yield improved flood predictions within the 

models. The observations used for estimation of initial soil water content range 

from direct ground-based measurement of soil moisture to indirectly measured 

data such as backscattered and emitted microwave radiances through remote 

sensing technology. The ground-based measurements include both surface and 

root-zone soil moisture observations. However, these measurements are not 

widely available and such point-based measurements do not represent the high 

spatial and temporal variation in soil moisture (Engman, 1991). Many advances 

in remote sensing have provided a variety of opportunities for measuring soil 
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moisture at regular time intervals over time and across large areas (Engman, 1990; 

Pratola et al., 2015).  

Microwave remote sensing has been used as the most effective technique 

in characterizing near-surface soil moisture due to its all-weather capabilities and 

effective penetration depth at long wavelengths (Njoku and Entekhabi, 1996; 

Wagner et al., 1999; Wagner et al., 2007). The wavelength of electromagnetic 

energy in the microwave region is between 1 and 100 cm. For soil moisture 

retrieval, the most important bands have been X (wavelength  = 2.5-3.8 cm), C 

( = 3.8-7.5 cm) and L ( = 15-30 cm). Soil moisture is inferred from variation in 

the microwave observations caused by large differences in the dielectric constant 

of dry soil and water. The dielectric constant of water is 80, while it is only 3 for 

dry soil (Njoku and Entekhabi, 1996). An electromagnetic model, such as a 

radiative transfer model in the case of naturally emitted microwave energy, or a 

backscattering model in the case of transmitted-reflected microwave energy, is 

used to relate satellite observations to soil dielectric constant. A dielectric mixing 

model is then used to translate the dielectric constant value to soil moisture 

content. 

 The naturally emitted microwave energy approach is referred to as 

passive microwave (Njoku and Entekhabi, 1996), while the transmitted-reflected 

microwave energy approach is referred to as active microwave (Walker et al., 

2004). Recently, ESA’s Water Cycle Multi-mission Observation Strategy and 

Climate Change Initiative (ESA CCI) has focused on creating a merged soil 

moisture product based on six active/passive microwave products including the 

first and second European Remote Sensing Satellites (ERS-1 and ERS-2), 

Meteorological Operational (MetOp) platform Advanced Scatterometer, the 

Scanning Multichannel Microwave Radiometer (SMMR), the Special Sensor 

Microwave Imager (SSM/I), the Tropical rainfall measuring mission Microwave 

Imager (TMI), Advanced Microwave Scanning Radiometer on Earth Observing 

System (AMSR-E), and Windsat radiometers (Liu et al., 2011; Wagner et al., 

2012). ESA CCI aims to produce the most complete and consistent global soil 
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moisture dataset based on active and passive microwave sensors. The first version 

of the product was released in June 2012 by the Vienna University of Technology, 

TUWIEN, covering the 32-year period from 1978 to 2010 and was extended to 

the end of 2013. Apart from the microwave sensors, other approaches such as 

optical or thermal infrared have been used but these are limited by the presence of 

cloud cover and the more tenuous relationship between the observed quantity 

(surface colour or temperature) and the soil moisture of interest. Consequently, 

only the microwave remote sensing products are described below. 

2.4.1 Passive Microwave Remote Sensing  

Passive microwave sensors measure the naturally emitted electromagnetic 

radiation, which is proportional to the product of the surface temperature and the 

surface emissivity (which in turn is affected by the soil dielectric constant), 

referred to as brightness temperature (Engman and Chauhan, 1995). Different 

microwave radiative transfer models are used to retrieve soil moisture from 

passive microwave brightness temperature (Owe et al., 2001; Njoku et al., 2003). 

For soil moisture retrieval, passive microwave remote sensing has been 

considered to be superior due to its ability to penetrate cloud, and the low 

sensitivity to land surface roughness, vegetation cover and topographic features 

(Walker et al., 2004). Despite its high sensitivity to near-surface soil moisture, 

current passive microwave systems have low spatial resolutions due to limitations 

on the maximum antenna size that can be operated in space.  

Operational satellite-based passive microwave sensors have been available 

since 1978 including the Scanning Multichannel Microwave Radiometer (SMMR; 

Gloersen and Barath, 1977), the Special Sensor Microwave Imager (SSM/I; Jun 

et al., 2005), the microwave imager from Tropical Rainfall Measuring Mission 

(TRMM; Gao et al., 2006), the Advanced Microwave Scanning Radiometer on 

Earth Observing System (AMSR-E; Njoku et al., 2003), WindSat (Li and Gaiser, 

2007), Soil Moisture and Ocean Salinity (SMOS; Kerr et al., 2001), and Soil 

Moiature Active Passive (SMAP; Entekhabi et al., 2010). However, only the 

SMOS and SMAP satellites were dedicated to the task of soil moisture remote 
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sensing. SMMR measured radiation at five frequencies, from 6.63 GHz to 37 

GHz. The instrument began transmitting data on October 1978 and was 

eventually deactivated in August 1987. The spatial resolution of SMMR was 

rather coarse (from approximately 25 km at 37 GHz to 150 km at 6.6 GHz). 

SSM/I is a seven-channel four-frequency passive microwave radiometric system 

launched on July 1987 and it is flown on board Defense Meteorological Satellite 

Program (DMSP). The instrument generates surface brightness temperature with 

a daily acquisition time at a spatial resolution of 25 km for lower frequencies 

(19.35, 22.235, 37.0 GHz) and 12.5 km for the higher frequency (85.5 GHz) 

(Robinson et al., 1992). TRMM is the first satellite Earth observation mission to 

monitor tropical rainfall which has been flying aboard the US DMSP satellites 

since November 1987. One of the primary sensors flying on TRMM is the 

TRMM Microwave Imager (TMI) operating at frequencies between 10.65 to 85.5 

GHz from December 1997 to April 2015. TMI is a nine-channel radiometer and 

makes measurements of near-surface soil moisture at 25 to 50 km spatial 

resolutions with a revisit time of 1-3 days (Bindlish et al., 2003).  

AMSR-E on the AQUA satellite provided a global soil moisture product 

with repeat coverage every 2 days or less. AMSR-E provided global soil moisture 

products at both C-band and X-band with frequencies of 6.9 and 10.7 GHz 

respectively. The data were reported on the 25 km Equal Area Scalable Earth 

(EASE) global grid spacing. The C-band observations are sensitive to soil 

moisture in the top ~1 cm of the Earth surface (Njoku et al., 2003) while the 

higher frequency X-band AMSR-E data has less penetration depth and are 

therefore considered to be less appropriate for soil moisture sensing. AMSR-E 

was launched in May 2002 and ceased operations on October 2011. It was 

replaced with AMSR2 in May 2012 (Wu et al., 2016). WindSat is a microwave 

radiometer flown on board of the Department of Defense Coriolis satellite. It was 

launched on January 2003 and comprises 22 channels operating at five 

frequencies ranging from 6.8 to 37.0 GHz (Li and Gaiser, 2007). The VUA-

NASA (Vrije Universiteit Amsterdam and NASA) Land Parameter Retrieval 

Model (LPRM) software package has been used to retrieve soil moisture data 
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from a wide range of X- and C-band passive systems including SMMR, AMSR-E, 

WindSat and TRMM (Owe et al., 2008).  

Recently, the SMOS satellite of the European Space Agency (ESA) was 

launched in November 2009. SMOS is the first mission dedicated to soil moisture 

and measures near-surface (top 5 cm) soil moisture and ocean salinity. It is based 

on a Microwave Imaging Radiometer with Aperture Synthesis (MIRAS); a two-

dimensional radiometer operating at L-band. SMOS provides global maps of soil 

moisture with a ground resolution of about 40 km and 3 days revisit time (Kerr et 

al., 2001; Kerr et al., 2010). The SMOS retrieval algorithm is designed to use 

SMOS Level 1c product which is processed maps of brightness temperature (TB). 

The main component of the SMOS Level 2 retrieval algorithm is the L-band 

Microwave Emission of the Biosphere (L-MEB) model which simulates the 

microwave emission at L-band from the soil-vegetation layer. The retrieval 

algorithm is based on minimizing a cost function which accounts for the squared 

weighted differences between measured and modelled TB data, for a collection of 

incidence angles. This is achieved by finding the best set of the parameters, e.g., 

soil moisture and vegetation characteristics (Panciera et al., 2009; Kerr et al., 

2012). SMOS Level 3 and 4 products are the provision of the level 2 data and 

include the product from Center Aval de Traitemnet des Donnees SMOS 

(CATDS; http://www.catds.fr) and Centro de Producción de datos SMOS de 

niveles 3 y 4 (CP34; http://cp34-bec.cmima.csic.es/bec-officially-broadens-its-

scope/#content). The Level 3 CATDS data are based on the best estimation of 

soil moisture when several multi-orbit retrievals are available for a given day and 

provide 1 day, 3 days and 10 days global maps of soil moisture values. The level 

3/4 SMOS CP34 is designed and validated by the Barcelona Expert Centre (BEC). 

More recently, the National Aeronautics and Space Administration (NASA) has 

developed SMAP, the Soil Moisture Active Passive mission (Entekhabi et al., 

2010) launched in January 2015. The SMAP soil moisture data have not been 

explained in details as they have become available recently and thus the data are 

not applicable in this research.  

http://www.catds.fr/
http://cp34-bec.cmima.csic.es/bec-officially-broadens-its-scope/#content
http://cp34-bec.cmima.csic.es/bec-officially-broadens-its-scope/#content
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2.4.2 Active Microwave Remote Sensing  

Active microwave remote sensors measure the electromagnetic radiation 

that is emitted toward the earth surface and then returned to the sensor, known as 

the backscatter radiation (Woodhouse, 2005). The magnitude of the backscatter 

coefficient obtained in active systems is related to soil moisture through the 

contrast of soil and water dielectric constants. The most common active 

microwave configurations are known as scatterometers and synthetic aperture 

radars (SAR). SAR is a coherent radar system, where high resolution images are 

generated from the backscatter signals using a synthetic antenna aperture, while a 

scatterometer is microwave radar sensor that measures the backscatter of the 

surface using real aperture. The sensitivity of the radar backscatter signal to soil 

moisture is significantly higher at lower frequencies, while at higher frequencies 

the signal is more sensitive to vegetation. However, the signal is heavily affected 

by surface roughness at all frequencies, making interpretation extremely difficult.  

Soil moisture estimates using active microwave observations have been 

made from several space-borne systems, including the first and second European 

Remote Sensing SAR (ERS-1 and ERS-2; Wagner et al., 2007) of the European 

Space Agency (ESA), ESA’s ENVISAT (ERS-3) Advanced SAR (ASAR; Pathe 

et al., 2009), the Advanced Scatterometer (ASCAT) on the ESA’s meteorological 

operational (MetOp) platform, Canadian RADARSAT-1 (Mohamed Abou et al., 

2012) and RADARSAT-2 (Cable et al., 2014), the Phased Array type SAR 

(PALSAR; Shimada et al., 2009) on the Japanese Advance Land Observing 

Satellite (ALOS), and German TerraSAR (Werninghaus and R. Buckreuss, 2010). 

The ERS-1 and ERS-2 were launched in 1991 and 1995 and were retired in 2000 

and 2011 respectively. They carried an Active Microwave Instrument (AMI) 

which is a combination of a SAR and a Scatterometer. The AMI was a C-band 

radar (5.3 GHz) which has acquired data with a spatial resolution of 50 km at 

vertical polarization and a temporal resolution of 3-4 days. ASAR was launched 

in 2002, on board ENVISAT as the successor to ERS, and operates at C-band 

with five polarization modes (VV, HH, VV/HH, HV/HH, or VH/VV), a revisit 
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time of 35 days and different spatial resolutions, a couple of meters in the image 

mode to 1 km in the global mode. In addition, ASCAT was launched on board the 

MetOp-A satellite in October 2006 as the successor instrument of ERS-1 and 

ERS-2. It operates in the C-band (5.3 GHz) in vertical polarization with a spatial 

resolution of 25 or 50 km (Wagner et al., 2007) and temporal resolution of 1-2 

days. The TUWIEN change detection algorithm was used to estimate soil 

moisture from the ERS, ASCAT and ASAR data (Wagner et al., 1999; Bartalis et 

al., 2007).  

RADARSAT-1 C-band SAR was launched in 1995 by the Canadian Space 

Agency. The sensor captured swaths of 45 to 500 km, with resolutions from 8 to 

100 m. RADRASAT-1 had a repeat cycle of 24 days, but it covered the Arctic 

daily and most of Canada within three days. RADARSAT-2 was expanded on the 

RADARSAT-1 which was decommissioned in 2013. RADARSAT-2 has 

improved spatial resolution, more imaging modes and the ability to provide 

images either to the right or to the left of the satellite (Livingstone et al., 2006). 

Operational soil moisture products have been only obtained from ASCAT, ASAR, 

ERS-1 and ERS-2 instruments on global scales while other remote sensing soil 

moisture data from active systems such as RADARSAT-1/2 and PALSAR have 

been available for local applications. Recently, Sentinel-1 was launched on April 

2014 as a part of the Global Monitoring for Environment and Security (GMES) 

program of ESA and the European Commission (EC). The mission is intended to 

provide a global near-real-time surface soil moisture retrieval service at 1 km 

resolution through the C-band SAR measurements (Hornacek et al., 2012). 

2.4.3 Intercomparision Studies 

Evaluation of satellite-based soil moisture products is needed to estimate 

the errors of the observations for optimal correction of state predictions in data 

assimilation within the hydrological models. Several studies have evaluated 

surface soil moisture products based on passive microwave sensors against in situ 

measurements and modelled data either on a regional scale, for example in the 

US (Al Bitar et al., 2012; Collow et al., 2012; Wagner et al., 2014), Europe 
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(Albergel et al., 2009; Brocca et al., 2011; Lacava et al., 2012; Griesfeller et al., 

2016), Australia (Walker et al., 2004; Draper et al., 2009b; Mladenova et al., 

2010; Doubková et al., 2012; Su et al., 2013; Yee, 2016), Africa (Gruhier et al., 

2010; Louvet et al., 2015) and China (Jian et al., 2015) or at the global scale 

(Albergel et al., 2012; Albergel et al., 2013; Al-Yaari et al., 2014; Dorigo et al., 

2015; Kim et al., 2015).  

Specifically in Australia, Walker et al. (2004) evaluated backscattering 

data from C-band SAR instrument on board the ERS-2 satellite against field 

observations and predicted backscattering from several backscattering models. 

Draper et al. (2009b) compared VUA NASA AMSR-E near-surface soil moisture 

product to the in-situ observations from Murrumbidgee and Goulburn Monitoring 

Networks in southeast Australia. They showed that the AMSR-E soil moisture 

has a strong association to ground-based data, with correlations of greater than 

0.8 and RMSD less than 0.03 m
3
/m

3
 when the satellite data were first filtered to 

reduce the noise using a 5-day moving average and then linearly rescaled to have 

the same mean and variance as the in-situ data. In addition, Mladenova et al. 

(2010) evaluated the spatial sensitivity of the ASAR surface soil moisture product 

developed from TUWIEN change detection algorithm against data from the 

National Airborne Field Experiment (NAFE) 2005 in southeast Australia. They 

showed the ASAR data had RMSD of 0.12 m
3
/m

3
 at 1 km resolution and it 

remained high up to 20-km resolution while it decreased to 0.07 m
3
/m

3
 at 25 km 

resolution. In addition, Doubkova et al. (2012) assessed directly estimated errors 

against the predicted errors calculated by ASAR Global Mode error estimate 

using independent top soil moisture from the grid-based landscape hydrological 

model (AWRA-L). Before the evaluation, the modelled data were rescaled to 

satellite data using linear rescaling method. They showed that both direct and 

predicted RMSD values are between 10% and 40% of saturated soil moisture and 

errors above 30% were mostly seen in steep slopes, rock outcrops and along the 

eastern coast.  
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Table ‎2.1: Comparison of major characteristics of passive and active 

microwave sensors. 

Sensor Satellite Data availability 
Spatial 

resolution 

Revisit time 

(days) 

Passive     

SMMR Nimbus 7 1978-1987 25, 150 km 2-3 

SMM/I DMSP 1987-present 25, 12.5 km 1 

TMI TRMM 1997-present 25, 50 km 1-3 

AMSR-E Aqua 2002-2011 25 km 1-2 

WindSat Coriolis 2003-present 25, 50 km 1-2 

MIRAS SMOS 2009-present 40 km 1-3 

AMSR2 GCOM-W1 2012-present 10, 25 km 1-2 

Radiometer SMAP 2015-present 40 km 1-3 

Active     

SCAT ERS-1/2 
1991-2000 

/1995-2011 
25, 50 km 3-4 

SAR ERS-1/2 
1991-2000 

/1995-2011 
6-30 m 35 

SAR RADARSAT-1/2 
1995-2013 

/2007-present 
8-100 m 24 

ASAR ENVISAT 2002-2012 30-1000 m 35 

PALSAR ALOS-1/2 
2006-2011 

/2014-present 
10-100 m 46 

ASCAT MetOp 2006-present 25, 50 km 1-2 

SAR TerraSAR 2007-present 5-150 m 11 

SAR Sentinel-1 2014-present 1 km 1-6 
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Recently, Su et al. (2013) showed that three soil moisture products from 

AMSR-E, ASCAT and SMOS in southeast Australia yielded correlations of 0.63-

0.71 and a similar RMSD in the order of 0.1 m
3
/m

3
 against in-situ observations 

while after using three correction methods, minimum maximum correction, linear 

rescaling and CDF-matching, RMSD decreased to 0.04-0.06 m
3
/m

3
 and the CDF 

method produces only marginal further improvements to correlations (0.67-0.75) 

and RMSDs compared to the linear rescaling method. More recently, Yee (2016) 

evaluated AMSR2 Level 3 soil moisture products retrieved from the Japanese 

Aerospace exploration Agency (JAXA) and LPRM algorithm together with the 

SMOS Level 3 product against in-situ data in southeast Australia and found that 

in applications where information regarding the temporal variability of soil 

moisture is needed, X-band products of LPRM algorithm from evening 

observations were recommended (RMSD of 0.05-0.08 m
3
/m

3
), while both 

morning and evening retrievals from SMOS can be used to capture both temporal 

and absolute variability (RMSD of 0.06-0.08 m
3
/m

3
). 

As a summary, major characteristics of the passive and active microwave 

sensors explained in sections 2.4.1 and 2.4.2 are compared in Table 2.1. As 

presented in Table 2.1, the active SAR systems have the capabilities to provide a 

much higher spatial resolution (3 km or better). However, the measurements are 

confounded by the effect of surface roughness, topographic features and 

vegetation cover (Walker et al., 2004). In addition, they generally suffer from 

lower temporal resolution as compared to the passive sensors. As stated before, 

the highest sensitivity of microwave brightness temperatures to soil moisture is 

achieved at L-band and the signals become more dominated by vegetation 

characteristics at higher frequencies. The use of long-wave L-band also allows a 

larger penetration depth into the surface soil layer than shorter wavelengths. 

SMOS and SMAP are the first spaceborne missions specifically dedicated to soil 

moisture monitoring, operating at L-band frequencies. For the SMOS retrievals, 

vegetation and soil contributions to the signal can be easily separated, as MIRAS 

created images of any point of the surface at several angles. The SMAP soil 

moisture data cannot be used in this research as the satellite was launched in 
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January 2015 which is not within the focus study period of this research (2007-

2012). In addition, the application of soil moisture data from some other satellites 

(e.g., SMMR, AMSR-E, AMSR2 and ERS-1/2) in this work is not also possible 

due to the unavailability of the data during the whole or part of the study period 

of this research. Consequently, for application of remote sensing soil moisture 

retrievals in catchments such as Murrumbidgee with some dense vegetation 

coverages, SMOS products are the most appropriate data to be used. 

2.5 Hydrological Data Assimilation  

Data assimilation techniques have the potential to combine the model 

predictions with observational data to obtain the best possible estimate of the 

current status of the hydrological system. Basically, there are four methods 

commonly used for model updating in data assimilation: input updating, 

parameter updating, error correction and state updating (Houser et al., 2012). The 

first category improves the model accuracy by improving the input to the model. 

Parameter updating adjusts the model parameters to better match the observed 

and predicted state values, while in error correction the deviation between 

modelled and observed output is used to forecast the future values of the errors by 

means of time series models like ARMA models. If the model suffers from a bad 

state initialization then the state of the model can be corrected using state 

updating so that the difference between the predicted and observed state is 

decreased. In this chapter, state updating has been fully discussed in the literature 

as one of the most effective approaches used in streamflow forecasting (Clark et 

al., 2008; Seo et al., 2009). 

According to the choice of assimilation algorithm used, data assimilation 

can be classified as i) sequential (direct observer) such as direct insertion, 

statistical interpolation, nudging, Particle Filter (PF), Extended Kalman Filter 

(EKF) and Ensemble Kalman Filter (EnKF) and ii) variational (dynamic observer) 

such as adjoint method (Kalman, 1960; Talagrand, 1987). Figure 2.1 illustrates 

schematically the differences between sequential and variational approaches.  
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The direct observer technique sequentially updates the model forecast, 

using the difference between observation and model prediction whenever an 

observation is available (Walker and Houser, 2005). The estimated state vector 

(X̂k
a) is known as analysis, indicated by superscript a, and calculated by (Nichols, 

2003): 

       X̂k
a = Xk

b + Kk(Zk − Ẑk),                                                                                   (‎2. 2) 

where Xk
b is the model initial state or background indicated by superscript b, and 

subscript k refers to the time of the update. K is the weighting factor or gain 

given by: 

                       K = BHT (HBHT + R)−1,                                                                                (‎2. 3)  

where B and R are background and observation covariance matrices respectively, 

and H is the observation operator matrix.  

The Kalman Filter is based on the assumption that the error terms are 

uncorrelated and have a Gaussian distribution. The family of Kalman filter 

approaches directly update the background covariance matrix to calculate the 

gain matrix in equation (2.3). In the standard Kalman filter (KF; Kalman, 1960) 

this is achieved by application of standard error propagation theory on a linear 

model used for forecasting the system state vector. The state covariance update is 

based on: 

                       Ba = (I − KH) Bb (I − KH)T + KRKT ,                                                      (‎2. 4) 

     

Figure ‎2.1: Schematic of sequential (a) and variational (b) data assimilation 

approaches (Houser et al., 2012). 
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where I is the identity matrix. The updated state covariance are then propagated 

by the model until the next update step by adding an error term Q to the model 

error covariance forecast as: 

                        Bk+1
b =  Mk Bk

a Mk
T +  Qk ,                                                                            (‎2. 5) 

where Mk is the model operator matrix. The Kalman filter approach can be 

adapted for near-real-time application by running only the forward Kalman Filter 

loop. However, it can be computationally demanding unless simplifying 

assumptions are made, has only limited capability to deal with model errors, and 

the necessary linearization can lead to unstable solutions. The linearized version 

of the Kalman Filter is called the EKF, in which the forecast error covariance is 

calculated through a Taylor series linearization of the model (Plaza et al., 2012). 

In the EnKF (Evensen, 1994), the model error covariance is calculated using the 

information of an ensemble of model simulations. The EnKF has received 

significant attention in hydrological data assimilation since it is not limited by the 

need for a linearized model for the purpose of error estimation. Another form is 

the Ensemble Kalman Smoother (EnKS) where all model states are updated 

within a fixed lag of time (Evensen and van Leeuwen, 2000). The Ensemble 

Square Root Filter (EnSRF) was also introduced by Whitaker and Hamill (2002) 

which does not require observation perturbation which has the advantage of not 

needing observation perturbation, and thus eliminating the errors induced by 

sampling the observation in EnKF. In addition, PF, also known as sequential 

Monte Carlo (SMC) method, is a nonlinear non-Gaussian approach which adopts 

a set of randomly chosen states, often called particles, without any assumptions 

about the nature of the distributions. 

The variational method uses all past and future observations over an 

assimilation window to estimate the unknown variables by repeatedly integrating 

forwards and backwards through the model (Walker and Houser, 2005; Lai et al., 

2014), by minimizing over space and time an objective or penalty function J, 

including a background and observation penalty term, such a (Walker and Houser, 

2005; Lai et al., 2014): 
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       J = 1
2⁄  (X0 − X0

b)TB0
b−1

(X0 − X0
b) + 1

2⁄ ∑(Zk − Ẑk)T Rk
−1 (Zk− Ẑk)

n−1

k=0

, (‎2. 6) 

where X0
b  and X0  are the initial state vector before and after analysis, Z is 

observation and Ẑ refers to model prediction, B0
b and R are the background and 

observation covariance matrices respectively, the superscript b refers to the 

background estimate of the state vector, the subscript k refers to time, and n is the 

number of time steps. Variational methods use complex optimization algorithms 

that adjust initial state to obtain a good fit to observations (Talagrand, 1987). Use 

of the adjoint model for the inverse constraining needs an extensive programming 

effort and adds to the complexity of the method. Another alternative data 

assimilation method is Evolutionary Data Assimilation (EDA; Dumedah and 

Coulibaly, 2013) which uses multi-objective evolutionary strategy method to 

continuously evolve ensemble model states and parameter sets where it 

determines the model error and the penalty function for different assimilation 

time steps.  

The selection of an appropriate data assimilation approach depends on the 

choice between computational efficiency, making the best use of available 

information, flexibility and robustness, and operational feasibility. The 

variational approaches and EDA method deal with more complexity compared to 

the filtering approaches. The PF updating is based on the particle weights instead 

of state variables (Liu and Gupta, 2007), which reduces numerical instability, 

especially in physically based or process-based models (Gordon et al., 1993; 

Arulampalam et al., 2002). Approaches like direct insertion, statistical 

interpolation, and nudging which are computationally efficient and easy to 

implement, do not account for observation uncertainty in estimating model 

background state uncertainty. In enhanced approaches such as EnKF, a correct 

estimation of forecast and observation error covariance is crucial for the high 

quality of data assimilation (Zheng, 2009). Unfortunately, it is difficult to have 

exact error estimations since the true states are never known (Sénégas et al., 2001) 

and thus tuning algorithms are usually required to compensate for the impact of 

the errors (Liang et al., 2012). Therefore, initial rigor of the use of formal 
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uncertainty framework defined in sophisticated approaches is usually missed. 

Moreover, the power of complex approaches is to extend corrections from 

observations to unobserved states. However, since the current operational models 

typically have a single-layer corresponded to soil moisture state, complex data 

assimilation approaches are not warranted in operational systems. Consequently, 

given the significant challenges in tuning uncertainties, there is considerable 

value in assessing the use of more simplistic approaches for application in 

operational hydrological modelling and therefore, the nudging approach is 

selected to be used as the data assimilation technique in this research. In the 

context of streamflow forecasting, there are three main types of observation that 

can be used in an assimilation context: discharge assimilation, soil moisture 

assimilation and snow assimilation. These are discussed in the next sections.  

2.5.1 Discharge Assimilation 

Many researchers have investigated the application of discharge 

assimilation. This is not only the most commonly used approach to improving 

flood forecasting, but is also the oldest approach such as the study performed by 

Yang and Michel (2000). There are a few studies on error correction, where the 

predicted streamflow was corrected using observed discharge without changing 

the inputs, states, or parameters of the model (Shamseldin and O Connor, 2001; 

Anctil et al., 2003; Goswami et al., 2005; Pagano et al., 2011). For example, 

Goswami et al. (2005) compared the standard linear Auto-Regressive model, 

Neural Network Updating and Linear Transfer Function in the River Brosna 

catchment in Ireland. In relation to the peak flows and time to peak, none of the 

tested methods were suitable for correcting the streamflow in that study. Pagano 

et al. (2011) proposed a dual-pass method of error correction in the GR4J model 

for 330 Australian and 183 United States catchments and found that in most 

catchments, the use of the long-memory error-correction did not improve model 

performance significantly , while short-memory error correction was responsible 

for the vast majority of skill improvements seen.  
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The oldest approach has been to simply correct the trajectory of 

streamflow forecasts using the error correction method. However, there has been 

a much larger focus on state updating using the discharge observations, mostly 

with a particular focus on application of the EnKF (Vrugt et al., 2005; Pauwels 

and De Lannoy, 2006; Weerts and El Serafy, 2006; Clark et al., 2008; Komma et 

al., 2008; Pauwels and De Lannoy, 2009; Li et al., 2013). Komma et al. (2008) 

assimilated runoff observations to update soil moisture in the Kamp catchment in 

Austria using the Ensemble Kalman Filter (EnKF) in a semi distributed model. 

They showed that the peak flow errors decreased from 25% to 12% and 25% to 

19% for 3 and 48 hour lead times respectively. Clark et al. (2008) demonstrated 

that application of EnKF for state updating was not appropriate for increasing the 

efficiency of the streamflow simulation in a distributed model, but found that 

using a variant of EnKF without observation perturbation through the EnSRF 

yielded an improvement in streamflow predictions. Pauwels and Lannoy (2006) 

synthetically assimilated observed discharge using the EnKF to correct model 

results obtained with erroneous initial conditions and strongly over- and 

underestimated precipitation data in a lumped water and energy balance model 

(TOPMODEL-Based Land-Atmosphere Transfer Scheme; TOPLATS). Their 

results suggested that the assimilation of observed discharge can correct 

erroneous model initial conditions and can also reduce the bias in the modelled 

turbulent fluxes when the precipitation used to force the model is underestimated, 

while the improvement in the modelled wetness conditions after data assimilation 

did not lead to a significant improvement in the modelled energy balance.  

Furthermore, Li et al. (2011) showed that updating soil moisture states 

using EnKF in the Ovens catchment in Australia resulted in a poorer PDM model 

performance due to a lagged response in discharge, but also led to slower 

degradation of the forecast accuracy. Li et al. (2013) compared the EnKF with 

EnKS for discharge assimilation in the Ovens catchment in Australia using PDM 

and GR4J models to investigate the utility of an ensemble Kalman smoother 

(EnKS) for addressing the time-lag issue between soil moisture and discharge in 

EnKF. They showed that the EnKS was superior to the EnKF when only soil 
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moisture was updated, while the EnKS and the EnKF have similar results when 

both soil moisture and routing storages are updated. This result suggests that the 

EnKS can better improve the streamflow forecasting for models that do not have 

storage-based routing schemes (e.g., unit-hydrograph-based routing). There are 

also implementations of EKF, such as Aubert et al. (2003), where they used EKF 

in the GR4J model and showed that assimilation of streamflow observations was 

effective for low flow predictions, while assimilation of both streamflow and soil 

moisture improved the entire forecasting period . 

There are a limited number of studies that have tended to use other 

methods such as variational assimilation (Seo et al., 2003; Rüdiger, 2006; Seo et 

al., 2009) or EDA (Dumedah and Coulibaly, 2013). Seo et al. (2003; 2009) 

applied variational assimilation of streamflow, precipitation and potential 

evaporation into the SAC-SMA model in a lumped fashion for different basins in 

the US and found that this approach has better performance than assimilation 

based on just state space-based state updating. Rüdiger (2006) also investigated 

the improvement in soil moisture estimations by assimilating streamflow 

observations using the variational approach but in a land surface model. He found 

that assimilation of streamflow had a significant improvement in streamflow 

predictions after modifications to infiltration mechanism of the model and 

catchment disaggregation. In addition, Dumedah and Coulibaly (2013) 

incorporated EDA into the Soil and Water Assessment Tool (SWAT) to 

assimilate streamflow in the Spencer Creek watershed in southern Ontario, 

Canada. Their approach was based on updated model states and its 

parameterizations and the assimilation was determined by applying the penalty 

function to merge background information with perturbed observation data. Their 

results showed improvement in both streamflow and soil moisture estimates when 

compared to open-loop simulation. 

The literature reviewed above demonstrates that there have been 

comprehensive studies on discharge assimilation during the past decade, with 

discharge assimilation for soil moisture state updating having an overall positive 

impact. However, discharge assimilation has not been implemented in operational 
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forecasting applications due to the uncertainties resulting from the time lag 

between soil moisture and runoff at the catchment outlet. 

2.5.2 Soil Moisture Assimilation 

Data assimilation is one of the most commonly used approaches in recent 

years for incorporating observations into models to obtain the best estimate of the 

system. However, a number of issues arise when assimilating remote sensing 

observations into hydrological models, including the spatial scale mismatch 

between the satellite observations and model simulations. For example, passive 

microwave satellite soil moisture products, such as from AMSR-E and SMOS, 

have spatial resolution of around 50 km, whereas the hydrological models are 

often run at a much higher spatial resolution. Conversely, active sensors such as 

ASCAT and ERS-1/2 are capable of providing higher spatial resolution, but due 

to their sensitivity to surface roughness and vegetation canopy, lack the accuracy 

of passive microwave remotely sensed data. Many studies have investigated 

approaches to partition the coarse scale spatial observations to the fine scale 

model grid cells (Reichle et al., 2001; Bindlish and Barros, 2002; Kim and Barros, 

2002; Chauhan et al., 2003; Merlin et al., 2008; Piles et al., 2011; Merlin et al., 

2012; Piles et al., 2014; Wu et al., 2015). However, evaluation of the 

downscaling approaches against dense soil moisture observational networks and 

for different types of land use and vegetation cover is still required. The best 

practice approaches adopted for downscaling remote sensing data are based on a 

combination of passive microwave data with high spatial resolution active 

microwave data (Bindlish and Barros, 2002; Zhan et al., 2006) or optical data 

such as surface temperature and vegetation index (Chauhan et al., 2003; Merlin et 

al., 2012), and the use of topography and soil depth information (Pellenq et al., 

2003). 

A further issue on application of satellite observations in hydrological 

models is the vertical disagreement between the satellite observations and model 

predictions. Current remote sensing technology can only provide soil moisture 

data at the top 5 cm of the soil rather than the entire profile, while the moisture 
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condition in both root-zone and subsurface layers is more critical for simulating 

hydrologic processes. Therefore, it is difficult to assimilate satellite data into 

hydrological or meteorological models (Brocca et al. 2010a, 2012a; Dharssi et al. 

2011). Hence, filtering approaches, e.g., moving average filter (Draper et al., 

2009b) and exponential filter (Wagner et al., 1999), have been used to smooth 

surface soil moisture and estimate profile soil moisture, prior the application 

within hydrological models (Scipal et al., 2008).  

For example, Albergel et al. (2008) assessed application of  the 

exponential filter to estimate profile soil moisture using both in-situ and modelled 

surface soil moisture from the Safran-Isba-Modcou (SIM) model in France. They 

found that overall the soil wetness indices derived from the surface soil moisture 

observations and simulations agree well with the reference root-zone soil 

moisture. Because of the limited sensing depth and temporal repeat, assimilation 

methods can be coupled with land surface models to estimate the profile soil 

moisture from the near-surface data (Entekhabi et al., 1994; Houser et al., 1998; 

Walker et al., 2001; Heathman et al., 2003; Merlin et al., 2006; Kumar et al., 

2009; Draper et al., 2012; Plaza et al., 2012; Dumedah and Walker, 2014; Reichle 

et al., 2014; Yin et al., 2014; Dumedah et al., 2015). This approach has been 

mainly focused on estimating the soil moisture for weather forecasting and 

agricultural application rather than improving streamflow prediction.  

Further, even though the temporal patterns are similar, there are often 

systematic differences between the observed and simulated soil moisture, as the 

models often differ from reality, with soil moisture being a “tuning” parameter, 

whereas remote sensing techniques seek to provide real soil moisture content. 

Many modelers have sought to overcome this shortcoming of their models by 

fudging the remotely sensed data to take on the dynamics of their model, rather 

than calibrate or fix their model (Draper et al., 2009a). Consequently, rescaling 

approaches such as minimum maximum correction (Su et al., 2013), linear 

rescaling (Draper et al., 2009b; Brocca et al., 2010b), linear regression correction 

(Jackson et al., 2010; Brocca et al., 2011), Cumulative Density Function (CDF) 

matching (Reichle and Koster, 2004; Drusch et al., 2005; Brocca et al., 2011), 
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and triple collocation based method (Yilmaz and Crow, 2013; Chen et al., 2014) 

have been used.  

In the minimum maximum correction method, the maximum and 

minimum values of in situ data are chosen to define the upper and lower values of 

satellite time series. In the linear rescaling approach, satellite time series are 

forced to have the same mean μ and standard deviation σ of the in situ or 

modelled time series. The linear regression method fits a linear equation to the 

satellite data by minimizing the difference between estimated satellite data and 

the in-situ measurements and in the CDF-matching, the satellite data is rescaled 

in a such way that its CDF matches the CDF of the reference data. The recent 

adoption of methods such as the CDF-matching, to make observations look like 

the deficient model, does not mean that the these are the only or accepted 

approach needed for pre-processing of all observational data. For example, 

Pauwels et al. (2015) showed this quite dramatically in a synthetic assimilation 

case, when assimilating a CDF-matched ground water storage to improve 

discharge. 

 There are a few studies which have been focused on application of in-situ 

soil moisture data in hydrological modelling (Aubert et al., 2003; Brocca et al., 

2009b; Tramblay et al., 2010; Chen et al., 2011). Aubert et al. (2003) showed that 

assimilation of soil moisture using the EKF in GR4J improved flood events 

prediction, and dual assimilation of both streamflow and soil moisture provided 

more accurate prediction for the entire forecasting period. Brocca et al. (2009b) 

showed that assimilation of observed soil moisture into an event-based rainfall-

runoff model improved runoff volume and peak discharge for 5 catchments in 

Central Italy. They estimated the relationship between the Soil Potential 

Maximum Retention parameter of the Soil Conservation Service-Curve Number 

(SCS-CN) and in-situ saturation degree to improve initial soil moisture estimation 

in the model. Similarly, Trembely et al. (2010) used this approach to estimate the 

Soil Potential Maximum Retention parameter of the SCS-CN in the Valescure 

catchment in southern France, focusing on assessment of initial soil moisture 

condition in the event-based modelling approach rather than assimilation of the 
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soil moisture. Chen et al. (2011)  assimilated in-situ soil moisture into the Soil 

and Water Assessment Tool (SWAT) model for the Cobb Creek watershed in 

Oklahoma using the EnKF and demonstrated that application of soil moisture 

observations had limited success in correcting the upper-layer soil moisture of the 

model, and was unsuccessful in updating the deep soil moisture and in improving 

streamflow prediction due to the lack of vertical soil water coupling in the model. 

 There are, however, some studies that have demonstrated the potential of 

satellite soil moisture observations to improve streamflow prediction. Pauwels et 

al. (2002) and Matgen et al. (2006) assimilated ERS-based soil moisture 

retrievals with high spatial resolution for streamflow forecasting. But the low 

revisit time (monthly scale) of these observations makes them unsuitable for 

operational hydrological modelling. Brocca et al. (2009a) used remotely sensed 

soil moisture measurements from the European Remote Sensing satellites (ERS), 

in upper Tiber river catchment in Central Italy, using the same approach as 

Brocca et al. (2009b) and Trembely et al. (2010). Beck et al. (2009) also used 

observations from Advanced Microwave Scanning Radiometer-EOS (AMSR-E) 

in 186 Australian catchments with the similar approach as Brocca et al. (2009a). 

In both studies performed by Brocca et al. (2009) and Beck et al. (2009) it was 

found that incorporation of the remote sensing data was quite effective in 

estimating the runoff. They found that incorporation of the remote sensing data 

was quite effective in estimating the runoff. Parajka et al. (2006) used ERS based 

data, but for calibration of a semi-distributed conceptual rainfall-runoff model 

(HBV; Lindstrom et al 1997) in Austria. They used an exponential filtering 

method to estimate root-zone soil moisture and found that data assimilation 

during the calibration phase improved the soil moisture estimations in gauged 

catchments without any significant decrease in the runoff model accuracy while it 

decreased the runoff prediction accuracy in ungauged catchments.  

In addition, Crow and Ryu (2009) implemented a new sequential 

assimilation system to simultaneously update both internal soil moisture states 

and external rainfall input to the SAC-SMA model, using EnKS and EnKF. They 

showed that for a wide range of climatic conditions, the approach can enhance the 
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value of remotely sensed soil moisture data for runoff prediction applications. 

Their study used synthetic data with the aim of verifying the results with real 

remotely sensed data. By using a simplified nudging scheme, Brocca et al. 

(2010b) investigated the impact of profile soil wetness assimilation from the 

Advanced SCATterometer (ASCAT) on flood estimation in a one-layer 

continuous rainfall-runoff model, MISDC (Modello Idrologico SemiDistribuito in 

Continuo) in five subcatchments in Central Italy. This model has two components. 

The first part is an external Soil Water Balance (SWB) model which simulates 

the saturation degree temporal pattern as the initial condition for the second 

component, which is an event-based model using SCS-CN method. They used the 

exponential filtering method based on the Albergel (2009) formulation to linearly 

rescaled the ASCAT based SWI to modelled saturation degree to estimate profile 

soil moisture, and showed that the rescaled SWI matched the range of variability 

of modelled data. Their results revealed that the Soil Wetness Index (SWI) 

derived from the ASCAT sensor can be adopted to improve the runoff predictions, 

mainly if the initial condition of the soil wetness is unknown.  

Recently, Brocca et al. (2012) analysed the performance of a continuous 

two-layer rainfall-runoff model (MISDC-2L) using EnKF to assimilate both 

surface and root-zone products derived from the ASCAT in the Niccone 

catchment in Central Italy. The exponential filtering method was used in this 

work to infer the root-zone soil moisture data. They showed that assimilation of 

root-zone soil moisture provided a significant improvement in discharge 

modelling while assimilation of a surface product had only a small effect. 

Massari et al. (2014) introduced the Simplified Continuous Rainfall–Runoff 

model (SCRRM), which uses globally available soil moisture observations to 

identify the initial wetness condition in the model. They directly used ASCAT 

soil wetness index and normalised soil moisture data from AMSR-E and 

ECMWF products in the modelling over a catchment in Greece and found that 

the proposed modelling approach was suitable for runoff prediction in poorly 

gauged areas. Chen et al. (2014) assimilated satellite data from ASCAT and 

SMOS into SAC-SMA model over the central US using EnKF and EnKS and 
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showed that soil moisture state correction was more efficient in improving the 

base flow component of streamflow while both the high and low-flow 

components of streamflow were improved when rainfall and soil moisture state 

corrections were combined. Wanders et al. (2014b) evaluated the value of 

assimilation of three soil moisture products; AMSR-E, ASCAT and SMOS; for 

the European Flood Awareness System (EFAS) using a distributed hydrological 

model (LISFLOOD) for flood predictions. Their results showed that the overall 

discharge forecast skill was improved, with a 10 % reduction in the MAE.  

In addition, Ridler et al. (2014) found that assimilation of SMOS Level 3 

CATDS data into integrated hydrological and soil-vegetation-atmosphere transfer 

(MIKE SHE SW-ET) model improved soil moisture simulations but had little 

impact on streamflow estimations. Alvarez-Garreton et al. (2014) assimilated the 

surface soil moisture and the soil wetness index derived from the AMSR-E in a 

lumped PDM model using EnKF. They used exponential filtering, linear 

regression and anomaly-based CDF-matching to scale satellite data to the model 

soil moisture predictions. They found that the ensemble mean of the root mean 

square difference between discharge predictions and the observations was 

reduced by 25% after assimilation, and even though there was improvement in 

streamflow prediction, the assimilation of soil moisture showed limited capability 

in error correction when there was a large bias in the peak flow prediction. More 

recently, Alvarez-Garreton et al. (2015) expanded the latter study by improving 

the representation of model error and correcting the soil moisture and streamflow 

biases using AMSR-E and ASCAT soil moisture data in a semi-distributed 

scheme. They demonstrated that the efficacy of soil moisture assimilation was 

enhanced when the spatial distribution in forcing data and routing processes are 

taken into account and adequately processed satellite soil moisture can reduce 

errors in the model soil moisture predictions. Lievens et al. (2015) showed that 

assimilation of SMOS Level 3 CATDS product with the mean bias correction 

improved soil moisture and runoff peaks simulated by Variable Infiltration 

Capacity (VIC) land surface model over the Murray Darling basin in Australia. 

Leroux et al. (2016) showed that assimilation of SMOS data into Distributed 
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Hydrology Soil Vegetation Model (DHSVM) reduced the errors due to the use of 

satellite precipitation data and improved the streamflow predictions. 

In all studies above, sequential data assimilation has been used as the most 

effective approach. The number of studies that applied variational approaches is 

limited, due to the extensive computational effort required for them. For example, 

Rüdiger (2006) assimilated both streamflow and soil moisture data from AMSR-

E into the catchment-based land surface model (CLSM) for streamflow 

forecasting purposes using the variational approach and the method resulted in a 

significant improvement of the streamflow, but soil moisture conditions in only 2 

out of the 12 monitored subcatchments were improved. Some other studies have 

used the variational approach only for soil moisture retrieval in land surface 

models (Calvet et al., 1998; Reichle et al., 2000; Xiangjun et al., 2009; Li et al., 

2010) without any focus on streamflow validation.  

According to the literature reviewed above, research during the past 

decade has mainly been dedicated to the use of in-situ soil moisture 

measurements or synthetic experiments when applied in the context of streamlow 

modelling; other sources of soil moisture data have been more widely used in 

broader contexts. The limited application of soil moisture data from satellites in 

rainfall-runoff modelling is due in part to the mismatches between satellite data 

and hydrological models, including the difference in depth of satellite data (2-5 

cm) and the model bulk storage. Recent studies have tended to demonstrate the 

value of real satellite data applications. Only a few studies (Brocca et al., 2010b; 

Brocca et al., 2012; Alvarez-Garreton et al., 2014; Wanders et al., 2014b; 

Alvarez-Garreton et al., 2015; Lievens et al., 2015) have demonstrated the 

potential improvement in streamflow prediction capability through better 

estimates of antecedent soil moisture condition. In particular, application of soil 

moisture in hydrological modelling of Australian catchments has received limited 

consideration in the literature. Furthermore, many of the previous studies did not 

have in-situ soil moisture observations available to assess why the assimilation of 

remote sensing data improved the modelling performance. Consequently, 
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assimilation of remotely sensed soil moisture data still has huge challenges to be 

overcome in order to improve hydrological modelling, especially in Australia.  

2.5.3 Snow Assimilation 

Snow observations can be used for state updating of the models in two 

forms: Snow Water Equivalent (SWE) and Snow Covered Area (SCA). SCA 

provides information about the presence or absence of snow while SWE includes 

the depth of liquid water that would result from melting the snow. Snow height 

and water equivalent observations are available from meteorological stations, but 

these data are very dependent on the local conditions (wind, vegetation, slope, 

sun exposure) and cannot represent the accurate spatial variability of the snow 

cover (Thirel et al., 2013). Therefore, satellite observation of snow has become an 

important alternative source of data for hydrological process modelling, with 

observations usually available every one day to two days over large areas (Thirel 

et al., 2011).  

SCA products are currently produced through optical remote sensing 

sensors with good spatial resolutions and retrieval frequency, such as the 

Advanced Very High Resolution Radiometer (AVHRR), Geostationary 

Operational Environmental Satellites (GOES) and MODIS (Hall et al., 2002; 

Maurer et al., 2003). The MODIS satellite sensors are particularly appealing due 

to their high temporal resolution of a day and relatively high spatial resolution of 

about 500 m. However , the optical sensors cannot see through the clouds leading 

to discontinuous snow cover data (Gao et al., 2010). To overcome this problem, 

techniques, such as use of cloud-free data from other days or from neighbouring 

pixels, can be applied (Parajka and Bloschl, 2008; Gafurov and Bardossy, 2009). 

In addition, optical sensors cannot provide any information about snow depth or 

SWE, which is most useful for hydrological applications. On the other hand, 

passive microwave remote sensing sensors, such as Advanced Microwave 

Scanning Radiometer-EOS (AMSR-E), Scanning Multichannel Microwave 

Radiometer (SMMR) and Special Sensor Microwave/Imager (SSM/I), do not 

suffer from cloud issues and can retrieve SWE (Thirel et al., 2013). However, the 
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coarse resolution (e.g., 25 km for AMSR-E SWE) and the reduced temporal 

frequency (more than a day) limit their application for assimilation into models.  

A large amount of research for estimation of snowpack has been 

undertaken over the last two decades (e.g., Barnett et al., 1989; Boone and 

Etchevers, 2001; Decker et al., 2003), but there is still a great need for developing 

the capability of snow data assimilation in streamflow forecasting modelling. 

Among these studies, most efforts have been dedicated to the application of SCA 

data (Rodell and Houser, 2004; Clark et al., 2006; Roy et al., 2010; Tang and 

Lettenmaier, 2010; Thirel et al., 2013). Rodell and Houser (2004) implemented 

satellite information of SCA from MODIS to update the modelled snow water 

equivalent in the Mosaic land surface model using a new adding/removal scheme 

for three regions in the US. They added 5 mm of snow if the model had no snow 

and if MODIS showed more than 40% of SCA, and removed the snow if the 

MODIS SCA was lower than 10%. They showed a more accurate snow coverage 

and water equivalent estimate relative to in situ snow time series than for the 

control (not updated) simulation. Clark et al. (2006) assimilated synthetic SCA 

information to update snow in a hydrological model using the EnKF and found 

that while the snow prediction was improved , there was only minor 

improvements in the streamflow simulations.  

More recently, Roy et al. (2010) integrated MODIS data with NOAA Ice 

Mapping System (IMS) products and examined the application of these data into 

the MOHYSE hydrological model for two study areas in Canada with a “direct-

insertion” method using a SWE threshold. This means that if snow was observed 

by the satellite but the model had less snow than the SWE threshold, the model 

snow was fixed to this threshold. On the other hand, if the satellite observed no 

snow and model had more snow than the threshold, the snow was fixed to the 

threshold in the model. This method improved the simulation of discharge peaks 

(NSE and RMSE) when using both MODIS data and the NOAA IMS products, 

but improved only the RMSE of discharges when only MODIS was used. This 

method is simple to implement, but the method is case-dependent and its 

application may not improve the results in all cases. Tang and Lettenmaier (2010) 
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used the MOD10A1 data from MODIS to update the snow cover variable in the 

VIC model for the western US and showed that the MODIS updating generally 

reduced the simulated streamflow, but did not necessarily reduce simulation 

errors. Moreover, Thirel et al. (2013) assimilated MODIS SCA data into a 

distributed hydrological model (LISFLOOD) using the particle filter the Morava 

River basin (Czech Republic) and evaluated the effects of the method on the 

simulation of snow and discharge. Their assimilation results showed some 

improvements in discharge simulation in the small upstream areas but a poor 

efficiency for the entire basin.  

There are a few studies on application of SWE in land surface or 

hydrological models. Slater and Clark (2006) assimilated SWE measurements 

from a telemetry network in the Upper Colorado River basin using EnKF into a 

conceptual model (SNOW-17) and showed an improvement of the simulated 

SWE. Dong et al. (2007) assimilated remotely sensed SWE data from SMMR 

into a land surface model and showed SWE prediction improvement when 

evaluated against in situ SWE observations. He et al. (2012) used a parameter 

uncertainty analysis algorithm (ISURF) formulated into EnKF for assimilation of 

SWE to generate updated snow states in a coupled SNOW17/SAC-SMA model 

in Sierra Nevada Mountains in northern California. Their findings indicated that 

the assimilation scheme has the potential to supplement the current operational 

(deterministic) forecasting method in terms of providing improved single valued 

(e.g., ensemble mean) streamflow predictions as well as meaningful ensemble 

predictions. More specifically, Schreider et al. (1997) applied IHACRES rainfall-

runoff model (Jakeman et al., 1990) in Australia to Kiewa and Mitta-Mitta 

catchments in the upper Murray-Darling Basin. These catchments are located in 

the highest parts of the Australian alpine region where the snow melt-

accumulation prominently affects in the hydrological regime of these catchments. 

They used an empirical snow melt-accumulation model to calculate time series of 

equivalent precipitation as the input into the rainfall-runoff model without any 

attempt for application of snow observations in the modelling.  
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It can be seen from the above that most of the research on snow 

assimilation has been based on the application of remotely sensed snow cover 

observations with relatively few using SWE. Moreover, most have used in situ 

observations of SWE rather than remotely sensed SWE due to the coarse 

resolution (25-50 km). Most importantly, there has been no investigation on the 

impact of snow observation application in streamflow modelling in Australia, and 

the operational flood forecasting models used in Australia do not include any 

snow component. Therefore, there is a need to further investigate the application 

of remotely sensed snow with hydrological modelling for applicable areas in 

Australia.  

2.6 Hydrological Models and Study Site 

According to the literature review, there are an extensive number of 

hydrological models. However, in the context of this thesis, only those models 

used within the Australian operational forecasting system are considered as 

candidates for the research of this thesis. Two continuous conceptual rainfall-

runoff models, Génie Rural 4 paramètres Horaire (GR4H) and Probability 

Distributed Model (PDM), have been selected from the collection of hydrological 

models in the operational SWIFT modelling framework (Pagano et al., 2010). In 

addition, these two models have been selected as they are Soil Moisture 

Accounting (SMA) models which are often used in operational flood forecasting 

requirements (Leahy et al., 2008).  

The focus study area is the Murrumbidgee catchment in south-eastern Australia. 

This study area has been selected due to the extensive in-situ soil moisture 

observations in its subcatchments. Such observations are from the OzNet 

monitoring stations (Smith et al., 2012). The total size of the Murrumbidgee 

catchment is 84,000 km
2
 with elevations ranging from 50 to 2200 m, and 

represents 8.2 percent of the total area of the Murray Darling Basin (MDB) in 

south-eastern Australia. The land use in the Murrumbidgee catchment includes 

dryland and irrigated agriculture, native vegetation, plantation forests and urban 
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areas (CSIRO, 2008). The streamflow in the upper Murrumbidgee including the 

tributaries upstream of the Burrinjuck and Blowering dams is highly regulated 

(see Figure 4.1). To simplify the modelling, the upper Murrumbidgee and the 

regulated areas are not included in the simulations. This means that the area 

located between the gauging stations just downstream of the Burrinjuck and 

Blowering dams and the Wagga Wagga station has been selected as the focus of 

this study, and the observed streamflow downstream of the dams has been used to 

provide the inflow at the upstream boundary of the study area. 

Based on stream gauge observations from New South Wales office of 

Water (http://www.water.nsw.gov.au/realtime-data/default.aspx), the average of 

median and maximum flows at the Wagga Wagga station, during the period of 

2007 to 2012, are respectively 5 and 70 m3/sec over the dry years and 25 and 

1450 m3/sec over the wet years. These flow values are generated in the tributaries 

from the two dams down to the Wagga Wagga station, with an area of about 

10886 km
2
. 

Due to snow fall in the mountainous parts of the Murrumbidgee, the 

existence of snow, and thus the effect of snow melt in streamflow generation, is 

investigated in this thesis to determine the need for its further consideration in 

this research. Snow cover data from the MOD-MADI product (Bormann et al., 

2012) has been used for this purpose. This investigation indicated that the area 

covered by snow is located upstream of the dams, and so the snow impacts on the 

study area are already captured through the use of gauging station at the upstream 

boundary. Therefore, the snow has no direct impact on modelling the runoff 

generation in the selected study site, and thus no snow component is included in 

the modelling conducted in this research.  

2.7 Proposed Algorithm for Streamflow Forecasting 

Based on the literature review, the key findings are as follows: 

 There are many studies on application of soil moisture observations in 

hydrological or land surface modelling, but most of them have focused on 

http://www.water.nsw.gov.au/realtime-data/default.aspx
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improved estimation of the soil moisture state themselves, rather than 

improving the streamflow forecasting. 

 Discharge assimilation has been the oldest approach in streamflow 

forecasting with only a few recent studies demonstrating the improvement 

in streamflow from the use of satellite-based soil moisture.  

 There is a mismatch between the satellite penetration depth and the model 

soil water store that is currently hindering satellite retrieval application.  

 There is limited incorporation of remote sensing soil moisture or forecast 

precipitation data within the flood forecasting system of Australia. 

Based on these key findings and the shortcomings outlined in previous 

sections, an algorithm to enhance the current Australian flood forecasting system 

is proposed. A schematic of the proposed algorithm is presented in Figure 2.2. 

While snow has impact on the streamflow in part of the Murrumbidgee 

catchment, snow physics in the model and updating snow states via assimilating 

remotely sensed snow observations into the model is not included in the proposed 

algorithm. For soil moisture application, the hypothesis here is that the model 

physics simulates the soil moisture in such a way that the model soil water 

content is consistent with the soil moisture observations, and that the profile 

storage in the model will be effectively updated through the application of 

satellite-based profile soil moisture, leading to improved streamflow forecasts. In 

this research, two different calibration methods are used for parameter estimation: 

traditional calibration to streamflow and joint-calibration to both streamflow and 

in-situ soil moisture data from OzNet monitoring stations (see Figure 2.2(a)). 

Shuffled Complex Evolution method is adopted as a calibration algorithm. 
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Figure ‎2.2: Schematic of the proposed algorithm for streamflow forecasting for (a) 

calibration and (b) assimilation steps. 

 

The possible advantage of soil moisture assimilation is investigated with 

application of satellite-based soil moisture in the modelling. The best parameter 

set obtained from the calibration step is used in the evaluation and assimilation 

step (see Figure 2.2(b)). To update model soil moisture prediction, a 
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rescaling/filtering approach is first used to estimate satellite root-zone soil 

moisture in a way that is consistent with the in-situ soil moisture data. The soil 

water state of the model is then updated with the best root-zone estimate using 

observed\forecast rainfall input data. For comparison, in-situ soil moisture 

observations have been also used for model constraint where ground-based 

observations are available. Further details on the methodology are given in 

Chapter 4 to 6. 

Based on the proposed algorithm, the following key research tasks will be 

conducted to address the objective of the research: (i) assessment of forecast 

rainfall for application in streamflow forecasting, (ii) assessment of model 

calibration with and without constraint to in-situ root-zone soil moisture 

observation, (ii) estimation of satellite root-zone soil wetness from the near-

surface data, (iii) dynamic assimilation of the streamflow modelling with in-situ 

/satellite-based root-zone soil moisture, (v) assessment of streamflow forecasting 

using forecast rainfall with and without satellite-based soil moisture constraint. 

2.8 Chapter Summary 

The rainfall-runoff models typically used for streamflow modelling, the 

challenges for forecast rainfall assessment, and the value of discharge, soil 

moisture and snow assimilation in rainfall-runoff modelling have been presented. 

Following a comprehensive study of the literature and current shortcomings, it 

has been shown that data assimilation into rainfall-runoff modelling for flood 

forecasting still has huge challenges to overcome. Most importantly, there is no 

significant effort for operational application of satellite-based soil moisture 

information for flood forecasting in Australia. Limitations include the disparity 

between the depth of satellite observations and the layer thickness of the 

hydrological models, and the spatial and temporal resolution of the satellite 

observations. Therefore, an appropriate observation operator to deal with the 

mismatch is crucial. According to the challenges above, an algorithm for this 

research has been proposed for improving streamflow forecasting in an 
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Australian catchment, through a hydrological model constrained with remotely-

sensed soil moisture observations, coupled with rainfall forecasts for streamflow 

forecasting.  
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Chapter 3  

Evaluation of Numerical Weather 

Prediction Rainfall Forecasts 

 

This chapter presents the evaluation of Quantitative Precipitation Forecast 

(QPF) data from an operational numerical weather prediction model (NWP) used 

in Australia. The forecast rainfall data are subsequently used in an operational 

streamflow forecasting scenario in Chapter 6. The evaluation in this chapter gives 

an understanding of the uncertainties in the forecast rainfall which would likely be 

transferred to the streamflow forecast model. First, data from a weather radar and 

the NWP forecasts are compared to independent point-measurements from in-situ 

rainfall data from research monitoring stations over a short period of time. The 

forecast is then assessed against the spatially distributed radar data over a long 

period. In order to remove bias in the radar data, the radar observations are first 

calibrated to the in-situ rainfall data. These adopted radar rain intensities were then 

used for evaluating the quality of rainfall forecasts for an area of coincident radar 

coverage, based on the comprehensive review of methods commonly used in 

Chapter 2. Parts of the results presented in this chapter have been published as a 

peer reviewed conference paper (Shahrban et al., 2011), while other parts have 

been published in Hydrological Sciences Journal (Shahrban et al., 2016). 

3.1 Study Site and Data Sets  

The area of Yarrawonga weather radar coverage including part of the 

Murrumbidgee catchment has been selected for forecast rainfall evaluation in this 

chapter (see Figure 3.1) while the streamflow modelling presented in other 

chapters focuses on an adjacent area in this catchment. This area has been chosen 
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for evaluation of the forecast rainfall data due to the availability of rainfall 

observations from the OzNet monitoring stations (Smith et al., 2012;  see also 

www.oznet.org.au) covered by the weather radar, on the assumption that the 

evaluation results will be representative of the neighbouring area. This assumption 

is based on the close proximity, meaning that meteorological characteristics of 

both areas are similar. 

Based on the Yarrawonga radar observations, stratiform rainfall with long 

duration and low to medium intensities (below 15 mm/h) is the dominant rain 

system in the study area in 2010 and 2011, with convective systems occurring only 

during the warm seasons. According to a review by Green et al. (2011), the 

average annual rainfall from 1898 to 2010 on the focus area in this work ranges 

from 350 mm on the western plains to 1100 mm in the higher elevations on the 

eastern part. Elevations in the Murrumbidgee catchment varies from over 2,200 m 

in the eastern parts to less than 50 m on the western plains (Green et al., 2011), 

while the elevation in the study area ranges from about 80 m in the north-western 

region to about 330 m in the south-eastern region of the northern part of the radar 

coverage area. Typical hourly radar rain maps over the entire radar coverage are 

shown in Figure 3.2. Based on the radar observations, the annual rainfall across the 

study area in the northern part of the radar coverage area ranges from 350 to 800 

mm in 2010 and from 410 to 940 mm in 2011.  

Five rain gauges from OzNet monitoring stations in the Yanco region (Y9, 

Y10, Y11, Y12 and Y13) are located within the radar coverage. However, Y13 is 

not included in this work because of a large gap (March 2010 to May 2011) in the 

data due to the instrument failure. These gauges provide rainfall data in 6-minute 

intervals and have been used for primary evaluation of radar and ACCESS data 

during January to August 2010. The OzNet rainfall data have also been used for 

calibrating the radar observations from January 2010 to December 2011. The 

selection of different time periods for these analyses is due to availability of the 

rain gauge data at the time of undertaking the tasks. On the other hand, calibrated 
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data from the Yarrawonga radar of the Australian weather radar network is used 

for verification of the NWP forecast rainfall. 

 

Figure ‎3.1: Location of Yarrawonga radar, radar coverage, OzNet rain gauges and 

ACCESS-A grids coinciding with radar coverage in the study area. 

 

 

Figure ‎3.2: Typical hourly radar rain maps seen over the entire radar coverage area 

shown in the figure above. The rain maps have been shown from events on 24 

April 2010 (a), 4 July 2011 (b) and 28 September 2011 (c). Note that the white 

areas on the top and bottom corners of the images are NA radar data. The rainfall 

values in mm are given on the colour bar and the horizontal and vertical axis labels 

are degrees of longitude and latitude, respectively. 
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This C-band Doppler radar, operated by the Bureau of Meteorology (BoM), 

scans rainfall every 10 minutes with 1 km resolution and a range of 128 km. It has 

a partial coverage of the OzNet stations in the Yanco region as shown in Figure 

3.1. The radar scans over 14 elevations (0.5º, 0.9º, 1.3º, 1.8º, 2.4º, 3.1º, 4.2º, 5.6º, 

7.4º, 10º, 13.3º, 17.9º, 23.9º and 32º) with the same range (Rennie, 2012) and 

operated properly during the entire study period of this work. The radar 10-minute 

rainfall data were accumulated to hourly time steps, by adding six consecutive 10-

minute accumulations. There are two other radars in the Murrumbidgee catchment, 

being the Wagga Wagga radar (C-band) located in the Kyeamba region and the 

Canberra radar (S-band). However, there is only one independent monitoring 

station (M2) in the Canberra radar coverage, and the Wagga Wagga radar is an old 

radar that was installed for qualitative radar observations and is not suitable for use 

in quantitative precipitation estimation.  

The accuracy of radar-based rainfall estimates depends on i) the reflectivity 

measurements from the radar and ii) the parameters used for conversion of the 

reflectivity (Z) to rain rate (R). The estimation of rainfall from radar has been very 

challenging due to factors such as radar calibration (Joss and Lee, 1995), 

measurement error and sampling uncertainty (Jordan et al., 2000; Jordan et al., 

2003; Piccolo and Chirico, 2005), attenuation (Hildebrand, 1978), range effects 

(Chumchean et al., 2006; Gabella et al., 2006), and variability of raindrop size 

distributions on the Z-R relationship (Lee et al., 2009; Alfieri et al., 2010). The 

procedure used by the Australian BoM for estimating real time radar rainfall 

consists of three main steps: i) measurement of reflectivity and removal of 

measurement errors from ground clutter, beam blocking, bright band, hail and 

range dependent bias, ii) conversion of the reflectivity to a rainfall rate, and iii) 

mean field bias adjustment using the available real-time rain gauge network. In the 

second step, radar rainfall of each pixel is estimated based on the Z-R relationship 

developed separately for stratiform or convective rainfall types. In the last step, 

based on a Kalman filtering approach, a spatially uniform bias adjustment factor is 

used to correct the initial radar rainfall estimates on hourly time steps (Chumchean 
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et al., 2006; Chumchean et al., 2008). The rain gauges within the radar coverage 

used operationally by the BoM for radar rainfall estimation from the Yarrawonga 

radar are shown in Figure 3.1. The BoM rain gauges are mostly located in the 

southern part of the radar coverage due to high rainfall amounts and the flood 

warning priorities in this area. Therefore, even though the errors in the Z-R 

conversion and mean field bias have been mainly reduced in the three steps of the 

rainfall estimation procedure, there is still likely to be a bias in the radar data due 

to the lack of sufficient rain gauges in the northern part of the radar coverage area. 

It should be mentioned that the focused study area of this work is approximately 

flat, so the effect of topography in the radar data used in this study is not 

significant.     

ACCESS-A (BoM, 2010; Puri et al., 2013) forecast rainfall data from the 

Australian Community Climate and Earth-System Simulator (ACCESS) is used 

over the years 2010 and 2011, due to the effective resolution (12 km) and coverage 

of the study area. The new operational ACCESS NWP systems from the 

Australian BoM replace the GASP, LAPS, TXLAPS and MESOLAPS NWP 

systems in Australia. ACCESS became operational for NWP application in 2010 

and includes several models with different domains, resolutions, and forecast lead 

times. These models include ACCESS-G (global, 80 km), ACCESS-R (regional, 

37.5 km), ACCESS-T (tropical, 37.5 m), ACCESS-A (Australia, 12 km), 

ACCESS-C (cities, 5 km) and ACCESS-TC (tropical cyclone, 12 km).  The 

ACCESS system uses a four dimensional variational data assimilation (4DVAR) 

scheme which takes into account various observations with different times or 

locations for initialising the model in a dynamically consistent way. All models 

except ACCESS-G use boundary conditions that are provided by a coarser 

resolution ACCESS mode. For example, ACCESS-R and ACCESS-T are nested 

inside the previous run of ACCESS-G, while ACCESS-A and ACCESS-C are 

nested inside the concurrent run of ACCESS-R. ACCESS-A has four runs per day 

with base times of 00:00, 06:00, 12:00 and 18:00 UTC and forecast duration of 48 

hours. The OzNet rain gauges, the radar coverage, and ACCESS-A grid in the 
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study area are presented in Figure 3.1. To compare the characteristics of the 

datasets used in this work, the spatial and temporal resolution of the data and the 

study periods in this work are presented in Table 3.1. 

3.2 Methodology 

3.2.1 Evaluation of Radar and ACCESS-A against In-situ 

Rainfall Data 

This subsection describes the primary evaluation of radar and ACCESS 

data carried out against single gauge station. In this study, rainfall estimates from 

weather radar observations and ACCESS-A NWP model were evaluated against 

independent rain gauge measurements. Station Y10 in the Yanco region was 

arbitrarily selected as the representative station for an 8-month comparative study 

from January to August 2010. The first 8 months of 2010 were chosen for the 

analysis as the OzNet rain gauge data were not available for September 2010 to 

December 2011 at the time of undertaking this analysis. Four different time series 

of hourly NWP data were obtained from forecasts using lead times of 1-12, 13-24, 

25-36 and 37-48 hours. Each of the hourly time series were accumulated to daily 

precipitation and individually compared with hourly and daily gauge observations 

on the basis of the nearest neighbour.  

Two types of comparison including categorical and continuous statistics 

were made (McPhee et al., 2005). Probability of detection (POD) and false alarm 

ratio (FAR) were computed as the categorical statistics estimating the accuracy 

score of the data. Additionally, mean error (bias) and root mean square error 

(RMSE) were the continuous statistics calculated in this study. The details of the 

evaluation metrics are presented in section 3.2.3. Bias and RMSE were computed 

as the average of differences between the precipitation values from the gauge 

station and the corresponding radar/ACCESS grid containing the station. Bias and 

RMSE is based only on those cases in which non-zero precipitation was observed 
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by at least one of the data sources compared. This prevents the error statistics from 

being unduly influenced by the large number of non-raining periods. 

3.2.2 Evaluation of ACCESS-A against Radar Observations 

In this study, the ACCESS-A rainfall forecast was evaluated against the 

radar rainfall estimates from January 2010 to December 2011 over the area 

common to these two data sets. Understanding of radar rainfall uncertainties and 

rainfall processes is dependent on the availability of a dense rain gauge network 

for the accurate estimation of the parameters for Z-R relationship used for radar 

rainfall estimates (Krajewski et al., 2010; Peleg et al., 2013). Since the rain gauges 

used by the BoM for estimation of radar rainfall intensities are mainly located in 

the southern part of the radar coverage where orographic enhancement is important 

(see Figure 3.1), radar rain rate adjustment in the northern part of the radar domain 

was needed to decrease the errors brought by calibration to the BoM rain gauges 

alone. Thus, before using radar observations for evaluation of the ACCESS-A 

forecast rainfall, the radar rainfall intensities were adjusted to rain gauges using a 

new power-law relationship for each event over the entire northern part of the 

radar coverage. The adjusted radar rain intensities were then used for evaluating 

the rainfall forecasts for a coincident area in the northern radar coverage. The Z-R 

relationship is influenced by the raindrop size distribution, which can vary greatly 

within a given event, and from one rainfall event to another (Doelling et al., 1998; 

Atlas et al., 1999; Steiner and Smith, 2000). Therefore, any correction of this 

relationship required for accurate radar rainfall estimates should be done for 

individual events rather than over long periods (Alfieri et al., 2010).  

For adjusting radar rainfall rates, new power-law relationships between 

radar hourly rain intensities and independent gauge rainfall rates from four 

available rain gauges (Y9, Y10, Y11 and Y12) were calibrated for each event by 

estimating the parameter α and β according to  

 R' = αR
β
,                (‎3.1)          
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where R' is the gauge rainfall rate intensities (mm/h) and R is the radar rainfall rate 

(mm/h) in the corresponding radar pixel. This new relationship is based on the 

power-law relationship typically used in the initial conversion of radar reflectivity 

measurements to rainfall intensity (Battan, 1973; Collier, 1989; Rinehart, 1991). In 

the adjustment process, the radar rain rates were brought as close as possible to the 

gauge rates at hourly time steps by minimizing the error between radar and rain 

gauge estimates. Each parameter set (α and β), which was estimated for each 

event, was used to calculate the new radar rain rates for the individual event over 

the entire northern part of the radar coverage using the power-law relationship in 

equation (3.1). This event-dependent calibration method accounts for the 

dependency of the Z-R relationship on rainfall characteristics such as rainfall drop 

size distribution, which varies in both space and time (Atlas et al., 1999; Mapiam 

et al., 2009). The methodology for adjusting radar rainfall rates was based on the 

algorithm proposed by Fields et al. (2004). Similarly, Mapiam and Sriwongsitanon 

(2008) used this method for adjusting the Z-R relationship using a linear 

regression between the radar rainfall and the observed gauge rainfall in the Ping 

river basin in northern Thailand, but the exponent in the equation was fixed, 

assuming that it is less sensitive than the other parameter. 

For verification of NWP forecast rainfall against radar data, the average of 

adjusted rainfall rates over the nearest radar pixels which were within the 

ACCESS grid spacing was calculated. Based on expert judgment, a minimum 

value of 5 mm/d was used as a threshold for both observation and forecast over the 

entire study area for separating rain storms from drizzle. It means that all daily rain 

maps containing at least one pixel with 5 mm/d in the radar observations and/or 

forecasts were used in the evaluation. RMSE, RE (relative error, or in other words 

bias) and ME (mean error) were used as traditional verification metrics to identify 

the pixel by pixel differences between the model and the average of radar adjusted 

rates in all 12 km × 12 km ACCESS-A grids over the northern range of the radar 

coverage where the radar adjustment was implemented. RMSE was calculated for 

hourly and daily time scales to test the improvement in daily accumulations, due to 
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expected decreases in possible timing and location errors in longer term 

accumulations. As such, the useful timescale of NWP rainfall forecasts could be 

assessed. The evaluation metrics are presented in section 3.2.3.  

Moreover, the contingency table of Ebert and McBride (2000), as described 

in Table 3.2, was calculated at hourly and daily timescales to better relate the 

rainfall forecast errors to factors such as wrong timing, wrong location, and error 

in rain amount. This contingency table is different from the traditional contingency 

table with standard verifications using categorical statistics such as bias score, 

probability of detection and false alarm ratio (Doswell et al., 1990; Wilks, 1995). 

The method in Table 3.2 compares the observed and forecast location and 

magnitude over the entire study domain, and calculates the categorical scores 

based on the overall rain map in the study area. To identify whether the location of 

the forecasts was adequately predicted, the distance (Dc) separating the centroids 

of observed and forecast rain objects should be such that Dc<Reff and Reff is the 

effective radius of observed rain object. This approach is based on the method 

used by Ebert and McBride (2000) and Davis et al. (2006) for diagnosing forecast 

location errors. All rain maps from hourly and daily accumulations, with Dc 

smaller than Reff are accepted as a good forecast location and categorised as 

“close” in Table 3.2.  

 

 

Table ‎3.2: Schematic explanation of contingency table for rain events. 

 
Too Little Approx. Correct Too Much 

   Close Underestimate Hit Overestimate 

Far Missed Event Missed Location False alarm 

 

 



Chapter 3                                                                                                  
  
 

3-11 

 

To decide whether the magnitude of the forecast is correctly predicted or 

not, several categories have been defined for both hourly and daily intensities. The 

categories are: 0.5-1, 1-2, 2-5, 5-10, 10-20, and >20 mm/h  for hourly rates, and 5-

10, 10-20, 20-50, 50-100, and >100 mm/d for daily rates. The categories for daily 

rates are quite similar to those used by Ebert and McBride (2000). However, a 

minimum value of 5 mm/d was used as a threshold for at least one pixel over the 

study area, to include a rain map on hourly or daily calculations. For hourly 

timescale the categories were approximately derived from the daily categories by 

converting the ranges to hourly rates with some changes in the values. In a time 

step with a “close” forecast location, if the forecast maximum intensity was within 

the same category as the maximum observed value, then the magnitude of the rain 

in the whole domain was assumed as well predicted for that time step, making it a 

“hit”. Otherwise, if the maximum forecast rate was more than one category greater 

than the maximum observed rate the forecast was defined as an “overestimate”, 

while if it was more than one category less than the observation the forecast was 

defined as an “underestimate”. If D was equal or larger than Reff, the location was 

not correctly predicted and the forecast was defined to be in the “far” category. If 

the predicted maximum intensity was approximately similar to the maximum 

observed value it was defined as a “missed location”, but if the maximum intensity 

was categorised in a group smaller than the maximum observed value it was 

defined as a “missed event”. Otherwise, if it was greater than the observed 

category it was defined as a “false alarm”. This methodology for comparing rain 

magnitude is based on the approach used in Ebert and McBride (2000) for daily 

events. 

3.2.3 Evaluation Metrics 

The continuous evaluation metrics consist of RMSE, ME and RE (or bias) 

given by: 
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RMSE = √
1

N
∑ (Yi − Xi)

2N
i=1  ,                                                                                   (‎3. 2)  

              

 ME =  
1

N
∑ (Yi − Xi)

N
i=1  ,                                                                                            (‎3. 3) 

              

                RE =  
∑ (Yi  − Xi)

N
i=1

∑ (Xi)
N
i=1

 ,                                                                                               (‎3. 4) 

where Yi is the forecast value, Xi is the corresponding observed value, and N is the 

number of forecast-observation pairs. RMSE is one of the most common methods 

of verification and represents the average magnitude of forecast errors. RE is the 

total difference between forecasts and observations over the time interval divided 

by total observation, and ME is the average of differences between observations 

and forecasts over the same time interval. The ME can be used to identify the 

arithmetic average of the forecast errors, while the RE is useful to assess the 

performance of the forecasts compared with the total observations. In addition, the 

categorical scores, POD and FAR, are calculated by:   

               POD =  
H

H +  M
 ,                                                                                                        (‎3. 5) 

 

               FAR =  
H

H +  F
  ,                                                                                                         (‎3. 6) 

where H (hits) is the number of actual rain events predicted by the radar/model, M 

(misses) is the number of actual rainfall events missed by them, F (false alarm) is 

the non-observed rain predicted by the radar/model, and R is the number of correct 

non-forecast cases. Both POD and FAR have a range of 0 to 1. For POD, a perfect 

score is 1 while 0 represents the perfect forecast for FAR. 

3.3 Results  

3.3.1 Evaluation of Radar and ACCESS-A against In-situ Data 

The results of the contingency table are presented in Table 3.3. Threshold 

values of 0.1 to 5 mm/d are typically used in many studies to separate rain from 
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no-rain events. In this study, the thresholds 0.1 mm/hr and 1 mm/d were used at 

hourly and daily scales respectively. It can be seen from Table 3.3 that the POD 

and FAR have been improved for daily as compared to hourly results, especially 

for ACCESS-A. There was no significant change between ACCESS-A estimates 

with different lead times, and the average over the 4 time series is presented in the 

table. As presented in Table 3.3, 75 percent of the daily gauge rainfall is detected 

by the radar, while there is only 9 percent false rain in the daily radar data. In 

contrast, on average 90 percent of the daily gauge measurement is predicted by the 

ACCESS model, and the false alarm ratio is 32 percent. 

The Bias and RMSE for daily and hourly radar and NWP data during each 

month and the 8-month period are listed in Tables 3.4 and 3.5. The number of 

hourly data missed by the radar is 743 in 8 months (13%) with a mean of 3 missed 

hours per day and a median of 1 missed hour per day. It can be seen from Tables 

3.4 and 3.5 that there is no clear trend in monthly Bias and RMSE during the 8 

months for radar and NWP. However, most hourly and daily forecasts from 

ACCESS-A tended to have a positive bias, indicating that ACCESS typically 

overestimates the precipitation, while the radar on average underestimated the 

rainfall. These bias estimates differ from those derived from BoM verification 

studies for the period November 2009 to March 2010, with an underestimation of -

2.5 to -3.2 mm/d (BoM, 2010).  

 

 

 

 

Table ‎3.3: The POD and FAR for radar and ACCESS-A. 

 
POD  FAR 

Hourly Daily  Hourly Daily 

Radar 0.68 0.75   0.26  0.09 

ACCESS 0.62 0.90   0.74  0.32 
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The poorest results in radar data can be seen in March where the RMSE 

reached its maximum value. This can be related to the particular weather events in 

this month; the total rainfall measured by the gauge in March is 47 mm with an 

average intensity of 2 mm/h, which is high relative to other months. Similar 

conditions with intense rainfall can be seen in February and May (total rainfall 

values of 54 and 53 mm) where the errors in radar data were also relatively high. 

This suggests that radar errors increased with rainfall intensity. Additionally, the 

distribution of BoM gauges in the Yanco area for calibration of radar data is not 

uniform, with a particular bias to the south (see Figure 3.1). Therefore, radar 

calibration factors are likely not representing any special weather conditions in the 

Yanco area. Furthermore, the study gauge is located a large distance from the radar 

(more than 100 km), and it is well known that the error of radar precipitation 

measurement increases with distance (Sebastianelli et al., 2010). The results in 

Table 3.4 showed that the forecast with lead times of 1-12 hours had the largest 

bias on hourly and daily time steps. The RMSE for the forecasts with lead times of 

37-48 and 1-12 hours were larger on hourly and daily time scales respectively 

compared to the errors obtained for the two other forecasts. 

To evaluate the relative importance of the error arising from comparing a 

NWP grid against a single gauge observation, the standard deviation of the gauge 

observations from 3 adjacent stations (Y10, Y12 and Y13) was calculated and 

compared with the RMSE of the forecasts on daily and hourly time scales. The 

standard deviations, 1.12 mm/h and 3 mm/d, were a significant fraction of the 

RMSE, indicating that the gauge sampling error may be significantly contributing 

to the RMSE statistic when comparing at this scale.  
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Figure ‎3.3: Comparison of hourly cumulative rainfall between gauge and a) radar 

and b) ACCESS. 

 

The cumulative plot has been calculated in order to characterize the 

consistency of the rainfall data. Figure 3.3 illustrates the cumulative plots for 

hourly values of radar and the ACCESS 13-24 hr forecast rainfall against gauge 

data. The observed slope should be compared with the dashed line. The radar data 

had significant difference with the gauge observations in March, where the gauge 

cumulative value increased up to 98 mm as compared to only 60 mm for radar, but 

subsequently continued in a more consistent manner as compared with gauge data, 

where the plot is parallel to the dashed line. In this figure the ACCESS 13-24 hour 

forecast demonstrated a better trend in comparison with the three other forecast 

lead times (not shown here), but timing errors are quite obvious in many instances. 

Moreover, several events were forecast but were not observed. The ratio of total 

sum of gauge measurements to total rainfall estimates for radar is 1.22, while for 

ACCESS it is 0.63, 0.70, 0.67 and 0.68 for the four different forecast periods. 

The NWP model outputs used in the study have relatively coarse resolution 

(12 km), with significant errors expected from using a single gauge to estimate the 

mean hourly rainfall over the pixel. Therefore, comparison between a large area 

rainfall prediction and a single rain gauge may be significantly impacting the NWP 

statistics due to the relatively coarse resolution of the ACCESS grid. Consequently, 
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for the application of ACCESS-A data in hydrological modelling, further study of 

the forecast rainfall estimates is recommended be carried out with more 

independent rain gauges over a large experimental area. 

3.3.2 Calibration of Radar Rainfall  

For calibrating radar rain rates during the study period of January 2010 to 

December 2011, hourly accumulations were calculated for rainfall rates from four 

Yanco gauges as well as coincident radar pixels in the northern part of the radar 

coverage. New spatially uniform parameters α and β were estimated for 87 

separate events over the two year study period, using the average hourly rainfall 

for the four radar grid cells (1 km x 1 km) and the four corresponding gauges. The 

parameters were selected to yield the best power-law fit between the radar and 

gauge rainfall rates across the four gauges. The non-linear least squares method 

was used for fitting the rates to the new relationships. Before fitting, the outliers 

for each event were excluded from the fitting. The outliers for each event were 

identified as the pairs with gauge-based rain rate less than the 10th percentile of 

gauge rain rates whilst the radar-based rate was greater than the 90th percentile of 

radar rates in an event, or vice versa.  

The new parameters were applied to the entire northern domain of the radar 

coverage for each event, in order to derive calibrated radar hourly rates. The 

parameters α and β had a temporal range between 0.05 to 5.18 and 0.05 to 3.27 

respectively for the events, with no specific seasonal trend seen in the values of the 

parameters. In the study by Mapiam and Sriwongsitanon (2008), the parameter α 

was estimated to be equal to 1.868 which is consistent with the range obtained 

here, while they used a fixed exponent β (equal to 1). Figure 3.4 shows the 

cumulative rainfall for the four rain gauge locations and a scatter plot of radar 

rainfall compared with gauge observations before and after calibration. In the 

cumulative rainfall plot, created by summing the hourly rainfall rates from the 

January 2010 to December 2011, the time steps with missing gauge and/or radar 

values were removed from the calculations. The figure shows data for the full two-
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year period. The scatter plot has been shown for the four Yanco gauges used for 

radar calibration. It can be seen from the cumulative rainfall plots that the bias in 

the radar rainfall estimates was reduced by the calibration. In the scatter plot, apart 

from some points of overestimation, most of the radar rates (mainly 

underestimations) were improved, showing that the bias in the overall radar 

estimates were removed through the calibration process. The bias and RMSE 

between gauge and radar rainfall rates were decreased from -14% and 2 mm/h to 

3% and 1.7 mm/h respectively after radar calibration in four grids containing 

Yanco stations for the whole study period. 

 

 

Figure ‎3.4: Cumulative rainfall plots for radar before calibration (a) and after 

calibration (b); scatter plot for radar rainfall rates compared with gauge 

observations before and after radar calibration (c). Data is from January 2010 to 

December 2011. 

 

3.3.3 Evaluation of ACCESS-A Using Continuous Metrics 

After calibrating the radar rainfall rates, the radar hourly rainfall 

accumulations with 1 km grid spacing were aggregated to the ACCESS-A 12 km 

grid spacing (as explained in section 3.2.2) for verification of the forecast rainfall 

in the northern half of the radar domain. Based on the evaluation of the forecast 

rainfall against in-situ rainfall data in this chapter, the average RMSE and mean 

error of ACCESS-A on an hourly time step was found to be the lowest for lead 
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times of 13-24 hours among other possible lead times (1-12, 25-36 and 37-48 

hours). Therefore, the forecast data for lead times of 13 to 24 hours and from base 

times of 00:00 and 12:00 are used to produce the continuous forecast time series in 

this work. The use of 13-24 hours lead time avoids the model initialisation and 

spin-up problems in the shorter lead times as well as the forecast uncertainties that 

usually increase for the longer lead times. In order to compare the forecasts with 

gauge or radar observations, cumulative rainfall from ACCESS-A are shown 

against cumulative gauge point measurements and cumulative adjusted radar 

rainfall in Figures 3.5(a) and (b), and a scatter plot of ACCESS-A is presented 

against the radar adjusted rates in Figure 3.5(c) for the entire two-year period.  

Here, radar and ACCESS-A are both rainfall over the 12km ×12km pixels 

containing the rain gauges. From the cumulative plots, ACCESS-A mostly 

overestimated rainfall compared to the gauges and radar with the ME and RMSE 

of 12% and 1.3 mm/h respectively, when compared to the radar data. According to 

Figures 3.5(c), there is poor agreement between Radar and ACESSS with 

correlation coefficient of 0.25, which could be related to the timing errors. 

 

 

 

Figure ‎3.5: Cumulative rainfall plots for ACCESS-A compared with gauge (a) and 

calibrated radar (b); scatter plot for ACCESS-A rainfall rates compared with 

calibrated radar observations (c). Data is from January 2010 to December 2011.  
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Figure ‎3.6: Total calibrated radar observations (mm) (a); relative error (%) 

between hourly ACCESS-A and calibrated radar (b); and RMSE (mm/h) between 

hourly (c) and daily (d) ACCESS-A and calibrated Radar. Data is for 2010 (left) 

and 2011 (right).  Note that the white pixels on the top corners of the images are 

NA radar data. A consistent colour scale has been used to permit easy cross 

comparison. The horizontal and vertical axis labels are degrees of longitude and 

latitude, respectively. 

 

The total annual radar adjusted observations across all 12 km ×12 km 

ACCESS-A pixels over the northern part of the radar coverage is shown for 2010 

and 2011 in Figure 3.6(a), varying from 350 to 800 mm in 2010 and from 410 to 

940 mm in 2011 across the area. From the figures, it can be seen that there is a 

similar pattern in the annual rainfall observations over the area in 2010 and 2011. 

In these figures, there could be possible underestimation of the rainfall near the 

edge of the radar range, associated to residual bias due to the vertical profile of 

reflectivity, while radar clutter might be a reason for the decrease of the rainfall 

near the radar location in the central-lower part of the image. 

Figures 3.6(b) and (c) depict the spatial variation of annual RE (%) and 

RMSE (mm/h) for each year across all ACCESS-A pixels in the study area. The 
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RE varied between −22% to +59% in 2010 and −38% to 14% in 2011 across the 

pixels in the study area, as shown in Figure 3.6(b). It can also be seen from this 

figure that ACCESS-A performance changed across the pixels in the study area, 

and had a very different response in 2010 to that in 2011. It mainly overestimated 

rainfall in 2010 (errors are shown in blue colour), with very small relative errors in 

the middle parts (grey colour) in this year. However, it underestimated rainfall in 

most of the central parts (yellow to red colour) in 2011. Comparing Figure 3.6(a) 

with Figure 3.6(b), it is revealed that ACCESS-A overestimated the areas with low 

rainfall observations in 2010 and underestimated the areas with high rainfall 

observations in 2011, while the error was nearly zero in the areas with moderate 

rainfall. The range of RE obtained here is similar to the errors estimated by 

Shrestha et al. (2013) from March 2010 to March 2011 in the Ovens catchment in 

south-eastern Australia using gauge data alone. They showed that ACCESS-A 

overestimated precipitation in dry, low elevation areas by up to 60% and 

underestimated it in wet, high elevation areas by up to 30%. However, the study 

area here is nearly flat with an average slope between 0% and 1.8%. Therefore, 

this study shows that the error is more likely to be dependent on observed rain 

magnitude through time than on elevation, as was proposed by Shrestha et al. 

(2013). In Figure 3.6(c), RMSE was not very different between 2010 and 2011, 

varying between 1.4 to 3.7 mm/h in 2010 and 1.2 to 2.9 mm/h in 2011 across the 

pixels in the study area. The range of RMSE across the area on daily 

accumulations here agrees with the RMSE found in the study by Shrestha et al. 

(2013) with values from 6.4 to 14.6 mm/d for ACCESS-A model. 

To account for the difference in the errors through the months, the hourly 

RE, ME and RMSE were investigated separately for 3-monthly periods as shown 

in Figures 3.7-3.9, with the total radar observation across the pixels presented for 

each period in Figure 3.10. Figures 3.7 and 3.8 show that there is no consistent 

error in ACCESS-A forecasts across the study area through the 3-monthly periods. 

The variations in the errors seen between the 3-monthly periods in Figure 3.7 are 

mainly related to the dependency of the model skill on actual rainfall observations, 
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which varied considerably across the study area. This means that the model 

underestimated rainfall during the periods with heavy rain rates and overestimated 

light rainfall events. From Figure 3.7, it was also revealed that ACCESS-A 

strongly underestimated rainfall amounts in January to March 2011 due to the 

inability of the model to predict heavy rainfall events from convective storms 

during the summer. In addition, from Figures 3.7 and 3.8, it was found that the ME 

varied between -1 to 1 mm for each 3-monthly period, while the range of RE was 

very high for each period across all pixels. For example, in April to June 2010 the 

ME ranged from -0.22 to 0.87 mm across the pixels while RE varied from -32% to 

270% of total observed rainfall across the pixels. Indeed, in some periods of the 

year RE was as high as 60% across the study area with ACCESS-A 

underestimating rainfall or it was as much as 270%, with ACCESS-A 

overestimating rainfall. The RE was more than 100% in January to March and July 

to September 2010, and was more than 200% in April to June 2010 and 2011. 

Since the model overestimated low rainfall values, the RE was very high where it 

was positive. 

 

Figure ‎3.7: Relative error (%) between hourly ACCESS-A and calibrated radar 

over 3-monthly periods for 2010 and 2011. Note that the white pixels on the top 

corners of the images are NA radar data. A consistent colour scale has been used 

to permit easy cross comparison; however the maximum errors for J-F-M, A-M-J 

and J-A-S 2010 and A-M-J 2011 are off the scale in the figure, as indicated by the 

arrow. The horizontal and vertical axis labels are degrees of longitude and latitude, 

respectively. 
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Figure ‎3.8: Mean error (mm/h) between hourly ACCESS-A and calibrated radar 

over 3-monthly periods for 2010 and 2011. Note that the white pixels on the top 

corners of the images are NA radar data. A consistent colour scale has been used 

to permit easy cross comparison. The horizontal and vertical axis labels are 

degrees of longitude and latitude, respectively. 

 

 

 

Figure ‎3.9: RMSE (mm/h) between hourly ACCESS-A and calibrated radar over 

3-monthly periods for 2010 and 2011. Note that the white pixels on the top corners 

of the images are NA radar data. A consistent colour scale has been used to permit 

easy cross comparison. The horizontal and vertical axis labels are degrees of 

longitude and latitude, respectively. 

 



Chapter 3                                                                                                  
  
 

3-25 

 

 

Figure ‎3.10: Total calibrated radar rainfall (mm) over 3-month periods for 2010 

and 2011. Note that the white pixels on the top corners of the images are NA radar 

data. A consistent colour scale has been used to permit easy cross comparison. The 

horizontal and vertical axis labels are degrees of longitude and latitude, 

respectively. 

 

By comparing the RMSE in Figure 3.9 with total observed rainfall in Figure 

3.10, it is clear that RMSE was high in periods with medium to high rainfall 

observations over the periods. For example, maximum RMSE was in the periods 

October to December 2010 and January to March 2011, with total observed 

rainfall over 3-monthly period varying from 1.4 to 3.4 mm/h and 1.6 to 4.6 mm/h 

respectively. In order to investigate the extent to which the error decreases with 

accumulation periods, the RMSE was also calculated on daily accumulations with 

results shown in Figure 3.6(d) for 2010 and 2011 respectively. The daily RMSE 

ranged from 0.3 to 0.7 mm/h (7.2 to 16.8 mm/d) in 2010 and from 0.4 to 0.9 mm/h 

(9.6 to 21.6 mm/d) in 2011 across the pixels. From these results, the areal averages 

of RME were decreased by 78% and 68% for 2010 and 2011 respectively in daily 

time steps. However, the range of RMSE on the daily time scale was still high (7.2 

to 16.8 mm/d for 2010 and 9.6 to 21.6 mm/d for 2011).  

3.3.4 Evaluation of ACCESS-A Using Contingency Table 

To evaluate the importance of timing as a source of error in the forecasts, 

relative to errors in the rainfall volume and location over the entire study domain, 

the contingency table in Table 3.2 was calculated for hourly and daily 
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accumulations. This approach allowed for an approximate evaluation of forecast 

location assuming that the rain forecast object initially matches the observed 

object. To produce this table, the rain events that did not contain at least one 

observed and/or forecast pixel with more than 5 mm/d rainfall were removed, and 

thresholds of 0.1 mm/h and 1.0 mm/d were used to distinguish between rain and 

no-rain pixels for hourly and daily analysis respectively. All hourly and daily 

rainfall amounts below these thresholds were considered zero. To distinguish 

whether the forecast location was sufficiently good or not, the effective radius of 

the observed rain object and the distance between centroids of observed and 

forecast rain objects were calculated for each time steps (see section 3.2.2). The 

effective radius was estimated as the radius of a circular region having the same 

area as the observed rain area, and the centroid of observed (or forecast) rain 

object was calculated as the arithmetic mean location of all observed (or forecast) 

rain pixels in a rain map. For comparing forecast magnitude and radar rain rates, 

the categories for hourly and daily timescales defined in section 3 were used.  

The results for the contingency table are presented in Table 3.6 as a 

percentage, being the number of hours/days for each event type as defined in Table 

3.2, divided by the total hours/days (excluding no rain observations and forecasts). 

This table indicates that 53% of the hours had wrong location with fractions of 

14%, 24% and 15% for missed location, missed events and false alarms, while 

47% of the forecasts were within the correct location. However, only 13% of the 

forecasts were identified as a “hit”. The results from the contingency table showed 

that the deficiency in ACCESS-A forecast on hourly time scale is related to both 

imperfect location and wrong magnitude. The large effect of displacement error in 

forecast uncertainties obtained here is consistent with the results from Ebert et al. 

(2004), which indicated that 1-h forecasts from nowcast algorithms may have 

position errors of up to 80 km with a mean error of about 15-30 km.  

For daily accumulations, the fractions of wrong locations decreased to 6% 

for missed location, missed events and false alarms, and consequently the total 

fraction of forecasts with correct locations increased to 82%, due to reducing the 
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timing errors by using longer accumulation time. However, only 21% of these 

days were well forecast (hits), showing that a large fraction of daily rain images 

(79%) had forecasts with wrong magnitude and/or location. Velasco-Forero et al. 

(2009) have shown previously that the spatial correlation of radar rainfall fields 

could be as small as 0.3 over distances as short as 20 km. Therefore, for the study 

area here (100×250 km
2
), it is expected that forecasts with wrong location would 

have similarly low correlations with observations. The moderate improvement 

from hourly to daily accumulation indicated that the location deficiency on hourly 

scale, which was mainly related to the timing errors, was reduced on daily 

accumulations, while wrong magnitude was still the main source of errors on daily 

time scale.  Moreover, Kobold and Sušelj (2005) showed that 15% deviation in 

rainfall input into rainfall-runoff models led to 20% error in peak discharge 

predictions. Consequently the errors obtained in this study indicate that the raw 

ACCESS-A forecasts may not be sufficiently accurate to be used in hydrological 

forecasting, since a large fraction of the study area had relative errors more than 

15% (Figure 3.7). 

 

 

Table ‎3.6: Contingency table for hourly and daily rainfall over the entire area from 

January 2010 to December 2011. 

 

Hits 

(%) 

Underestimates 

(%) 

Overestimates 

(%) 

Missed- 

locations (%) 

Missed- 

events (%) 

False 

alarms (%) 

Hourly 

1

  13 25 9 14 24 15 

Daily 

2

  21 28 33 6 6 6 
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3.4 Chapter Summary 

Assessment of the forecast precipitation was required before it could be 

used as input to hydrological models. In this chapter, forecast rainfall from the 

Australian Community Climate Earth-System Simulator (ACCESS) was evaluated 

on hourly and daily timescales, using radar observations in south-eastern Australia. 

The radar observations and ACCESS-A forecasts were first evaluated against 

gauge measurements from research monitoring stations. Radar rain intensities 

were then calibrated to these gauge rainfall data at hourly time steps, located in the 

northern part of the radar coverage where no operational rain gauge data were 

available for the initial radar calibration. It was shown that the ACCESS-A model 

errors were significant and varied from -40% to +60% across the study area. The 

errors were dependent on the rainfall magnitude, and the model overestimated 

rainfall in low precipitation areas and underestimated rainfall in high rainfall areas. 

Since the cumulative rainfall observations varied across the area and through the 

year, the relative error in the forecasts varied considerably with space and time, 

such that there was no consistent bias across the study area. Moreover, further 

analysis indicated that both location and magnitude errors were the main sources 

of forecast uncertainties on hourly accumulations, while magnitude was the 

dominant error on daily time scale. Consequently, the precipitation output from 

ACCESS-A may not be useful for direct application in hydrological modelling on 

hourly or daily time scales, and significant uncertainty is expected to be transferred 

to streamflow forecast model.  
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Chapter 4  

Importance of Soil Moisture in Rainfall-

runoff Model Calibration   

 

This chapter evaluates the impact of using soil moisture observations in 

rainfall-runoff model calibration. A joint-calibration which used both in-situ soil 

wetness and streamflow observations in the parameter optimization is applied and 

compared with results from calibration to streamflow alone in two different 

lumped conceptual models, GR4H and PDM. The models are evaluated for their 

ability to accurately represent the soil moisture and its impact on the streamflow 

prediction, by comparing the simulated soil moisture with field observations from 

a research monitoring network. This assessment is aimed at the application of soil 

moisture data in improving streamflow modelling. Two subcatchments, Kyeamba 

and Adelong Creek, where the in-situ data from monitoring stations are available, 

were selected for investigation in this chapter. For each subcatchment, average in-

situ root-zone soil wetness is estimated from several stations and used for 

calibration and evaluation of the models. The work discussed in this chapter has 

been submitted to the Hydrological Processes Journal. 

4.1 Experimental Data Sets 

The flow in the Murrumbidgee catchment is highly regulated to support 

irrigated agriculture. Therefore, to simplify modelling of the effect of regulations, 

the streamflow model performance was assessed in the unregulated area located 

between the gauging stations downstream of Burrinjuck and Blowering dams and 

the township of Wagga Wagga. The work presented in this chapter focuses on two 

subcatchments within the unregulated study area: the upper Kyeamba Creek and 
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Adelong Creek subcatchments (Figure 4.1). These two subcatchments were 

selected based on the availability of streamflow and ground-based soil moisture 

observations. Several OzNet monitoring stations (http://www.oznet.org.au; Smith 

et al., 2012) are located in the Kyeamba (K1, K2, K3, K4, K5 and K7) and 

Adelong subcatchments (A1, A2, A3, A4 and A5) with soil moisture and rainfall 

observations spanning the period of interest. The OzNet monitoring stations, 

operational rain gauges and stream gauges are shown in Figure 4.1. 

 

 

 

Figure ‎4.1: Location of operational rain gauges, OzNet monitoring stations, 

stream gauges and the two focus subcatchments (Kyeamba and Adelong) in the 

Murrumbidgee catchment that are used in this study. 

 

 

 

http://www.oznet.org.au/
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The Kyeamba and Adelong Creek subcatchments are in topographically 

different locations in the mid-Murrumbidgee catchment with approximate areas of 

190 and 157 km
2
, respectively. The elevation ranges from 300 to 600 m in the 

Kyeamba area, and from 300 to 1000 m in the Adelong area. The average slopes 

in these subcatchments are about 0.67% and 1.12%, respectively. The land use in 

both areas is dominated by dryland grazing, but native forest is also present in the 

Adelong subcatchment (Green et al., 2011). Over a 10-year period from 2003-

2012, average annual rainfall was 641 mm/yr for the upper Kyeamba Creek 

subcatchment and 846 mm/yr for the Adelong Creek subcatchment, with average 

flows of 35 mm/yr (total flow of 66 × 10
6 

m
3
) and 137 mm/yr (total flow of 215 × 

10
6
 m

3
), respectively. Average values of annual potential evapotranspiration 

(PET) in the subcatchments for the corresponding period are 1430 mm/yr (P/PET 

= 0.45) and 1380 mm/yr (P/PET = 0.61), respectively. Semi-arid catchments are 

defined as having P/PET between 0.2 to 0.5 (Wheater et al., 2007), so the 

Kyeamba subcatchment can be identified to have characteristics close to semi-arid 

areas. 

At the OzNet stations, rainfall observations are available with 6 minute 

temporal resolution for six stations in the upper Kyeamba and five stations in 

Adelong Creek subcatchment. The data have been aggregated to hourly time steps 

to be used in this study. The OzNet rainfall data were not continuously available 

for all stations. Thus, an interpolation approach such as Thiessen polygons was 

not used for areal rainfall estimation of each subcatchment, because of the limited 

number of stations with available data over some periods. Therefore, after 

comparing the cumulative rainfall plots of different OzNet stations from January 

2007 to December 2010 for each subcatchment, the gauge station that had the 

smallest difference from most of the stations was selected as the most 

representative rainfall station for the subcatchment, being K7 and A4 for 

Kyeamba and Adelong respectively. In addition, the representative rain gauge 

station was selected among the gauges with long time series of rainfall data 



Importance of Soil Moisture in Rainfall-runoff Model Calibration  

4-4 

 

measured. For Kyeamba, station K1 was excluded from the analysis as the 

cumulative rainfall in this station was very different from the other K stations.  

Operational rainfall real-time data, which are used for flood forecasting, 

are also available on hourly time steps (see Figure 4.1). The operational gauges 

are sparsely located and often far away from the subcatchment of interest, while 

the OzNet rainfall data are available from multiple stations within the 

subcatchments. Therefore, it is expected that the OzNet rainfall data are more 

likely to be closer to the subcatchment true rainfall than the operational real-time 

data. Thus, the rainfall data from the most representative OzNet station during 

January 2007 to December 2010 have been used for the calibration period, as 

representing the best available data.  

Nevertheless, the OzNet rainfall data are not continuously available for all 

stations during the validation period (January 2011 to December 2012), meaning 

that OzNet rainfall data for the validation period are not as good as the data used 

during the calibration period. Therefore, the different rainfall data sets used 

include; OzNet rainfall data from 2007 to 2010 for calibration, and both OzNet 

rainfall observations from 2011 to 2012 and operational rainfall data from 2007 to 

2012 for validation of the modelling. The validation with operational data in 

2007-2010 was to understand how the difference between OzNet and operational 

rainfall data would affect the validation results in 2011-2012. In addition, there 

are no available OzNet rainfall data in the other subcatchments of the 

Murrumbidgee catchment. Hence, operational rainfall data have also been used 

here with the aim of demonstrating the impact on broader application. The OzNet 

rainfall observations from the M3 station were not used for the Muttama creek 

subcatchment as the data was missing due to the instrument breakdown during 

many months of the selected study period.  

It should be noted that there was no major streamflow in the catchment 

from 2001 to 2009 while there were significant events in 2010 and relatively mild 

events in 2011 and 2012 (see Figures 4.4 and 4.5). On the other hand, there have 
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been some events prior to 2001. However, rainfall data from the OzNet stations or 

BoM are not available or accurate enough for the period before 2001. Therefore, 

four year period of 2007 to 2010 was chosen for the calibration and the period of 

2011 to 2012 was chosen for the validation as the most appropriate periods for 

this work. For this research, the operational rainfall data have been interpolated 

into all subareas including the upper Kyeamba and Adelong subcatchments (see 

Figure 4.1) using inverse distance squared weighting approach. The data have 

been used on hourly time steps. To have an overview of the difference between 

OzNet data and the operational data, cumulative rainfall observations from OzNet 

stations are compared with cumulative operational rainfall for each subcatchment 

during 2007 to 2010 in Figure 4.2. In this figure, except for the big difference in 

the early stages in the Kyeamba data, all K stations showed good agreement with 

operational data with correlation coefficients from 0.47 to 0.5, while among A 

stations, A2 was closer to the operational data than other A stations within the 

Adelong subcatchment with correlation coefficients from 0.42 to 0.54. 

Subcatchment average soil wetness data were derived from OzNet stations 

for the application of soil moisture observations in the modelling of these two 

areas. Volumetric soil moisture data were available at either 20 or 30 minute time 

intervals for three soil layers, being 0-30, 30-60 and 60-90 cm depths. The data 

were collected by Campbell Scientific probes (CS615 or CS616) for the six K 

stations (K1, K2, K3, K4, K5 and K7) in Upper Kyeamba and the five A stations 

(A1, A2, A3, A4 and A5) in Adelong. The average volumetric soil moisture over 

an equivalent depth of soil as that used in the model was first calculated for each 

OzNet station using the data for these three depths (0-30, 30-60 and 60-90 cm), 

and then aggregated to hourly time steps to be used for soil wetness estimation for 

each station. At each time step, the arithmetic average of the soil wetness was then 

calculated over the stations for each subcatchment. The soil moisture data were 

available from stations K1, K2, K3, K4, K5 and K7 in Kyeamba and from A1, A2, 

A3, A4 and A5 in Adelong during the calibration period (2007-2010), while the 

data were missing for stations K1, K2, K5, A4 and A5 during the validation 
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period (2011-2012). Thus, the average soil wetness data were estimated using the 

data from K3, K4 and K7 for Kyeamba and A1, A2 and A3 for the Adelong 

subcatchment. Soil wetness values from the stations had quite a large range at 

each time step, so the use of a limited number of stations in calculating the 

subcatchment average soil wetness could result in some uncertainties. Hence, it is 

expected that the subcatchment average soil wetness observations during the 

validation period would have lower accuracy compared to the calibration period. 

The details of the approach used for estimation of the subcatchment 

average soil wetness are given in section 4.2. Average monthly PET data were 

derived from the gridded Australian Water Availability Project data set (AWAP; 

Raupach et al., 2009) interpolated to the study subcatchments. The real-time 

streamflow observations for the 6 year period 2007 to 2012 were obtained from 

the New South Wales office of Water (http://www.water.nsw.gov.au/realtime-

data/default.aspx) for stream gauges at the subcatchment outlets. 

 

 

Figure ‎4.2: Cumulative rainfall from OzNet stations in the Kyeamba (a) and 

Adelong (b) subcatchments compared with cumulative interpolated operational 

rainfall in the subcatchment. Comparison is for 2007 to 2010 period. 
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4.2 Descriptions of the Rainfall-runoff Models 

The continuous conceptual rainfall-runoff models used for this study 

include GR4H (Génie Rural 4 paramètres Horaire; Mathevet, 2005) and PDM 

(Probability Distributed Model; Moore, 2007). The structure of the models is 

shown in Figure 4.3. These models have been selected based on i) the available 

models in the SWIFT modelling toolkit designed for operational flood forecasting 

in Australia, ii) the aims for using soil moisture observations, and iii) availability 

of the input data required for the models. Consequently, the models  implemented 

in the SWIFT framework (Pagano et al., 2010) have been used for testing in the 

study catchment, to investigate their applicability to flood forecasting of 

Australian catchments. The two models transform rainfall and potential 

evaporation input to streamflow at the catchment outlet. In this study, the models 

were applied at hourly time steps in a lumped configuration for each 

subcatchment separately, with unique rainfall and potential evaporation over each 

subcatchment. The lumped modelling approach adopted here is suitable for the 

small- to medium-sized catchments used in this work (Blackie and Eeles, 1985).  

The GR4H model is derived from the daily GR4J model (Perrin et al., 

2003), which is a lumped unit hydrograph model , being an evolution of the Génie 

Rural 3 paramètres Journalier (GR3J) model originally proposed by Edijatno and 

Michel (1989) and then improved by Nascimento (1995) and Edijatno et al. 

(1999). The GR4H structure is similar to GR4J, but with several adjustments to 

make the model more efficient at time steps shorter than one day (Bennett et al., 

2014). GR4H consists of a production SMA store and a routing store. The model 

has four parameters: the maximum capacity of production store, a groundwater 

exchange coefficient, the maximum capacity of routing store, and the time base of 

the unit hydrograph (see Figure 4.3(a)). The rainfall (P) and Potential Evaporation 

(PE) are subtracted after interception to estimate the net rainfall (Pn) or 

evapotranspiration (En). In Figure 4.3(a), if P >= E; then Pn = P-E and En = 0, 

otherwise Pn = 0 and En = E-P. In the case that Pn is not zero, the infiltration to the 

production store (Ps) is defined by a function of level S in the production store by: 
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               Ps =  
x1(1 − (

S
x1

)2) tanh (
Pn
x1

)

1 +
S
x1

tanh (
Pn
x1

)
                                                                                 (‎4. 1) 

where x1 (mm) is the maximum capacity of the SMA store. When En is not zero, 

the actual evaporation rate (Es) is calculated by a function of the level in the 

production store given by: 

              Es =  
S (2 −

S
x1

) tanh (
En
x1

)

1 + (1 −
S
x1

) tanh (
En
x1

)
                                                                                    (‎4. 2) 

Pn is divided to direct runoff and infiltration into the production SMA store 

(Ps). The percolation leakage (Perc) from the production store is then calculated as 

a power function of the reservoir content by: 

             Perc = S {1 − [1 + (
4

9

S

x1
)4]

−1
4⁄

}                                                                             (‎4. 3) 

Total runoff (Pr) is the sum of the direct runoff and the percolation leakage 

from the production store. Two unit hydrographs are used to simulate the time lag 

between rainfall and the streamflow. Ninety percent of total runoff is routed by 

the unit hydrograph UH1 and then a non-linear routing store, while 10% of the 

runoff is routed by the second unit hydrograph (UH2). A function F is applied to 

both flow components to represent groundwater exchanges calculated as: 

              F =  x2(
R

x3
)

7
2⁄                                                                                                                (‎4. 4) 

where R is the level in the routing store, x3 is the maximum routing store capacity 

and x2 is the groundwater exchange coefficient. Table 4.1 summarises the 

parameters for GR4H and their optimised values used in this research. 

Perrin et al. (2003) tested the GR4J model in 429 river basins with climates 

ranging from semi-arid to temperate and tropical humid, and showed that the 

results of the model were satisfactory compared to other models of the same type, 

such as IHACRES, HBV, SMAR and TOPMODEL. In addition, based on the 

study by Vaze et al. (2010), GR4J had similar or better performance compared to 
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other models (SACRAMENTO, IHACRES, SimHYDE, AWBM and SMARG) in 

232 catchments in south-eastern Australia. 

The PDM model has eight parameters and partitions the rainfall into direct 

runoff, soil moisture storage (S1) and groundwater recharge as shown in Figure 

4.3. The model assumes that different points in the catchment have a different 

storage capacity, with spatial variation of the capacity over the catchment 

described by a probability distribution. In this research, a Pareto distribution, 

which is the most widely used distribution in practice, has been used with the 

probability density function f(c) and the cumulative distribution function Fpdm(c) 

given by: 

f(c) = 
b

cmax−cmin
(

cmax − c

cmax − cmin
)

b−1
,                                                                     (‎4.5) 

Fpdm(c) = 1 − (
cmax −c

cmax− cmin
)

b
 ,                          (‎4.6) 

where c is the storage capacity, cmin and cmax are the minimum and maximum soil 

moisture storage capacities (mm), and b is the exponent of the Pareto distribution 

controlling the degree of spatial variability of storage capacity. The effective 

rainfall is equal to the soil moisture excess calculated at each time step and a 

function is used to relate the relative saturation of the catchment to the ratio of 

actual to potential evaporation ( 
Ei

′

Ei
 ) as:     

             
Ei

′

Ei
= 1 − {

(Smax − S(t))

Smax
}

be

                                                                                      (‎4. 7) 

where Smax is mean storage capacity and S(t) is the total water in storage over the 

basin. The PDM model used here employs a cascade of two linear reservoirs (S21 

and S22), with time constant k1 and k2, to route surface storage flow (qs) as: 

             qs,t = −δ1qs,t−1 − δ2qs,t−2 + ω0ut + ω1ut−1                                                      (‎4. 8) 

with 
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  δ1 =  −(δ1
∗ + δ2

∗ ),  δ2 = δ1
∗  δ2 

∗ ,  δ1
∗ = exp(−∆t/k1),   δ2

∗ = exp(−∆t/k2) 

            ω0 =  
k1(δ1

∗ − 1) − k2(δ2
∗ − 1)

k2 − k1
,       k1  ≠  k2 

            ω1 =  
k2(δ2

∗ − 1)δ1
∗ − k1(δ1

∗ − 1)δ2
∗

k2 − k1
,       k1  ≠  k2 

            ω0 = 1 − (1 + ∆t
k1

⁄ ) δ1 
∗ ,          k1 =  k2 

            ω1 = (δ1
∗ − 1 + ∆t

k1
⁄ ) δ1 

∗ ,          k1 =  k2 . 

 

  A standard groundwater recharge function linearly relates the rate of the 

drainage (di) to the basin soil moisture content as: 

                 di = kg
−1(S(t) −  St)bg                                                                                              (‎4. 9) 

where kg is the recharge time constant, bg is the exponent of recharge function 

and St is the soil tension storage capacity below which there is no drainage. A 

nonlinear storage (S3) is used to route subsurface flow (qb) with the rate of 

outflow proportional to some power, m, of the volume of water held in the 

storage per unit area as: 

    q𝑏 = k Sm , k > 0, m > 0                                                                                    (‎4. 10)  

where k is the storage rate coefficient and m is the store exponent. A cubic 

form (m=3) is used here and an approximate recursive solution using a method 

by Smith (1977) gives the following equation for the storage: 

                 S(t + ∆t) = S(t) −
1

3kS2(t)
 {exp(−3kS2(t)∆t) − 1} (u − kS3(t))           (‎4. 11) 

  The parameterisation kb = k
-1

 with unit h mm
m-1

 is used. The model 

outflow is formed from the surface runoff and subsurface flow. The summary 
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of the parameters for the PDM model and the optimised values of them are 

presented in Table 4.1. This model has been widely used both for operational 

and design flow predictions purposes in the UK and Belgium (Moore, 1999; 

Cabus, 2008; Pechlivanidis et al., 2010). 

 

 

 

Figure ‎4.3: The structure of GR4H (a) and PDM (b) models. 
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4.3 Methods 

4.3.1 Calibration and Validation of Models 

The hydrological models were first calibrated to streamflow observations 

at the Kyeamba and Adelong subcatchment outlets using hourly data for the 

period 2007-2010. The models were also calibrated jointly to streamflow and soil 

moisture observations as a joint-calibration in both subcatchments, to additionally 

achieve the best match between observed and modelled soil wetness. The Shuffled 

Complex Evolution algorithm (SCE; Duan et al., 1994) was used to automatically 

calibrate the parameters by minimizing an objective function. The adopted 

objective function for calibrating to streamflow only (FSF) is the mean squared 

error (MSE) of simulated streamflow:  

FSF= 
1

n
∑ (Q

obs,i
 - Q

sim,i
)
2n

i=1  ,            (‎4.12) 

where Q
obs,i

 and Q
sim,i

 are the observed and simulated streamflow respectively at 

the i
th

 time step, and n is the number of time steps available for calibration. This 

objective function has been adopted because it is sensitive to error in high flows, 

which are more important for flood modelling than low flows. 

The objective function adopted to calibrate the model jointly to streamflow 

and soil moisture observations ( Fjoint)  is also based on the average sum of 

squared errors:     

 Fjoint =
1

2
( 

1

n
∑ (Qobs,i−Qsim,i)

2n
i=1

1

n
∑ (Qobs,i−Q̅obs)

2n
i=1

 + 
1

n
∑ (SWobs,i−SWsim,i)

2n
i=1

1

n
∑ (SWobs,i−SW̅̅ ̅̅ ̅obs)

2n
i=1

 )  ,                ( 4.13) 

where SWobs,i  and SWsim,i  are the observed and simulated soil wetness 

respectively at the i
th

 time step, and Q̅obs  and  SW̅̅ ̅̅
obs  are the average of 

streamflow and soil wetness observations respectively over the entire calibration 

period (see next section for soil wetness estimations). To allow for scale 

differences between the streamflow and soil moisture simulation errors, the sum 
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of square errors for each component are normalised by the variance of the 

corresponding observations. 

The model performance for streamflow modelling in the calibration and 

validation periods is assessed using the Nash-Sutcliffe Efficiency (NSE; Nash and 

Sutcliffe, 1970) coefficient based on observed and simulated streamflow as:  

NSE = 1 −
∑ (Qobs,i−Qsim,i)

2n
i=1

∑ (Qobs,i−Q̅obs,i)
2n

i=1

  ,                                      (‎4.14) 

where NSE ranges from −∞ to 1. An efficiency of 1 represents a perfect match of 

simulated flow to the observed data. 

4.3.2 Estimation of Observed and Modelled Soil Wetness 

Modelled soil wetness at each time step has been estimated from the 

conceptual soil water store of the model using:  

 SWsim,i(%) =
SMsim,i (mm)

Cmax(mm)
×100  ,                   (‎4.15) 

where SMsim,i is the simulated soil moisture at the i
th

 time step and Cmax is the 

maximum soil water content of the model, being the maximum capacity of the 

production store in GR4H model or the average capacity of soil moisture storage 

over the catchment in PDM. Equation (4.15) is based on the assumption that the 

model soil water content will reach to the maximum storage capacity at least once 

during the six year study period. This means that it is assumed that Cmax represents 

the actual upper bound of the soil moisture content. The observed soil wetness 

used in this study is the average of OzNet soil wetness over the monitoring 

stations for each subcatchment, where the soil wetness for each station has been 

calculated as: 

 SWobs,i(%) =
θi - θmin

θmax- θmin
×100  ,                      (‎4.16)                    
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Here θi is the average volumetric soil moisture (m
3
/m

3
) at the i

th
 time step, 

and θmin and θmax are the minimum and maximum of the volumetric soil moisture 

(m
3
/m

3
) at each OzNet station for an equivalent soil depth, as implied by the size 

of the conceptual soil water store in the model defined by: 

Equivalent Depth= 
Cmax

Soil Porosity
  .          (‎4.17)   

Equation (4.16) effectively scales the soil moisture observation at each 

time step to a value between 0 and 100, representing the degree of saturation of a 

soil column with equivalent soil depth. Volumetric soil moisture data (θ) were 

available over the soil layers 0-30, 30-60 and 60-90 cm for each of the six K 

stations in the Upper Kyeamba subcatchment, and the five A stations in the 

Adelong subcatchment (shown in Figure 4.1). The average of the volumetric soil 

moisture over the equivalent depth of the soil has been calculated for each station 

using the available data for these three different depths. The θmin and θmax have 

been obtained from six years of soil moisture record (2007-2012) for each station 

separately, taking into account the variation of soil moisture over the catchment 

during this long period. The average of the soil wetness was then calculated over 

different stations for each of the subcatchments. Since all stations were not 

operating continuously for 2011-2012, the average soil wetness was taken from 

only 2 or 3 stations rather than all stations within the subcatchment in these 

instances.  

After calibration of the models, the model soil wetness was assessed 

against soil wetness observations using the same soil wetness observations for the 

calibration and validation periods. The difference between observed and modelled 

soil wetness is presented as the root mean square error (RMSE) and mean error 

(ME) for calibration and validation periods. The mean error is the average of 

differences over the calibration or validation period. This comparison gives a view 

of the accuracy of the models in estimation of the antecedent soil moisture prior to 

a runoff event. 
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4.4 Results 

4.4.1 Evaluation of Streamflow Predictions 

A warm-up period during which the state variable of the model evolves from 0 

(default value) to an appropriate value is used for the calibration to avoid the 

effect of initialisation on the calibration results. After calibration, the initial state 

value at the end of the simulation during calibration period is used as the model 

initialisation for the validation. The optimized values for the parameters of the 

GR4H and PDM models are presented in Tables 4.1. In order to contextualise the 

modelling results, the observed rainfall, observed and simulated streamflow, and 

the NSE scores for the calibration and validation periods of the two models for the 

Kyeamba and Adelong subcatchments are illustrated in Figures 4.4 and 4.5, 

respectively. In these figures, the results for calibration to only streamflow (SF-

calibration) (Figures 4.4(a), 4.4(b), 4.5(a) and 4.5(b)) are compared with the 

results for calibration to both streamflow and soil moisture (joint-calibration) 

(Figures 4.4(c), 4.4(d), 4.5(c) and 4.5(d)). The validation results in these figures 

are from operational rainfall data. Table 4.2 presents in more detail the NSE 

scores for calibration in 2007 to 2010 (Cal.), validation using OzNet rainfall data 

in 2011 to 2012 (Val.1), operational rainfall data in 2007 to 2010 (Val.2), and 

2011 to 2012 (Val.3). In this table, the RMSE between observed and simulated 

soil wetness is also presented in the second column for calibration and validation 

(Val.3).  

It is clear from Table 4.2 that calibration NSE of PDM is better than GR4H 

for both calibration schemes in both study subcatchments, but the validation skill 

score for GR4H is mostly better than PDM for both subcatchments. There are big 

differences between the NSE scores in calibration and validation with operational 

rainfall data (Val.2) due to the lower spatial resolution of the operational rain 

gauges compared to the OzNet stations. However, there was no significant 

difference between the validation skill scores when using OzNet and operational 

rainfall data in 2011-2012 (Val.1 and Val.3) for the Kyeamba subcatchment, and 
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the scores for Val.3 were even better than Val.1 for the Adelong subcatchment. 

Because the same validation scores were achieved from OzNet and operational 

rainfall data in 2011-2012 for Kyeamba (Val.1 and Val.3) and better skill obtained 

in validation from operational data for the Adelong area (Val.3), it is assumed that 

use of operational rainfall data with low spatial resolution should not adversely 

affect the modelling results. Thus, in the following the results from using 

operational rainfall data (Val.3) will be focused for both subcatchments for the 

validation period.  

After joint-calibration in the Kyeamba area, the NSE scores of the GR4H 

models in both calibration and validation (Val.3) decreased, from 0.71 to 0.68 and 

from 0.63 to 0.58 respectively. In this subcatchment, the PDM model skill during 

the calibration period did not change (0.75 for both calibration schemes), while it 

showed slightly increased skill scores in the validation (Val.3), increasing from 

0.59 to 0.61. In the Adelong subcatchment, the skill score during the calibration 

decreased slightly, from 0.80 to 0.79 in GR4H and from 0.83 to 0.81 in PDM, 

while the Val.3 score increased slightly (from 0.80 to 0.83) for GR4H and 

significantly (from 0.2 to 0.35) for PDM after joint-calibration. Therefore, a small 

degradation was seen in the calibration scores when using soil moisture in 

addition to streamflow, but apart from GR4H in the upper Kyeamba 

subcatchment, the validation scores improved after joint-calibration, especially in 

cases with very low skill (e.g., PDM for the Adelong subcatchment). This result 

indicates that overall the soil moisture constraint in the calibration procedure has 

improved the model skill in streamflow prediction over the whole validation 

period. In addition, the results showed that although the PDM model with more 

parameters had better SF prediction skill in both calibration methods, the model 

was outperformed in the validation period by the GR4H model in most cases, 

despite it having a simple structure and fewer parameters. It is also shown that 

despite the semi-arid characteristics of the Kyeamba area, the performance of both 

models was acceptable in this catchment with calibration and validation NSE 

scores mostly greater than 0.60. 
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Table ‎4.1: The optimised parameters for GR4H and PDM models for 

calibration to streamflow (SF-cali) and joint-calibration with normalised soil 

moisture (Joint-cali) or CDF-matched soil moisture in the Kyeamba and 

Adelong catchments. 

Parameter Description 
Kyeamba  Adelong 

SF-cali Joint-cali  SF-cali Joint-cali 

GR4H       

x1 (mm) Maximum production store capacity 286.0 193.9  108.3 167.0 

x2 (mm) Groundwater exchange coefficient -0.6 -3.0  -3.17 -1.99 

x3 (mm) Maximum routing store capacity 6.27 7.29  18.59 16.15 

x4 (h) Time base of unit hydrograph UH1 3.55 3.6  4.97 5.0 

PDM       

cmax (mm) Maximum storage capacity 245.0 247.4  358.6 309.9 

b (-) 
Exponent of Pareto distribution for 

spatial variability of store capacity 
0.13 0.15  0.27 0.11 

be (-) 
Exponent in actual evaporation 

function 
1.97 1.74  5.83 1.38 

bg (-) Exponent of recharge function 3.28 2.76  3.72 1.90 

kb (h mm
2
) Baseflow time constant 1180.8 1999.9  3000.0 2999.8 

kg (h mm
bg-1)

 Groundwater recharge time constant 7318 59991.1  69999.6 48173.2 

cminrat (-) The ratio of Cmin to Cmax 0.07 0.12  0.56 0.45 

Stratio (-) 

 

The ratio of soil tension storage 

capacity to Cmax 
0.83 0.72  0.81 0.59 

k1 (h) 
Time constant of cascade of linear 

reservoirs 
1.0 1.0  3.14 2.71 

k2 (h) 
Time constant of cascade of linear 

reservoirs 
2.84 3.01  1.0 1.0 
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Figure ‎4.4: Observed OzNet (calibration period) and operational (validation 

period) rainfall, and observed and simulated streamflow for calibration to 

streamflow from GR4H (a) and PDM (b), and calibration to both streamflow and 

soil moisture from GR4H (c) and PDM (d), for the upper Kyeamba subcatchment. 
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Figure ‎4.5: Same as Figure 4.4 but for the Adelong Creek subcatchment. 

 

 

 



Importance of Soil Moisture in Rainfall-runoff Model Calibration  

4-20 

 

 

 

T
ab

le
 4

.2
: 

N
S

E
 s

co
re

s 
o
f 

st
re

am
fl

o
w

 m
o
d
el

li
n

g
 a

n
d
 R

M
S

E
 (

%
) 

b
et

w
ee

n
 o

b
se

rv
ed

 a
n
d
 p

re
d
ic

te
d
 s

o
il

 w
et

n
es

s 
fr

o
m

 

ca
li

b
ra

ti
o
n
 t

o
 s

tr
ea

m
fl

o
w

 a
lo

n
e 

(S
F

-c
al

.)
, 

an
d
 c

al
ib

ra
ti

o
n
 t

o
 b

o
th

 s
tr

ea
m

fl
o
w

 a
n
d
 s

o
il

 m
o
is

tu
re

 (
Jo

in
t-

ca
l.

) 
in

 t
h
e 

K
y
ea

m
b
a 

(K
) 

an
d
 A

d
el

o
n
g
 (

A
) 

su
b

ca
tc

h
m

en
ts

 f
o

r 
th

e 
G

R
4
H

 a
n
d
 P

D
M

 m
o
d
el

s.
 T

h
e 

N
S

E
 s

co
re

s 
ar

e 
sh

o
w

n
 f

o
r 

ca
li

b
ra

ti
o
n
 w

it
h
 O

zN
et

 r
ai

n
fa

ll
 (

2
0
0
7

-2
0
1
0
, 

C
al

.)
, 

v
al

id
at

io
n
 w

it
h
 O

zN
et

 r
ai

n
fa

ll
 (

2
0
1
1

-2
0
1
2
, 

V
al

.1
,)

, 
v
al

id
at

io
n
 

w
it

h
 o

p
er

at
io

n
al

 r
ai

n
fa

ll
 (

2
0
0
7

-2
0
1
0
, 

V
al

.2
 a

n
d
 2

0
1
1

-2
0
1
2
, 

V
al

.3
);

 t
h
e 

R
M

S
E

 r
es

u
lt

s 
ar

e 
sh

o
w

n
 f

o
r 

C
al

. 
an

d
 V

al
.3

 

in
 t

h
e 

ri
g
h
t 

h
an

d
 c

o
lu

m
n

. 

S
u

b
. 

C
at

ch
 

M
o

d
el

 
 

S
F

-c
al

. 
Jo

in
t-

ca
l.

 

C
al

. 
V

al
.1

 
V

al
.2

 
V

al
.3

 
 

C
al

. 
V

al
.1

 
V

al
.2

 
V

al
.3

 

K
 

G
R

4
H

 
 

0
.7

1
 

9
.7

 
0
.6

3
 

0
.5

1
 

0
.6

3
 

1
0
.6

 
 

0
.6

8
 

9
.6

 
0

.5
8
 

0
.4

6
 

0
.5

8
 

1
1

.4
 

P
D

M
 

 
0

.7
5
 

1
0
.1

 
0
.5

9
 

0
.3

9
 

0
.5

9
 

1
1
.4

 
 

0
.7

5
 

9
.5

 
0

.6
1
 

0
.3

9
 

0
.6

1
 

1
0

.3
 

A
 

G
R

4
H

 
 

0
.8

0
 

2
0
.7

 
0
.7

0
 

0
.5

9
 

0
.8

0
 

1
8
.4

 
 

0
.7

9
 

1
7

.9
 

0
.6

6
 

0
.5

7
 

0
.8

3
 

1
5

.3
 

P
D

M
 

 
0

.8
3
 

2
6
.6

 
0
.1

0
 

0
.4

2
 

0
.2

0
 

2
2
.4

 
 

0
.8

1
 

1
1

.9
 

0
.1

7
 

0
.3

8
 

0
.3

5
 

1
6

.3
 

 

 



Chapter 4                                                                                                  
  
 

4-21 

 

The degradation in the calibration and validation skills of the GR4H model 

for the Kyeamba subcatchment, and also the degradation in skills of both models 

for the calibration in the Adelong subcatchment after joint-calibration, should be 

investigated in more detail for specific events to see how the performance of the 

models changed after joint-calibration. Significant improvements in streamflow 

prediction were seen in PDM after joint-calibration in the Adelong area, as 

compared to calibration to streamflow alone. While significant improvement was 

not achieved in the streamflow predictions after joint-calibration of the GR4H 

model in both subcatchments and the PDM model in the Kyeamba subcatchment, 

the model maximum soil store capacity has been changed dramatically in GR4H 

and slightly in PDM in both study areas compared to SF-calibration alone (see 

Table 4.1). The change in this parameter shows that with small change in the 

calibration skill, the joint-calibration has adjusted the soil moisture parameter in a 

way which is more consistent with soil moisture observations.  

4.4.2 Evaluation of Modelled Soil Wetness  

Figures 4.6 and 4.7 depict soil wetness estimation in the models, evaluated 

against the average of the soil wetness observations from OzNet stations during 

the calibration period for the Kyeamba and Adelong subcatchments respectively. 

Similar plots in Figures 4.8 and 4.9 illustrate how the soil water content was 

simulated for the validation period from 2011 to 2012 (Val.3). In these figures, 

RMSE and ME between soil wetness observations and model soil wetness 

estimations have been shown after using the parameters from SF-calibration and 

joint-calibration. The comparison allows for investigation of the difference in the 

soil moisture simulation before and after joint-calibration in the models.  

The models performed differently in soil wetness estimation over the 

catchments, and this different performance of the models can be associated to the 

structure of the models and the hydrological processes they use for soil moisture 

estimation. The PDM model saturated at some points, meaning that the catchment 

average soil moisture storage was saturated during some periods. However, in 
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GR4H, for both catchments, the model total saturation was not achieved in either 

the calibration or validation period, with the maximum water level in the storages 

for SF-calibration and joint-calibration being 204 and 161 mm in Kyeamba and 

105 and 154 mmm in Adelong respectively. Therefore, to be consistent with the 

observations, which were scaled to 0 to 100, the simulated soil wetness shown in 

Figures 4.6(a), 4.7(a), 4.8(a) and 4.9(a) for the GR4H has been calculated by 

scaling the modelled soil water level to a value between 0 and 100 using the 

maximum and minimum values of modelled soil water storage obtained from the 

entire six year study period. It should also be mentioned that because the observed 

subcatchment soil wetness was the average of stations, the maximum soil wetness 

result shown is a value that is slightly smaller than 100%. Likewise, the minimum 

soil wetness did not reach zero as the minimum saturation did not occur at the 

same time for all stations in the subcatchment. For joint-calibration, the models 

were initialised with the soil wetness observations at the beginning of the 

calibration as shown in Figures 4.6 and 4.7, but the results indicated that the 

initialisation had no impact on the model skill during the following time intervals.  

As seen in Figures 4.6 and 4.7, the RMSE and ME mostly decreased after 

joint-calibration, when compared to SF-calibration alone, but there were still 

differences between the simulations and observations. In these figures, it is clear 

that the variation of soil wetness observations through time have been simulated 

correctly by the models in both subcatchments. However, apart from some 

periods, the models mostly underestimated the soil moisture and could not reach 

the high value of saturation during the wet periods. Moreover, Figures 4.6(a) and 

(b) show that both models underestimated soil wetness in both calibration 

approaches in Kyeamba with approximately the same RMSE, 9.7% and 9.6% in 

GR4H and 10.1% and 9.5% in PDM for SF-calibration and joint-calibration 

respectively. The ME increased from -0.4% to -4.4% in GR4H after joint-

calibration while the error decreased from -3.1% to -1.3% in PDM.  

Figures 4.7(a) and (b) show that in the Adelong area, apart from some periods 

in 2010, both models underestimated soil moisture for SF-calibration with a much 
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higher RMSE and ME seen in the PDM model (26.6% and -22.2% respectively) 

compared to RMSE (20.7%) and ME (-15%) for GR4H. However, after joint-

calibration, the errors in PDM declined significantly, to 11.9% (RMSE) and -3.8% 

(ME), which were much lower than the RMSE and ME for GR4H (17.9% and -

13.5% respectively). This improvement in the modelled soil wetness is clear in 

Figure 4.7(b). From the results in Figures 4.6 and 4.7, it is seen that there is only a 

small change in the soil moisture simulations after joint-calibration where the 

model already had relatively good performance in the streamflow modelling (e.g., 

GR4H model in both catchments and PDM model in the Kyeamba area). 

However, in the Adelong subcatchment, the errors between the modelled and 

observed soil wetness improved significantly in the PDM model, which had the 

worst skill in streamflow and soil wetness estimations in SF-calibration. 

In Figures 4.8 and 4.9, there were no significant changes in RMSE errors 

in the soil moisture simulations compared to the observations after joint-

calibration for Kyeamba (10.6% and 11.4% in GR4H and 11.4% and 10.3% in 

PDM), while the error improved from 18.4% and 22.4% to 15.3% and 16.3% in 

GR4H and PDM for the Adelong subcatchment. The ME increased slightly in 

GR4H from 2.2% to -4.8% while it decreased slightly from -1.4% to 0.3% in 

PDM in the Kyeamba subcatchment. In the Adelong area, ME improved from -

11.1% to -7.2% in GR4H after joint-calibration. However, ME degraded from -4.2 

to 11.8% in PDM after the joint-calibration. Moreover, it is clear from Figures 

4.8(a) and (b) that in Kyeamba there is no significant change in the soil wetness 

simulations after joint-calibration in both models, with better soil moisture 

simulations seen in the GR4H after joint-calibration. According to soil wetness 

estimations presented in Figures 4.6 to 4.9, it was shown that the errors between 

observed and predicted soil wetness were reduced or did not change significantly 

in most cases, except for the mean error obtained for PDM in the Adelong 

subcatchment during the validation period. This indicates that the joint-calibration 

has improved modelled soil wetness in a way which is more consistent with 

observations. Indeed, the simulation with the parameters obtained from joint-
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calibration is much more consistent with the real condition in the catchment in 

terms of the soil water storage. 

From the Figure 4.9(a), there was no significant change in the Adelong 

catchment in the soil moisture simulations for GR4H. However, PDM showed 

some improvements in soil moisture simulation in mid-2011, but the huge 

differences in early 2012 were not reduced after joint-calibration. It should be 

highlighted here that, as explained in section 5.1, there were less continuous data 

available from the OzNet stations during the validation period. The use of a 

limited number of stations in calculating the subcatchment average soil wetness 

would result in greater uncertainties during the validation period compared to the 

calibration period. Therefore, the difference between soil wetness observations 

and simulations being higher in the validation than the calibration period is no 

surprise. The GR4H and PDM models were also jointly calibrated to stream flow 

and OzNet soil moisture observations when the OzNet observations have been 

rescaled to the model soil water content using CDF-matching approach. This 

allows for evaluation of the effect of CDF-matching rescaling approach on the 

joint-calibration. The results of the joint-calibration after CDF-matching soil 

moisture observation to model predictions are presented in Appendix A1. These 

results showed that the use of CDF-matched observations in joint-calibration did 

not add any enhancement to the calibration results as compared to the joint-

calibration results presented in this chapter.  
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Figure ‎4.6: Observed and simulated soil wetness for GR4H (a) and PDM (b) for 

the calibration period in the upper Kyeamba subcatchment; Calibration is to 

streamflow alone (SF-cali) and to streamflow and soil moisture jointly (Joint-

cali). OzNet rainfall data are used for the calibration. 

 

  

 

Figure ‎4.7: Same as Figure 4.6 but for the Adelong Creek subcatchment. 
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Figure ‎4.8: Observed and simulated soil wetness for GR4H (a) and PDM (b) for 

the validation period in the upper Kyeamba subcatchment; Calibration is to 

streamflow alone (SF-cali) and to streamflow and soil moisture jointly (Joint-cali). 

Operational rainfall data are used for the validation. 

Figure ‎4.9: Same as Figure 4.8 but for the Adelong Creek subcatchment. 
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It is important to recognise that possible uncertainties in the observational 

data, including streamflow, rainfall and soil moisture observations, will have an 

influence on the modelling skill scores and the errors in the calibration and 

validation period. While the joint-calibration scheme buffers the uncertainties in 

the rainfall and streamflow observations in the calibration, this could also bring 

some other uncertainties into the modelling due to errors in the soil wetness 

observation estimations. For example, the average of the volumetric soil moisture 

has been calculated over the equivalent depth, as implied by the size of the soil 

water store in the model. The value of the equivalent depth was estimated based 

an approximate soil porosity value assumed to be 0.4 for the study subcatchments, 

based on Australian Soil Resource Information System 

(http://www.asris.csiro.au/themes/Atlas.html). Furthermore, some investigations 

on the accuracy of the soil moisture observations from the field measurements are 

required for application of this calibration method as the estimated soil wetness 

observation is very sensitive to the changes in the volumetric soil moisture data. 

4.4.3 Event-based Evaluation of Streamflow  

There were some big runoff events in 2010 and 2012 in the Murrumbidgee 

catchment resulting in floods. Here, the focus is on the streamflow and soil 

moisture predictions in the two focus subcatchments during these periods. To 

evaluate the model streamflow and soil moisture prediction skill, Figure 4.10 

compares observed flow and soil wetness in Kyeamba subcatchment with 

simulated flow and soil wetness using parameters from SF-calibration and joint-

calibration for the two events, October 2010 (calibration) and March 2012 

(validation). The same plots are presented in Figure 4.11 for the Adelong 

subcatchment. In Figures 4.10(a) and (c), there were small differences in 

streamflow simulation in October 2010 (calibration) between SF-calibration and 

joint-calibration for the Kyeamba area. However, in March 2012 (validation), the 

magnitude of the peak flows between the two calibration approaches was not very 

different in GR4H, but was slightly improved in PDM for the second flow in this 

http://www.asris.csiro.au/themes/Atlas.html


Importance of Soil Moisture in Rainfall-runoff Model Calibration  

4-28 

 

subcatchment. In these figures, both models had poor performance in terms of the 

peak value, shape and timing of the flow for the event in 2012. GR4H had better 

shape in flow for the second flow but with a bigger timing error than PDM. 

Therefore, despite the small degradations from GR4H in Cal.1 and Val.3 scores in 

Table 4.2, the performance of GR4H did not change significantly after joint-

calibration. 

 

 

 

Figure ‎4.10: Comparison of observed and simulated streamflow and soil wetness 

from GR4H (a and b) and PDM (c and d) models for a calibration event (left) 

using OzNet rainfall data, and a validation event (right) using operational rainfall 

data, after calibration to only streamflow (SF-cali) and calibration to both 

streamflow and soil moisture (Joint-cali) in the upper Kyeamba Creek catchment. 
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Figure ‎4.11: Same as Figure 4.10 but for the Adelong Creek catchment. 

 

 

Figures 4.11(a) and (c) show that there are some small degradations in 

flow simulations in October 2010 in the Adelong area for both models after joint-

calibration compared to SF-calibration alone. In March 2012, GR4H 

underestimated the first flow after joint-calibration, while it was well predicted 

using parameters from SF-calibration. However, there was no change in the 

second flow prediction. PDM strongly underestimated both events in 2012 for SF-

calibration, while it performed slightly better in the first event and overestimated 

the second event. As shown in Figures 4.10(d) and 4.11(d), PDM showed 100% 

saturation for both calibration approaches in Kyeamba and for joint-calibration in 

the Adelong area. GR4H did not reach 100% saturation for joint-calibration in 
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Kyeamba and for both calibration schemes in the Adelong area in October 2010, 

as seen in Figures 4.10(b) and 4.11(b). From the event-based evaluation shown in 

Figures 4.10 and 4.11, it was found that PDM had better performance than GR4H 

in the calibration period, while it did not outperform GR4H in the validation. 

 

4.5 Chapter Summary 

This chapter evaluated streamflow modelling results from the GR4H and 

PDM hydrological models in two Australian subcatchments, using calibration to 

streamflow and joint-calibration to streamflow and soil moisture observations. 

Soil moisture storage in the models has been evaluated against soil moisture 

observations from field measurements. Results from the calibration and validation 

indicated that the GR4H and PDM models had a different streamflow and soil 

moisture simulation performance in the same study subcatchments depending on 

the event and calibration approach. The PDM model had the best performance in 

terms of both streamflow and soil moisture estimations during the calibration 

period, but was outperformed by the GR4H model during the validation period. It 

was also shown that the soil moisture estimation was improved significantly by 

joint-calibration to streamflow and soil moisture for the case where streamflow 

and soil moisture estimations were poor. In other cases, addition of the soil 

moisture constraint did not degrade the results. 
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Chapter 5  

Satellite-based Soil Moisture Impact on 

Streamflow Prediction 

 

This chapter demonstrates the impact of remotely sensed soil moisture 

observations on streamflow prediction in two rainfall-runoff models, GR4H and 

PDM, when soil moisture state in the models is updated through a nudging 

approach. Several subcatchments in the study area are calibrated using streamflow 

observations alone, while two of the subcatchments have been jointly calibrated to 

streamflow and soil moisture observations in Chapter 4. Based on the model joint 

calibration to streamflow and soil moisture, the model predictions are further 

constrained with root-zone soil moisture observations by a nudging approach, and 

evaluated in terms of improved soil moisture and streamflow prediction skill. 

Since the satellite measurements only give an estimate of soil moisture for the 

near-surface layer, root-zone satellite soil moisture are estimated for one example 

subcatchment, Kyeamba Creek, using CDF-matching, and two filtering methods 

(exponential filtering and moving average) and benchmarked against in-situ data. 

The best approach for estimating root-zone satellite soil moisture is then used for 

the entire study site. For comparison, the models are also constrained with root-

zone in-situ soil moisture observations in two subcatchments, Kyeamba and 

Adelong Creek, where monitoring stations are available. 

5.1 Study Site and Data Sets 

The study site is located between the gauging stations downstream of the 

Burrinjuck and Blowering dams and the township of Wagga Wagga. This area is 

selected to simplify modelling of the effect of regulated flows due to Burrinjuck 
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and Blowering dams. The study site consists of 10 subcatchments that include 63 

subareas, with a total area of about 10,886 km
2
. Based on topography and river 

network information, the entire study catchment was delineated into several 

subcatchments which were divided into subareas. Therefore, the hydrological 

models were run using a semi-distributed approach for the entire area, and a 

lumped approach for the subcatchments with single subareas (e.g., Kyeamba 

Creek) using unique rainfall and potential evaporation input data for the subareas 

and spatially uniform hydrologic model parameters over each subcatchment. The 

GR4H (Mathevet, 2005) and PDM (Moore, 2007) hydrological models were used 

for this study, to understand the impact of satellite-based soil moisture constraint 

on streamflow modelling in the Murrumbidgee catchment. Full descriptions of the 

models were given in Chapter 4. Runoff routing between subareas was presented 

by a linear Muskingum channel routing method which has two parameters, k and 

x (Gill, 1978): 

              Sm = k[Ix-(1-x)O] ,                                                                                          (‎5.1) 

where Sm is the storage within the routing reach, I and O are the inflow and 

outflow the reach, respectively, k is the storage time constant parameter and x is a 

weighting factor parameter. 

OzNet monitoring stations are available for three of the subcatchments; 

Kyeamba, Adelong and Muttama Creek. The location of the study site, 

subcatchments and OzNet monitoring stations are shown in Figure 5.1. The 

OzNet rainfall and soil moisture observations (Smith et al., 2012) from 

monitoring stations in the Kyeamba and Adelong subcatchments (K1, K2, K3, K4, 

K5, K7, A1, A2, A3, A4 and A5) are used from January 2007 to December 2012. 

The OzNet observations (rainfall and soil moisture) from the M3 station were not 

used for the Muttama creek subcatchment in this study as the data was missing 

due to the instrument breakdown during many months of the selected study period. 

The rainfall observations from the most representative OzNet stations among the 

five rain gauges within each of the Kyeamba and Adelong subcatchments (K2, K3, 

K4, K5, K7, A1, A2, A3, A4 and A5) were aggregated to hourly time scale for use 
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in the model calibration from 2007 to 2010, as the most accurate rainfall data 

available in these two subcatchments. The station K1 was excluded from the 

analysis as the rainfall in this rain gauge was very different from other the other K 

stations. 

Since the OzNet data is not continuously available for all the stations 

during the validation/testing period (January 2011 to December 2012), operational 

real-time rainfall observations used in flood forecasting by Australian BoM in 

Australia were used on hourly time steps for validation of these subcatchments 

over January 2011 to December 2012. Operational rainfall data was also used for 

calibration and validation of all other subcatchments over the periods of 2007 to 

2010 and 2011 to 2012 respectively. The operational data was interpolated to all 

subareas in the entire study site using inverse distance squared weighting method. 

Six years of real-time streamflow observations (2007-2012) from 10 stream 

gauges (locations shown in Figure 5.1) are used for evaluation of the model 

outputs. These were obtained from the New South Wales office of Water database 

(See http://www.water.nsw.gov.au/realtime-data). The PET data is derived from 

the Australian Water Availability Project (AWAP) gridded monthly analysis data 

(AWAP; Raupach et al., 2009) with about 5 km spatial resolution. This was 

interpolated to all subareas within the study site using inverse distance squared 

weighting method for application in this work. The monthly PET values were then 

disaggregated to hourly data by dividing the monthly values by the number of hours in 

the months. 

 

 

http://www.water.nsw.gov.au/realtime-data
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Figure ‎5.1: Location of BoM operational rain gauges, OzNet monitoring stations, 

stream gauges, Kyeamba Creek, Adelong Creek and Muttama Creek 

subcatchments in the Murrumbidgee catchment. 

 

 

Volumetric soil moisture observations from the stations in the Kyeamba 

Creek and Adelong Creek subcatchments are available on either 20 or 30 min 

time intervals at depths of 0-8, 0-30, 30-60 and 60-90 cm. The data were 

aggregated and analysed on hourly time steps to estimate the best average soil 

moisture in these two subcatchments. The detail of this analysis has been 

explained in Chapter 4. These two subcatchments were jointly-calibrated to both 

streamflow data and subcatchment average root-zone soil moisture observations 

from OzNet monitoring stations. The method used for soil moisture estimation 

and the effectiveness of the calibration approach as compared to the calibration to 

streamflow alone has been also presented in Chapter 4. The other subcatchments 

within the study area here were calibrated to only streamflow as there were no in-

situ soil moisture data available in this area. The satellite soil moisture 
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observations were not available from 2007 to 2009 to be used for the model 

calibration purposes. The in-situ soil moisture observations were used as the 

reference data for estimation of satellite-based root-zone soil moisture in the 

Kyeamba subcatchment, and also for direct insertion into the models and 

comparison with the satellite-based model constraint results in both Kyeamba and 

Adelong subcatchments. 

In this study, the Level 3 daily soil moisture product from SMOS 

generated by Center Aval de Traitemnet des Donnees, known as SMOS CATDS, 

has been used as the satellite near-surface observations (See http://www.catds.fr). 

The Level 3 CATDS data is available as volumetric soil moisture with a temporal 

repeat of two to four days and is processed from the ESA Level 1B brightness 

temperature product. The algorithm is based on the level 2 soil moisture retrieval 

which is done by a standard iterative minimization of a cost function (Kerr et al., 

2012). For the Level 3 product, several overpasses of multiangular observations 

over a 7-day window is considered (Jacquette et al., 2010; Al-Yaari et al., 2014) 

and the data is presented on the EASE (Equal Area Scalable Earth) gridding 

system with a spatial resolution of 25 km (rectangular grey grids with dashed lines 

in Figure 5.1). While the SMOS mission provides continuous radiometric 

measurements over the Earth surface at 42 km footprint resolution, different ESA 

products have been reported on a 15 km hexagonal Discrete Global Grid (DGG). 

According to the study performed by Dumedah et al. (2014), the SMOS data can 

be used directly on the DGG, or any regular grid of equivalent spatial resolution, 

without significant downgrading the accuracy. Thus, there is expected to be little 

difference between using the SMOS observations with 42 km resolution or on the 

DDG or CATDS grids. The SMOS footprints, ESA rectangular grids and the 

DGG are shown in Figure 5.1. 

 

http://www.catds.fr/
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5.2 Methodology 

5.2.1 Estimation of Satellite Root-zone Soil Moisture  

The satellite-based soil moisture data represent the soil moisture in the top 

few centimetres of soil only. While the root-zone soil moisture values have been 

found to have strong correlation with surface soil moisture values, because both 

are affected by the weather pattern during the preceding few days to weeks (eg., 

Albergel et al., 2008), the root-zone layers typically have a smaller temporal 

variation and a lag in time (Bisselink et al., 2011). Consequently, a filtering 

approach has often been used to smooth and lag the surface soil moisture to better 

represent the root-zone soil water content needed for hydrological model 

application (Wagner et al., 1999).   

The two CATDS soil moisture pixels overlaying the Kyeamba catchment 

were selected for potential use in this study. To have the most accurate estimation 

of soil moisture in this subcatchment, the near-surface soil moisture from the 

northern pixel with less tree cover was used (see Figure 5.1). The near-surface 

satellite soil moisture was similarly estimated for each of the 63 subareas in the 

entire study site, being between Wagga Wagga and the Blowering and Burrnjuck 

dam outlets. To run on a semi-distributed mode, the forcing data information 

(rainfall, evapotranspiration and soil moisture data) was interpolated onto each 

subarea within the subcatchments.  

Since the satellite surface soil moisture observations contain fluctuations 

larger than those naturally occurring, the data was first de-noised by calculating a 

3-day central moving average of the satellite data according to a study by Draper 

et al. (2009b). While Draper et al. (2009b) used a 5-day moving average for de-

noising, a smaller time window with 3-day length was chosen here based on the 

lower frequency noises in the SMOS data as compared to AMSR-E. To retrieve 

root-zone estimation of soil moisture, three methods were tested; a Cumulative 

Density Function (CDF) matching, exponential filtering and moving average 
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filtering. The CDF-matching was used to rescale the CDF of the near-surface 

satellite soil moisture retrievals to the CDF of the in-situ root-zone soil moisture 

observations in the Kyeamba subcatchment, by fitting a degree 5 Polynomial 

function (Brocca et al., 2011) to the difference between the two soil moisture data 

sets. The three methods were first applied for the Kyeamba subcatchment as an 

example site, to estimate the parameters required for CDF-matching or the two 

filtering approaches, and select the best approach. To account for direct 

application of rescaling or filtering for root-zone soil moisture estimation in 

subcatchments where there are no ground-based soil moisture observations, the 

best approach, which was chosen based on comparison with in-situ data in the 

Kyeamba area, has been used for all other subcatchments in the study site.  

The exponential filter described by Wagner et al. (1999) is a simple 

method to approximate root-zone soil moisture values from near-surface 

observations, which assumes that the time variation of the soil moisture profile is 

linearly related to the difference between the surface and the profile values. In this 

study, the recursive formulation of the method is used (Albergel et al., 2009): 

 SWIn= SWIn-1+Kn(SSMtn-SWIn-1) ,                                                                  (‎5.2)                                                 

             Kn= 
Kn-1

Kn-1+ e
-(

Tn-Tn-1
T

)
 ,                                                                                          (‎5.3) 

 

where SWI is the profile Soil Wetness Index, SSM is the satellite near-surface soil 

moisture retrieval and T is a parameter called the characteristic time length, 

representing the temporal variation of soil moisture within the root-zone profile; 

the gain Kn ranges between 0 and 1. For initialisation, K1=1 and SWI1=SSMt1.                                   

The second filtering method is based on a backward moving average 

(Draper et al., 2009b). This simple method was used for comparison with the 

former filtering method. For the moving average approach the average of soil 

moisture was calculated at each time step by averaging over a specific number of 

days in the past using: 
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              SWIroot,n =
∑ (w

i
i=n
i=n-d × SWIsurf,i) 

∑ wi
i=n
i=n-d

 ,                                                                   (‎5.4)    

where wi is the multiplicative weight representing the recency of the observations, 

and d is the number of days used to define the time window for observations to be 

used in the calculation.  

The parameter T in the exponential filter used in equation (5.3), the 

parameter d and the multiplicative weights in the moving average in equation (5.4) 

were calibrated by minimising the root mean square error between average of 

OzNet in-situ soil moisture data over the depth 0-90 cm using six K stations in the 

Kyeamba subcatchment and root-zone satellite-based estimations in this area. 

Both SMOS and in-situ data are expressed in volumetric terms (m
3
/m

3
) while the 

modelled data are in terms of soil wetness. Consequently, the SMOS and in-situ 

root-zone data were scaled to a value between 0 and 1 using the minimum and 

maximum soil moisture for each individual dataset. This normalisation allows for 

a consistent comparison of the satellite-based root-zone soil wetness estimations, 

the in-situ soil wetness observations, and the modelled soil wetness. 

5.2.2 Data Assimilation Technique 

A nudging scheme was used to update the modelled soil wetness (SWsim,i), 

whenever a soil wetness observation (SWobs,i) becomes available (Dharssi et al., 

2011; Brocca et al., 2013): 

              SWass,i =  SWsim,i + G(SWobs,i − SWsim,i),                                                       (‎5. ‎5) 

where i is time, SWass,i is the updated modelled soil wetness and G is a constant 

weighting parameter. G represents the relative weight of the uncertainties of the 

model estimation against the observation:  

              G =  
σsim

2

σsim
2 + σobs

2  ,                                                                                                     (‎5. 5)   
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where σobs
2  and σsim

2 are the error variance of observed and modelled soil wetness 

respectively. For G equal to 1 the observations are assumed perfect (direct 

insertion), and for G equals to 1 the model estimations are assumed with no error 

(open loop). In this work, for SMOS data assimilation the values of the errors 

utilized in equation (5.6) were determined based on the error estimates of satellite 

and modelled root-zone soil wetness which were obtained against OzNet soil 

wetness observations. 

5.2.3 Evaluation of Models 

The two rainfall-runoff models, GR4H and PDM, were calibrated jointly to 

both streamflow and OzNet root-zone soil wetness observations for Kyeamba and 

Adelong subcatchments for the period of January 2007 to December 2010 based 

on the multi-objective function described in Chapter 4, section 4.3.1. In all other 

subcatchments, the models were calibrated to streamflow observations alone using 

mean squared error (MSE) as the objective function (see Chapter 4, section 4.3.1). 

In both calibration approaches, the Shuffled Complex Evolution (SCE) method 

was used to automatically calibrate the models. Nash-Sutcliffe Efficiency (NSE; 

Nash and Sutcliffe, 1970) coefficient was used to evaluate the performance of the 

models based on observed and simulated streamflow according to:  

               NS=1-
∑ (Q

obs,i
-Q

sim,i
)

2
n
i=1

∑ (Q
obs,i

-Q̅
obs,i

)
2

n
i=1

 .                                                                          (‎5.6) 

The model performance was evaluated during the validation period 

January 2011-December 2012 for both with and without the application of 

satellite-based root-zone soil moisture data. To update the soil moisture state in 

the models, the nudging approach was chosen. This is a simple data assimilation 

approach as a trade-off between computationally efficiency, ease of 

implementation, and relevance to the single soil water store in the models used 

here, and not accounting for the observation uncertainty/model uncertainty. 
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5.3 Results 

5.3.1 Assessment of SMOS Surface Soil Moisture 

Near-surface soil moisture from L3-daily CATDS has been assessed 

against near-surface soil wetness obtained from in-situ OzNet stations at depth 0-8 

cm, using data from the Kyeamba subcatchment at the time of the SMOS satellite 

overpass. The near-surface soil moisture retrievals from SMOS before and after 

de-noising is compared against the average of in-situ observations from six OzNet 

stations in the Kyeamba catchment for the depth of 0-8 cm in Figure 5.2 and the 

scatter plots of the data have been compared in Figures 5.3(a) and (b). The RMSD 

and correlation coefficient (R) between the datasets are shown in Figure 5.3. In 

Figure 5.2, the range of soil moisture from six Kyeamba stations (K1, K2, K3, K4, 

K5 and K7 shown in Figure 5.1) has been shown in grey colour. The comparison 

is for data from January 2010 to July 2012, as this was the overlap period with the 

most available data. RMSD and bias between the in-situ and SMOS near-surface 

observations did not change after de-noising being 0.06 and -0.02 m
3
/m

3
, while R 

increased slightly from 0.74 to 0.77. 

 The RMSD and bias found between SMOS and in-situ observations here 

are in agreement with the ranges estimated by Ridler et al. (2014) for SMOS 

retrievals against average in-situ network over western Denmark (0.049 to 0.14 

and -0.02 to -0.13 m
3
/m

3 
respectively). RMSD, bias and correlation estimated in 

this work are slightly different from those found by Lievens et al. (2015) with 

average values of 0.091, -0.019 and 0.69 respectively for SMOS near-surface 

observations, but against 49 OzNet stations across a larger area of south-eastern 

Australia.  Other researchers have also had consistent ranges of error estimation 

with those of this thesis (Rüdiger et al., 2011; Al Bitar et al., 2012). 
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Figure ‎5.2: Comparison between OzNet soil moisture measurements at depth 0-8 

cm and SMOS near-surface soil moisture observations before and after removing 

the noise in the Kyeamba subcatchment; data are from January 2010 to July 2012. 

 

  

 

Figure ‎5.3: Scatter plots of OzNet soil moisture at depth 0-8 cm and SMOS near-

surface soil moisture observations before (a) and after de-noising (b) in the 

Kyeamba subcatchment; data are from January 2010 to July 2012.  

 

5.3.2 Estimation of SMOS Root-zone Soil Wetness 

The root-zone SMOS soil wetness has been estimated from the near-

surface de-noised data in the Kyeamba subcatchment using CDF-matching and 

exponential and moving average filtering methods in this catchment. The CDF of 

the OzNet data and near-surface SMOS observations, before and after CDF-
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matching, and the polynomial function used to correct the SMOS data by fitting 

the SMOS to the corresponding differences between the data sets, are illustrated 

in Figure 5.4. The parameters for this function were calibrated using in-situ data 

from January 2010 to July 2012. As shown in Figure 5.4(a), the CDF of SMOS 

matches the CDF of the OzNet data completely after applying the method. The 

parameter of characteristic time length (T) in the exponential filter was optimised 

to a value of 12 days, which was estimated by minimising the RMSD between the 

average of observed root-zone in-situ soil moisture from the six OzNet stations in 

the Kyeamba subcatchment and the root-zone soil moisture estimated from SMOS 

over the period January to December 2010.  

The optimal parameter T obtained here is slightly lower than the optimal 

values of this parameter found by Wagner et al. (1999), who indicated that for soil 

layer depths of 0-20 and 0-100 cm any choice of T between 15 to 30 days 

produced reasonable results. However, it is consistent with the optimum value of 

T in other studies, such as that by Alvarez-Garreton et al. (2014) who found a 

value of 9 days for a soil layer of 180 cm. The optimum value of T is no doubt 

dependent on the depth of soil layer as well as soil characteristics of the study area, 

such as hydraulic conductivity, slope, depth to groundwater and underlying 

material. For the moving average method, the parameter d, which is the number of 

days in the smoothing time window, was optimised to a value of 26 days using the 

in-situ data for the same period as the exponential filtering. The optimised weights 

in equation (5.4) varied from 0.04 to 1.9 and showed that from the most recent 

days to the early ones, on average, there is a descending trend in the weights 

within the moving average window. This showed that the moving averaged profile 

estimations are more dependent on the surface soil moisture values from the latest 

days rather than the early days with long lags on the time window.  

After rescaling or filtering the data, both root-zone in-situ and SMOS-

based soil moisture were normalised to values between 0 and 1 using the 

maximum and minimum values of each datasets from January 2010 to July 2012. 

This normalisation allowed direct comparison between the datasets. To assess the 
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robustness of the methods in estimating profile soil wetness, the root-zone SMOS-

based soil wetness was compared to root-zone in-situ soil wetness data from 

January 2010 to July 2012. The time series of root-zone soil wetness from satellite 

and in-situ measurements are presented from the CDF-matching, exponential 

filtering and moving average in Figure 5.5.  

The scatter plots of the datasets and the RMSD and R between them are 

also shown in Figures 5.6(a) to (c). The results before normalising the data (not 

presented here) showed that the RMSD between root-zone soil moisture 

estimations and in-situ soil moisture data for January 2010 to December 2012 was 

0.03, 0.09 and 0.1 m
3
/m

3
 for CDF-matching, exponential filtering and moving 

average filtering respectively and the  correlation coefficient (R) equals to 0.70, 

0.93 and 0.92 for the methods respectively. Wagner et al. (1999) found smaller 

average RMSE between ERS scatterometer root-zone soil moisture and in-situ 

root-zone soil moisture at soil layer with depth 0-100 cm being equal to 0.04  

m
3
/m

3
 on average when using exponential filtering, with smaller average  R 

between 0.33 to 0.49. As presented in Figures 5.6, after converting the data into to 

soil wetness, the RMSD between the CDF-matched SMOS estimates and the in-

situ data was large and the R
 
was small as compared to the two other methods. 

While qualitatively there was no significant difference between exponential 

filtering and moving average results in Figure 5.6, the smallest RMSD and 

maximum R
 

were obtained from exponential filtering. Consequently, the 

exponential filtering method was selected for the remainder of this study with a 

characteristic time length of 12 days. 
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Figure ‎5.4: Cumulative density function for OzNet soil moisture at depth 0-90 cm, 

near-surface SMOS data (SMOS) and root-zone SMOS data (SMOS-CDF) 

obtained from CDF-matching approach (a) and the difference between the root-

zone OzNet and near-surface SMOS data prior to CDF-matching (b) in the 

Kyeamba subcatchment; data are from January 2010 to July 2012. 

 

 

 

Figure ‎5.5: Comparison between SMOS-based root-zone estimations and average 

of OzNet soil wetness observations over the depth 0-90 cm for CDF-matching, 

exponential filtering and moving average approaches in the Kyeamba 

subcatchment; data are from January 2010 to July 2012 and the OzNet 

observation range has been shown in grey colour. 
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Figure ‎5.6: Scatter plots of mean OzNet soil wetness over depth 0-90 cm and 

SMOS-based root-zone estimations from CDF-matching (a), exponential filtering 

(b) and moving average (c) approaches in the Kyeamba catchment; data are from 

January 2010 to July 2012.  

 

It should be mentioned that the exponential filtered/moving averaged 

satellite-based estimations have been alternatively rescaled to either OzNet root-

zone volumetric soil moisture data or modelled soil water predictions using CDF-

matching, to investigate the effect of different approaches on the SMOS estimates. 

The SMOS root-zone estimates from the alternatives have been evaluated against 

both OzNet data and model predictions. The results for this evaluation have been 

presented in Appendix A2. Based on the evaluation of SMOS estimations against 

OzNet in-situ data which is the reference data, CDF-matching to OzNet data 

showed better skill scores than CDF-matching to model predictions when they 
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CDF-matching to the OzNet data. 

5.3.3 Application of SMOS in the Kyeamba Subcatchment  

The root-zone soil wetness derived from SMOS was assimilated into the 

prediction models for the Kyeamba subcatchment (January 2011 to December 
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reference data, to investigate the difference between using satellite or ground 

measurements. This is important to understand for the later application in the 

other subcatchments where only SMOS data are available.  

The operational rainfall observations and the observed streamflow in the 

Kyeamba subcatchment that were used in this validation are shown in Figure 

5.7(a). Two events for which the in-situ and satellite-based soil wetness were 

tested in this subcatchment are shown. In Figures 5.7(b) and (c), the root-zone soil 

wetness data from OzNet stations and SMOS are compared to model soil wetness 

predictions before and after assimilation during the validation period (2011-2012) 

for the GR4H and PDM models respectively. The scatter plots, RMSD and R of 

the data sets are presented in Figure 5.8(a) to (d). Figures 5.7(b) and (c) show that 

there was typically a bigger difference between model predicted and observed 

streamflow during the peak flows when using SMOS derived root-zone soil 

moisture as compared to OzNet observations. As presented in Figure 5.8, the 

RMSD and R of SMOS for GR4H were16% and 0.82 which were quite similar as  

PDM (15%, 0.81). The RMSD and R between the OzNet data and predicted soil 

wetness from either model was 16% and 0.85.  

According to the error estimations in sections 5.3.2 and 5.3.3 in this thesis, 

RMSD between the SMOS root-zone estimations and the in-situ data was 7.2%, 

and RMSD between the GR4H and PDM models and in-situ OzNet soil wetness 

was 15% and 16% respectively. Thus, based on RMSD between OzNet data and 

either the model or SMOS, which may be considered equivalent to standard 

deviation of the data, the parameter G in equation (5.6) was expected to be 

approximately 0.8. The observed and simulated streamflow and root-zone soil 

wetness before and after the insertion of OzNet and after assimilation of SMOS 

root-zone soil wetness with G equal to 0.8 and 1 in the models are compared for a 

small event in February 2011 and a major event in February/March 2012 for the 

Kyeamba subcatchment in Figures 5.9 and 5.10 respectively. It is clear from these 

figures that the models underpredicted the soil wetness at the time of the small 
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peak flows and overpredicted the soil wetness during the moderate or major peak 

flows as compared to the OzNet or SMOS observations.  

 

 

 

Figure ‎5.7: Input precipitation data and observed streamflow (a) and comparison 

between OzNet average soil wetness observation (OzNet), SMOS-based profile 

soil wetness obtained from exponential filtering (SMOS exp-filt), modelled soil 

wetness with insertion of the SMOS data (DI-SMOS) and open simulation (Sim) 

from GR4H (b) and PDM (c) in the Kyeamba subcatchment from January 2011 to 

December 2012. 
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Figure ‎5.8: Scatter plots of OzNet root-zone soil wetness (a and b) and SMOS-

based root-zone soil wetness obtained from exponential filtering (c and d) against 

modelled soil wetness from GR4H (a and c) and PDM (b and d) in the Kyeamba 

subcatchment; the OzNet data vs modelled data is hourly from January 2011 to 

July 2012 due to availability of observations, and the SMOS data vs modelled 

data is every 2 to 3 days from January 2011 to December 2012. 
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significantly. These results highlight the deficiency of the models to translate soil 

moisture and rainfall to correct values of runoff.  

To evaluate root-zone soil moisture estimates obtained from different 

rescaling approaches, assimilation results from SMOS estimations obtained by 

exponential filtering alone, CDF-matching to OzNet data after exponential 

filtering, and CDF-matching to model predictions after exponential filtering have 

been compared for the Kyeamba subcatchment as illustrated in Appendix A2. It is 

clear from the comparison that for both events in 2011 and 2012, no improvement 

was provided by the application of any of the SMOS estimations as compared to 

the open loop simulation. Nash-Sutcliffe Efficiency (NSE), RMSD and 

volumetric error (Vol E) between observed and modelled streamflow for open 

loop simulation (Sim), for direct insertion of OzNet data, and for assimilation of 

SMOS soil wetness estimations with weighting parameter equal to 0.8 and 1.0 in 

GR4H and PDM models are presented for Kyeamba in Table 5.1. The volumetric 

error is the sum of differences between observed and modelled flow divided by 

the sum of the observations. These skill scores have been presented for two events 

illustrated in Figures 5.9 and 5.10. As shown in this table, streamflow prediction 

performance did not improve after assimilation of SMOS data into either model. 
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Figure ‎5.9: Comparison of observed and modelled streamflow and root-zone soil 

wetness before (sim), after direct insertion of OzNet root-zone data (DI-OzNet), 

and after assimilation (direct insertion and nudging with G equal to 0.8) of 

estimated root-zone soil wetness from SMOS using exponential filter (DI-SMOS, 

Nudge-SMOS) for GR4J (a and c) and PDM (b and d) models in the Kyeamba 

subcatchment for a small event in 2011. SMOS1 and SMOS2 in the second panel 

are estimated SMOS soil wetness for G equal to 0.8 and 1.0 respectively. 

 

 

Figure ‎5.10: Same as Figure 5.9 but for a major event in 2012. 
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5.3.4 Application of SMOS in the Entire Study Site 

Table 5.2 presents the calibration and validation NSE values for 

streamflow simulations from the GR4H and PDM models for 10 subcatchments 

within the entire study site down to Wagga Wagga station. In this subsection, the 

impact of assimilation of satellite-based soil wetness data on the streamflow 

prediction performance for all subcatchments and thus the streamflow prediction 

at the city of Wagga Wagga was assessed. Consequently, the root-zone soil 

wetness estimates from SMOS were used to update soil water state of the models 

using direct insertion or nudging with G equal to 0.8 for all subareas within the 

subcatchments located downstream of Blowering and Burrinjuck dams to Wagga 

Wagga. Here, it was assumed that the errors between OzNet observations and 

model or satellite data over the entire study site were similar to those estimated for 

the Kyeamba subcatchment in sections 5.3.2 and 5.3.3, Therefore, the parameter 

G used in the nudging approach here was assumed to be the same as the value 

used for Kyeamba (equal to 0.8).  

 

 

 

 

 

Table ‎5.2: NSE between observed and modelled streamflow from the GR4H and 

PDM models for open loop simulation during the calibration and validation 

periods at 10 stream gauges in the entire study site. 

Stream Gauge 171 206 214 245 216 218 229 241 242 244 

GR4H 

Cal. 0.29 0.97 0.68 0.75 0.98 0.79 0.65 0.68 0.55 0.70 

Val. 0.26 0.90 0.79 0.73 0.96 0.80 0.73 0.63 0.64 0.61 

PDM 

Cal. 0.59 0.98 0.82 0.74 0.99 0.81 0.85 0.75 0.57 0.97 

Val. 0.49 0.91 0.30 0.69 0.96 0.20 0.25 0.59 0.48 0.71 
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The exponential filter was applied to the interpolated and de-noised SMOS 

soil moisture data for each subarea, followed by conversion to soil wetness by 

normalisation to 0 and 1. The observed and modelled streamflow and root-zone 

soil wetness data are illustrated for two moderate events in August and November 

2011 in the Adelong Creek subcatchment, and February and August 2011 in the 

Muttama Creek subcatchment (see Figure 5.1 for locations), in Figures 5.11 and 

5.12 respectively. In addition, NSE, RMSD and Vol E between the observed and 

modelled streamflow for open loop simulation, after direct insertion of OzNet data, 

and after SMOS soil wetness direct insertion and nudging with G equal to 0.8 are 

presented for the events in Tables 5.3 and 5.4 respectively.  

In Figure 5.11, the streamflow and soil wetness predictions from direct 

insertion of the OzNet data are also shown for Adelong subcatchment. In this 

figure, the soil wetness prediction is nearly same as OzNet observations (purple 

line in the second row). The peak flows in Figure 5.11(a) and (b) improved by 10% 

and 35% of the observed peak flows after direct insertion of OzNet observations 

in the GR4H model while the SMOS constraint degraded the modelled 

streamflow predictions in terms of the peak flows. However, according to the 

results presented in Table 5.3 the model skill scores improved for the event in 

August 2011 (event 2) after either SMOS assimilation (G equals to 0.8 or 1) for 

this subcatchment as a result of improved low flows, while no score improvement 

was seen for the event in November 2011. It is clear that there was no significant 

difference between the model performances for the assimilation of SMOS data 

when G changed from 0.8 to 1. In Figures 5.11(c) and (d), the PDM model skill 

degraded after assimilation of either the OzNet or SMOS data. 
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Figure ‎5.11: Comparison of observed and modelled streamflow and root-zone soil 

wetness for open loop simulation (sim), after direct insertion of observed root-

zone soil wetness from OzNet (DI-OzNet), and after assimilation of SMOS data 

with G equal to 0.8 (Nudge-SMOS) or direct insertion (DI-SMOS) for GR4J (a 

and b) and PDM (c and d) models in the Adelong subcatchment for two moderate 

events in August and November 2011.SMOS1 and SMOS2 in the second panel 

are estimated SMOS soil wetness for G equal to 0.8 and 1 respectively. 

 

 

Figure ‎5.12: Same as Figure 5.11 but for the Muttama subcatchment and two 

moderate events in February and August 2011. Note: The SMOS data and soil 

moisture outputs from the models are shown for the seven subareas within this 

subcatchment, and no OzNet data comparison is shown for M3 station as no 

continuous data set from M3 station is available. 
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The peak flow predictions in GR4H were improved by 30% and 23% of 

the observed peak flow values in Figures 5.12(a) and (b) respectively after SMOS 

nudging for GR4H, while in PDM the model prediction was again degraded. In 

Table 5.3, it is indicated that the NSE skill of the GR4H model decreased after 

assimilation for the event in February 2011 due to the overprediction of the low 

flows. From Tables 5.3 and 5.4, it was also found that the performance of 

streamflow prediction from the nudging changed marginally for GR4H as 

compared to direct insertion while it degraded more for PDM. The skill 

degradation in the PDM model seen in Figures 5.11 and 5.12 is due to the high 

soil wetness overprediction by the model which could not be corrected by the 

observational data constraint. The better streamflow and soil moisture prediction 

results from GR4J as compared to PDM is consistent with the results found in the 

previous chapter. It should be noted that there were a few other small to moderate 

events in these two subcatchments. For all these events, model performance in 

streamflow prediction did not change or degraded in either model for the entire 

validation period (2011-2012) when applying the soil wetness constraint.  

There was a single major event during the validation period in each of the 

Adelong and Muttama subcatchments, which occurred in early March 2012. To 

investigate the effect of observation constraint on model streamflow prediction 

skill for big streamflow values, the observed and modelled streamflow and soil 

wetness data are also shown for this major event in Figures 5.13(a) to (d). In this 

case the streamflow peak was improved by 9% for the first peak in the GR4H 

model after either SMOS assimilation in the Adelong subcatchment, and with no 

change in the predictions from using the in-situ data constraint. However, the 

second peak prediction degraded by 6% and 40% for SMOS and OzNet data 

constraint respectively. In the Muttama subcatchment, peak flow prediction skills 

were degraded after assimilation of SMOS data. As shown in Table 5.3, NSE and 

RMSD were improved for Adelong for this event in GR4H with no significant 

change in Vol E, while all skill scores were degraded for the Muttama 

subcatchment. The skill scores in Table 5.4 showed the NSE and RMSD values 

improved for PDM in both Adelong and Muttama, while the peak flow 
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predictions in Figures 5.13(c) and (d) indicated great discrepancy when using the 

observation constraint for both subcatchments, again suggesting that the GR4H 

model is much better suited to the conditions of this study site than PDM. 

The limited success from application of SMOS data for major event 

prediction using the GR4H model is mainly associated to the model deficiency in 

relating soil moisture state to the runoff generation as well as uncertainties in the 

soil moisture observations for this type of events. The model reached higher 

profile saturation level as compared to the observations in high flows. In this case, 

the model was not able to simulate runoff mechanism properly, which is probably 

dominated by surface runoff in the study area. In addition, the use of medium to 

high value for parameter T in the filtering method here (12 days) leads to a higher 

degree of smoothing. This resulted in very low soil wetness estimation from 

SMOS for high flows. Consequently sudden changes in soil moisture which are 

mostly seen in the high flow peaks here are not reflected properly by the SMOS 

observations. Moreover, the number of days with available data within the 

filtering time window is crucial for the accuracy of root-zone soil moisture 

estimates; especially during the peak flows. Since, the satellite observations used 

here were usually available every 2 to 4 days; it was clear that the availability of 

the data affected the results in this study especially during the high flows. 
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Figure ‎5.13: Same as Figure 5.11 but for the Adelong (a and c) and Muttama (b 

and d) subcatchments for a major event in February and March 2012. Note: The 

soil moisture outputs from the models are shown for seven subareas within 

Muttama subcatchment and no OzNet comparison is available for this 

subcatchment. 

 

The streamflow predictions at Wagga Wagga outlet before and after 

assimilation of satellite-based root-zone soil wetness estimations over the entire 

study site for a moderate event in 2011 and a major event in 2012 are presented in 

Figures 5.14(a) and (c) for the GR4H model and Figures 5.14(b) and (d) for the 

PDM model. In Figure 5.14(a), there is a small improvement (7% of the observed 

peak flow) in the moderate flow prediction after application of SMOS 

observations in the GR4H model, with no difference between nudging results with 

G equal to 0.8 and 1. The flow predictions did not change for the PDM model for 

this event as shown in Figure 5.14(b). In Table 5.3, the NSE and RMSD improved 

from 0.72 to 0.79 (0.80) and from 53.1 to 45.9 (44.7) m
3
/s after SMOS nudging 

(or direct insertion) in GR4H at Wagga Wagga station with no significant change 

in Vol E. For the major event in Figure 5.14(c) and (d), the streamflow values 

remained underestimated for both models without any improvement in the time 

lags compared to the observed flow. However in Table 5.3, the NSE and RMSD 

skill scores improved in GR4H for this event. The improved skill here is mainly 
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due to the time lag in predicted flows which resulted in a decreased difference 

between observed and predicted flow at each time step while the peak flow was 

degraded. Conversely, the skill scores degraded for PDM for both events as 

shown in Table 5.4. It should be mentioned that no noticeable difference was seen 

in the models for the entire validation period after soil wetness constraint with 

some degradation of the prediction skill.  

The method used here for updating the soil water state of the models was 

nudging, which simply accounts for observation and model errors by using a 

constant weighting parameter G with the observations assumed perfect when G 

was equal to 1. However, this method gave us an insight into the effect of 

incorporation of observational data in the modelling in a simple way as compared 

to application of sophisticated data assimilation methods. Brocca et al. (2010b) 

showed in a synthetic experience that use of a direct insertion method was as 

effective as a nudging data assimilation approach in improving discharge 

predictions when gain parameter (the relative weight of the model prediction error 

variance against that of observations) was smaller than 1 in the nudging, unless 

the model error was equal or less than half of the observation error. Similarly in 

the study here, taking into account the observation/model uncertainties did not 

affect the overall results since the model error was approximately twice the SMOS 

error when the data sets were assessed again in-situ root-zone observation in the 

Kyeamba subcatchment (see RMSD in Figures 5.6(b) and 5.8(c) for SMOS and 

model errors respectively). 

The assimilation results of alternative root-zone soil moisture estimates 

obtained from different rescaling approach (CDF-matching to OzNet data after 

exponential filtering and CDF-matching to model predictions after exponential 

filtering) have been compared with the results from exponential filtering with 

normalization alone for Wagga Wagga station as illustrated in Appendix A2. NSE 

and the volumetric error between the observed and predicted flows have also been 

presented in Table A2.3 for several subcatchments within the entire study area 

down to Wagga Wagga station. In this Table it is shown that the root-zone SMOS 



Chapter 5                                                                                                  
  
 

5-29 

 

data which were estimated from exponential filtering followed by normalization is 

the best approach particularly for the subcatchments in the entire study site with 

no OzNet data available to be used for accurate estimation of the function of 

CDF-matching to in-situ data. 

 

 

 

Figure ‎5.14: Comparison of observed and modelled streamflow for open loop 

simulation (sim) and after assimilation of observed SMOS soil wetness using 

nudging approach with G equal 0.8 (Nudge-SMOS) or 1 (DI-SMOS) for GR4J (a 

and c) and PDM (b and d) models at Wagga Wagga station for a moderate event 

in 2011 and a major event in 2012. 
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5.3.5 Sensitivity Analysis for observation and model errors 

A sensitivity analysis was undertaken to realize how the assimilation 

outcome would change when different weighting parameter (G in equation (5.6)) 

was varied from 0 to 1. The streamflow prediction results from open loop 

simulation (no assimilation, G=0) and direct insertion (G=1) are compared to the 

prediction results obtained from the nudging approach when the G parameter 

changed from 0.1 to 0.9.  The NSE and Vol E, which were calculated between 

modelled and observed streamflow for the two events in 2011 and 2012 at Wagga 

Wagga are presented for GR4H in Figure 5.15. NSE and Vol E were also 

calculated at 10 stream gauges over the whole period of 2011 and 2012, which are 

presented in Figure 5.16. The location of these stream gauges are shown in Figure 

5.1. The stream gauges in Figure 5.16 were categorized to three groups according 

to the NSE and Vol E values. The sensitivity analysis has been carried out for the 

GR4H model since this model outperformed the PDM model in terms of 

streamflow and soil moisture predictions in Chapter 4 and sections 5.3.3 and 

5.3.4.  

In Figure 5.15, the NSE score increased slightly from 0.23 to 0.30 and 

from 0.72 to 0.80 for the first and second event and the Vol E value improved 

from -12.5% to -11% and from 11.1% to 9.9% for the events respectively when G 

increased up to 1. Based on NSE shown in Figure 5.16, the model performance 

did not change significantly for five stream gauges (218, 229, 216, 206 and 244) 

by using different weighting parameter as compared to direct insertion results. In 

addition, the NSE score decreased when the weighting parameter increased from 0 

to 1 for 5 stream gauges (171, 214, 245, 241 and 242); but there were marginal 

increases in NSE scores when G equaled to 0.8 as compared to direct insertion for 

these stream gauges. However, the streamflow predictions were degraded for the 

latter 5 stream gauges when either weighting parameter was used. The Vol E 

values decreased for 4 stream gauges (214, 229, 241 and 242) with weighting 

parameter increase, while it increased dramatically for two gauges (171 and 218). 
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However it did not change significantly for four other gauges (206, 216, 245 and 

244).  

The NSE scores obtained in the sensitivity analysis here showed that the 

use of different weighting parameter G did not make any significant difference in 

the model performance where the SMOS data assimilation provided 

improvements in the streamflow prediction results. Conversely, where the data 

assimilation degraded the model performance, significant changes were seen in 

the NSE score, but no improvement was achieved for data assimilation when G 

changed from 0.1 to 1 as compared to the open loop simulations. These results 

indicated that the use of different assumed errors in the nudging scheme did not 

significantly affect the assimilation performance. However, Brocca et al. (2013) 

showed that the improvement or degradation occurrence of the NSE coefficient in 

a real data nudging assimilation into a rainfall-runoff model did not depend on the 

choice of the gain parameter value, while the degree of the improvement (or 

degradation) depends on the weights used. Similar to the findings in this thesis, 

Alvarez-Garreton et al. (2014) showed that different assumed observation error 

structures did not have significant effect on data assimilation results.  

The small sensitivity of the assimilation results to the assumed observation 

and model errors can be associated to the model deficiency in relating soil 

moisture states to runoff generation, and poor rainfall data as well as the 

uncertainties arising from filtering and rescaling approaches used for root-zone 

satellite-based soil moisture estimations. Since streamflow performance is directly 

related to the model quality before soil moisture assimilation and the overall water 

available in the system due to rainfall, soil moisture data assimilation alone does 

not address the systematic issues found in the model prior to assimilation 

(Alvarez-Garreton et al., 2015). Hence, quality assurance of the modelling in 

terms of parameter optimization and the structure used for relating soil water state 

and runoff generation is strongly recommended prior to data assimilation. 
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Figure ‎5.15: NSE score and Vol E (%) between observed and predicted 

streamflow for the nudging approach with different G at Wagga Wagga station for 

the event in August 2011 (event 1) and the event in February and March 2012 

(event 2). 

 

 

 

Figure ‎5.16: NSE score and Vol E (%) between observed and predicted 

streamflow for the nudging approach with different G at 10 stream gauges in the 

entire study area down to Wagga Wagga station for January 2011 to December 

2012. 
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5.4 Chapter Summary 

This chapter presented a study on incorporating soil moisture observations 

from the Soil Moisture and Ocean Salinity (SMOS) satellite into two operational 

streamflow prediction models, PDM and GR4H.  The impact on streamflow 

prediction performance when the soil water state of the model was updated by soil 

moisture assimilation was demonstrated for several subcatchments in the Mid-

Murrumbidgee catchment in southeast Australia. The CDF-matching, exponential 

filtering and moving average methods were applied to near-surface SMOS 

observations to approximate the model root-zone soil water store. The estimates 

from these methods were evaluated against in-situ root-zone observations from 

the OzNet monitoring network. Based on the error estimates, exponential filtering 

with a characteristic time length of 12 days was chosen among the three methods 

used, and thus subsequently applied in this study. The SMOS-based root-zone soil 

wetness was then used to constrain the models by using the nudging approach. 

The results showed that the PDM streamflow prediction performance was 

degraded after the assimilation of soil moisture data. However, for GR4H the 

results generally showed some improvements for moderate events, but no effect 

for major events, indicating an overall improvement in the robustness of the 

GR4H model. This highlights the potential for using soil moisture data to improve 

streamflow prediction, and the accompanying need to improve the relationship 

between soil moisture and runoff generation representation in operational 

streamflow forecasting models. 
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Chapter 6  

Satellite-based Soil Moisture Impact on 

Real-time Streamflow Forecasting 

 

This chapter presents the results of rainfall-runoff modelling for 

streamflow forecasting using the system presented in Chapter 5, calibrated 

according to Chapter 4, and forced with the QPF (Quantitative Precipitation 

Forecasting) data from the Australian NWP (Numerical Weather Prediction) 

system evaluated in Chapter 3. The impact of satellite-based soil moisture 

estimate on the constrained streamflow modelling was demonstrated in Chapter 5. 

Thus, in this chapter the impact of the soil moisture estimate on hydrological 

model initialisation is tested for streamflow forecasting under real-time 

conditions. Accordingly, the model soil water state is updated by direct insertion 

of satellite-derived root-zone soil moisture prior to a forecast being made with the 

QPF. The results from streamflow forecasting are assessed using actual 

streamflow observations, and compared with those using actual observed rainfall, 

and both with and without satellite soil moisture as a model initialisation 

constraint.  

6.1 Study Site and Data Sets 

The study site includes 10 subcatchments including 63 subareas down to 

the Wagga Wagga outlet, as shown in Figure 6.1. Real-time operational rainfall 

observations from the Australian Bureau of Meteorology (BoM), interpolated to 

the subareas, were used for running the model up to real-time during the 

initialisation of the model prior to the streamflow forecasting, together with 

monthly PET data from Australian Water Availability Project (AWAP; Raupach 
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et al., 2009). As in previous chapters, the real-time streamflow observations for 10 

stream gauges at subcatchment outlets (shown in Figure 6.1), obtained from the 

New South Wales Office of Water database (see 

http://www.water.nsw.gov.au/realtime-data), are used for evaluation of the model 

forecasts. 

The ACCESS-A (BoM, 2010; Puri et al., 2013) forecast rainfall from the 

Australian Community Climate and Earth-System Simulator (ACCESS; BoM, 

2010; Puri et al., 2013) are used as the forecast data to test the proposed system 

for two events in 2011 and one event in 2012. The ACCESS-A grids with 12 km 

resolution are shown in Figure 6.1. ACCESS-A is run four times per day with 

base times of 00:00, 06:00, 12:00 and 18:00 UTC and a forecast duration of 48 

hours. In this work, the forecast from base times of 00:00 and 12:00 are used for 

the sake of simplicity. Moreover, since the hourly forecast data were shown to 

have larger bias for lead times of 1 to 12 hours when compared to gauge 

observations in chapter 3, the first 12 hours are excluded and the continuous 36-

hour forecasts from the lead times of 13 to 48 hours are used in this chapter. Root-

zone soil wetness data from the SMOS CATDS (Center Aval de Traitemnet des 

Donnees; See http://www.catds.fr) product, which was estimated for all subareas 

in the study site, have been used for the application of soil moisture observations 

in the forecasting. The SMOS root-zone soil wetness has been estimated using 

exponential filtering method to smooth and lag the near-surface satellite data, and 

then benchmarked against in-situ observations. The detail of the satellite data and 

the approach used for estimation of the soil wetness from the satellite data have 

been given in Chapter 5, section 5.2.1. 

 

 

http://www.water.nsw.gov.au/realtime-data
http://www.catds.fr/
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Figure ‎6.1: The location of subcatchments, stream gauges, and BoM rain gauges, 

SMOS grids and ACCESS-A grids in the study area. 

 

6.2 Methodology 

Real-time streamflow forecasting from the GR4H model has been 

investigated with and without constraining the model initial condition with 

satellite-based root-zone soil wetness observations. This model has been chosen 

as the modelling results from this model were better than those obtained from the 

PDM model in chapter 5. For this purpose, the GR4H model was initialised in two 

different ways: i) using the modelled soil water content at one time step before the 

model runs for streamflow forecasting, and ii) direct insertion of satellite-based 

root-zone soil wetness in the models whenever the soil moisture data is available 

from January 2011 to one hour time step before the forecasting. In both 

initialisation approaches for with and without soil moisture observation constraint, 

actual observed rainfall forcing was used from January 2011 up to the point of the 

initialisation of the forecast period. In order to predict the streamflow, a model 

forecast was made every 12 hours, upon “issue” of the forecast rainfall, out to 36-
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hour lead time. This means that 36-hour forecast rainfall data were used to 

generate the streamflow forecast with lead times of 1 to 36 hours after each 

forecast started, being 12 hours after the rainfall forecast was first issued.  

All subareas within the 10 subcatchments were initialised for soil moisture 

during the initialisation period. The model defines soil moisture as the soil water 

level (mm) in the production store. These soil wetness observations were 

converted to soil water storage level to be used in the model by multiplying the 

soil wetness observations by the maximum simulated soil moisture obtained 

during the 6 year period, rather than the model production store capacity since the 

GR4H model did not show 100% saturation during the six year of calibration and 

validation period (2007 to 2012). The model performance in streamflow 

forecasting for different lead times is evaluated based on mean absolute error 

(MAE) which is the average of absolute value of differences between observed 

and forecast flow. 

6.3 Results 

The streamflow forecasting results with and without soil moisture 

observation constraint initialisation were evaluated against streamflow 

observations for a medium event in August 2011 and a large event in February 

and March 2012 for Muttama Creek subcatchment in Figure 6.2. For comparison, 

the streamflow predictions using observed rainfall data with and without direct 

insertion of soil moisture observations are also shown. The same results are 

illustrated for a medium event in August 2011 and a large event in March 2012 in 

Figure 6.3 for Wagga Wagga outlet. In Figures 6.2 (a) and (b), the 11 and 12 

forecasts with lead time from 1 hour to 36 hours are shown respectively. 
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Figure ‎6.2: Comparison of streamflow forecasts (blue dots) and forecasts (red dots) 

for lead time of up to 36 hours (a and b) and 6-hour lead time (c and d) and 36-

hour lead time (e and f) for events in August 2011 (16/8/2011 to 23/8/2011; left), 

and February and March 2012 (28/2/2012 to 6/3/2012; right) in the Muttama 

Creek subcatchment. The gray dashed lines with 12-hour intervals in figures 6.2 

(a) and (b) indicate the start time of the forecasts. 

 

In order to investigate the effect of direct insertion in more detail, the 

streamflow results are also presented for lead times of 6-hour and 36-hour in 

Figures 6.2 (c) and (e) for the first event, and in Figures 6.2 (d) and (f) for the 

second event, respectively. In Figures 6.2 (c) and (e), the difference between 

observed and forecast streamflow decreased when the soil moisture observations 

were used before the forecast for the initialisation, as compared to the forecast 

results without soil moisture observations constraint. However, the streamflow 
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peak and timing degraded for the 36-hour lead time compared to the result from 6-

hour lead time. In Figure 6.2 (d), the forecast results with 6-hour lead time 

without soil moisture observation constraint was better than the results with soil 

moisture observation constraint used before the event, while the streamflow peak 

results with 36-hour lead time improved after the soil moisture constraint 

compared to the results with no observation constraint with time lag to the flow 

observations existed for the peaks in this figure. In Figures 6.2 (c) and (d), there is 

no difference between forecasts with 6-hour lead time and the model prediction 

with observed rainfall when direct insertion was used for the initialisation. 

Similarly, the forecast were the same as the prediction when no insertion was 

used. This suggested that only the model initialisation had impact on the model 

performance. However, the forecasts with 36-hour lead time shown in Figures 6.2 

(e) and (f) were degraded for both with and without soil moisture observation 

constraint as opposed to the model prediction with observed rainfall when they are 

compared to the streamflow observation. In this case, both rainfall and 

initialisation had impact on the model forecasts. 

In Figures 6.3 (a) and (b), there are 14 and 11 events for the first and 

second events respectively. As shown in Figures 6.3 (c) and (e), the streamflow 

forecast after initialisation with soil moisture observations improved in terms of 

shape, peak value and timing for both 6-hour and 36-hour lead times. In Figures 

6.3 (d) and (f), the forecasts with soil moisture observation constraint improved 

slightly in terms of the shape, while  the flow peak degraded slightly as compared 

to the observation. In Figures 6.2 (c) to (f) and 6.3 (c) to (f), there are a limited 

number of forecasts for each lead time as the rainfall forecast issued every 12 

hours was used in this work. Despite the high relative bias ranges estimated for 

the forecast rainfall data in Chapter 3 (-40% to +60% of total observation), Figure 

6.3 indicates that use of forecast rainfall with 6-hour lead time did not change the 

model performance for both with and without soil moisture observation constraint 

as compared to the predictions with actual-rainfall-forced model. However, for 

36-hour lead time the model performance was degraded by the use of forecast 
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rainfall as opposed to model predictions with rainfall observation. This means that 

the only initial condition had impact on the forecasting results for shorter lead 

times while both rainfall and initialisation influences the forecast for 36-hour lead 

time. 

 

 

 

Figure ‎6.3: Same as figure 6.2 but for the Wagga Wagga outlet. 
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A limited improvement was achieved in the forecasts at Wagga Wagga 

outlet when the soil moisture observations were used for model initialisation. In 

fact, the direct insertion results at the outlet were strongly influenced by the effect 

of soil moisture constraint on the forecasting for all 10 subcatchments upstream of 

the outlet. For example, as shown in the Muttama Creek subcatchment, one 

subcatchment upstream of the Wagga Wagga outlet, the application of soil 

moisture observations have resulted in an improvement of the prediction of peak 

flow for the medium event at the subcatchment outlet. But the forecasting results 

at Wagga Wagga did not show the same level of improvement in predicting the 

streamflow peak for that event. On the other hand, despite the simplicity of the 

data assimilation method used, and the simplicity of the approach to translating 

satellite observed near-surface soil moisture to root-zone estimates, the potential 

benefit of the data assimilation approach was clearly demonstrated. The possible 

positive effect of dual assimilation of both streamflow and soil moisture 

observations into the forecast model is required to be investigated. 

In order to evaluate how the forecast results changed with different lead 

times, when the model were initialised with soil moisture observations prior to a 

forecast, the mean absolute error (MAE) between forecast and observed 

streamflow has been calculated for lead times of 1 to 36 hours. The variations in 

MAE have been shown in Figures 6.4 (a) and (b) for Muttama Creek 

subcatchment and at Wagga Wagga respectively. It is clear that based on the 

MAE, the model performance improved for the first event in Muttama Creek 

subcatchment and for the two events at Wagga Wagga outlet, when initialising the 

model with observed soil moisture prior to the events. However, for the second 

event in Muttama Creek subcatchment, the MAE increased for lead time of up to 

22 hours, while the model constrained with observations performed better than the 

forecast with no observation constraint for the lead times of 23 to 36 hours. The 

benefit of soil moisture observation constraint in forecasting for longer lead time 

in this subcatchment was already shown in Figure 6.2 (f) for the second event, 
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while the model skill was degraded for the shorter lead time (6-hour) in Figure 6.2 

(d). 

      

Figure ‎6.4: The MAE between observed and forecast streamflow for the events in 

August 2011 (1) and February/March 2012 (2) in Muttama Creek subcatchment (a) 

and at Wagga Wagga (b). The errors for with and without direct insertion are 

shown in red and blue lines respectively and the MAE for the second event at 

Wagga Wagga has been presented on the secondary vertical axis. 

 

It was expected that the model skill in streamflow forecasting would 

degrade with increased lead time due to the propagation of rainfall forecast errors 

in to the forecast model. However, there is no clear change in the MAE over 

different lead times for the event in August 2011 in the Muttama Creek 

subcatchment and at Wagga Wagga, or the event in March 2012 only at Wagga 

Wagga. The event in February/March 2012 for Muttama Creek showed an 

increase in MAE for lead times of more than 23 hours. In these figures, there is a 

clear cyclic trend in the MAE. This trend is probably due to the cyclic nature of 

biases in the NWP rainfall predictions associated to the limited ability of NWP 

models to display the diurnal cycle of rainfall (Robertson et al., 2013). The effect 

of diurnal cycle in the forecast rainfall, however, has not been investigated in 

Chapter 3. Moreover, Li et al. (2014) showed increased biases with increasing 

lead time in real-time forecasting using the PDM model and regional version of 

ACCESS (ACCESS-R) in the Ovens catchment in Australia. The bias in their 

study varied from nearly 0 to 5 m
3
/s in the open loop simulation, which decreased 

to 0 to 2 m
3
/s after discharge assimilation using the EnKF or EnKS. Bennett et al. 
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(2014) showed that the relative bias in streamflow forecasts from the GR4H 

model changed mostly from -25% to +50% of the mean observed flow in south-

eastern Australia for lead times up to 2 days when using raw ACCESS-G forecast 

rainfall, while the biases with post-processed forecast rainfall were similar to the 

errors obtained from perfect-rainfall-forced forecasts.  

6.4 Chapter Summary 

This study incorporated soil moisture observations from the SMOS 

satellite together with ACCESS-A forecast rainfall data into the GR4H model to 

assess the potential improvement in real-time streamflow forecasting in the 

Murrumbidgee catchment. The effectiveness of direct insertion of these 

observations was assessed for the catchment area upstream of Wagga Wagga. 

Forecasts were made with and without direct insertion of soil moisture 

observations into the model. Variations in mean absolute error between forecasts 

and observed streamflow were calculated for different lead times. The results in 

this work showed that streamflow forecasting with soil moisture constraint 

typically improved predictions for lead times out to 36 hours, while for one event 

there was improved forecasting only for lead times of 23 to 36 hours. It was also 

shown that the initial condition had impact on the forecasting results for lead time 

of 6 hours while both rainfall and initialisation influenced the forecast for 36-hour 

lead time. 
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Chapter 7  

Conclusions and Future Work 

 

This thesis has investigated the potential for operational streamflow 

forecasting to benefit from use of remotely sensed soil moisture observations and 

NWP forecast rainfall in Australian catchments. The main focus was on a study 

site where rainfall and soil moisture observations from several research 

monitoring stations were available. Catchment-based soil wetness from the 

monitoring stations were used to evaluate hydrological model soil wetness 

predictions, and the subsequent effect on streamflow predictions, which has never 

before been taken into consideration for operational flood forecasting in Australia. 

Satellite-based soil moisture data were assimilated into the hydrological model 

using a nudging approach. To do this, the satellite-derived soil moisture was first 

converted to a root-zone soil wetness estimate, which was later used in 

hydrological modelling. Different filtering/scaling methods including CDF- 

matching, exponential filtering and moving average, were tested for this purpose. 

The root-zone estimates were benchmarked against in-situ data for one 

subcatchment, and subsequently the best approach was selected and applied for 

assimilation into the model over the entire study site. Moreover, the uncertainty in 

forecast rainfall was assessed against weather radar coverage and available rain 

gauge observations in an area adjacent to the key study site, prior to its application 

to streamflow forecasting.  This chapter reports the main findings arising from 

Chapters 3 to 6 of this thesis and discusses the limitations and their impact on 

future work. 
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7.1 Conclusions 

The conclusions of this thesis are based on four investigations: i) 

evaluation of uncertainty in the NWP based rainfall forecasts, ii) the importance 

of soil moisture in calibration of rainfall-runoff modelling iii) application of 

satellite-based soil moisture estimation to streamflow prediction, and iv) soil 

moisture impact on real-time streamflow forecasting.  

7.1.1 Evaluation of Numerical Weather Prediction Rainfall 

Evaluation of precipitation from NWP models has been an important 

subject during the past decade, but most have focussed on individual events. The 

goal of this work was therefore to assess the errors in operational NWP rainfall 

forecasts from an Australian-domain model, ACCESS-A, across a multi-year time 

frame in the vicinity of the study site for streamflow modelling. This assessment 

was important for understanding the impacts on flood forecasting when using 

NWP rainfall forecasts as input. Specifically, a study was undertaken to evaluate 

rainfall estimates from Yarrawonga weather radar and the ACCESS-A NWP 

model using independent rain gauge measurements from the OzNet monitoring 

stations. Then, the ACCESS-A forecast data were evaluated against the 

recalibrated radar observations over a large area.  

When compared directly against rain gauge data, it was found that the 

radar mostly underestimated rainfall, with the most considerable difference from 

gauge measurements being in March, which had the heaviest rainfalls. In contrast, 

the ACCESS-A NWP model mostly overestimated the rainfall, with the forecasts 

with lead times of 13-24 and 25-36 hours outperforming the 1-12 and 37-48 hour 

lead times. Since the ACCESS-A model outputs used in the study had a spatial 

resolution of 12 km, significant errors were expected from direct comparison with 

single gauge. Therefore, ACCESS-A rainfall forecasts with lead times of 13-24 

hours were evaluated against de-biased weather radar data according to the 

independent rain gauges. The evaluation of NWP data was based on RE (relative 

error), ME (mean error), RMSE and a contingency table, which were calculated 
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over the two years spanning from January 2010 to December 2011. For this 

purpose, radar rainfall intensities were adjusted to independent rain gauges by 

estimating a new relationship between radar and gauge rates. The results revealed 

that the skill of the NWP rainfall forecasts varied across the study area and 

through time, being highly dependent on the rainfall observations over the study 

area. Use of daily accumulation of ACCESS-A resulted in decreased errors 

compared with hourly time scale, but the forecast skill was still not appropriate for 

hydrological modelling applications.  

In addition, based on a contingency table, both location and magnitude 

errors were the main sources of forecast uncertainties on hourly accumulations, 

while wrong magnitude was the dominant source of error on daily time scale. 

Consequently, the results from this work suggested that without error correction i) 

the raw hourly forecasts may not be sufficiently accurate to be used for flood 

forecasting at the scale of ACCESS-A and ii) the improvement in daily forecast 

accumulations is still not enough to allow for hydrological applications at the 

spatial scale of the NWP forecast model. It is therefore concluded that the NWP 

model uncertainty is expected to be propagated into the streamflow forecasting in 

this research.  This hypothesis was further tested in Chapter 6 of this thesis. 

7.1.2 Rainfall-runoff Model Calibration  

Two rainfall-runoff models, GR4H and PDM, were selected for use in this 

research, among the models included for operational flood forecasting in Australia. 

The hypothesis here was that the model physics simulates the soil water content in 

such a way that the model soil water content is consistent with the soil moisture 

observations, and therefore, the profile storage in the model will be effectively 

updated through the application of satellite-based profile soil moisture, leading to 

improved streamflow forecasts. Hence, the effect of soil moisture incorporation in 

calibration of the models has been investigated.  

Two calibration methods were used and evaluated in two subcatchments, 

Kyeamba and Adelong Creek, where in-situ rainfall and soil moisture 
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observations were available from several monitoring stations. For the first 

calibration method, the objective function was based on minimising only the 

difference between observed and modelled streamflow, as the most common 

method used in calibration of hydrological models. In the second calibration 

method, the difference between observed and simulated soil wetness was coupled 

with streamflow differences to account for the effect of accuracy of soil water 

storage simulation in the modelling, with the aim of future application of ground-

based/remote sensing observations for model calibration in operational flood 

forecasting in Australia. Soil moisture estimated with and without joint-calibration 

in the models was evaluated against soil moisture observations from field 

measurements from the OzNet monitoring stations. The models had different 

performance in soil wetness estimation, and this is associated to the structure of 

the models and the hydrological processes they use for soil moisture estimation.  

Rainfall observations from the OzNet monitoring stations were used in the 

calibration process and operational rainfall data were used for validation, with the 

aim of demonstrating the impact on broader application in the entire study site. It 

was shown that use of operational rainfall data from sparsely distributed gauges 

did not adversely affect the modelling results. Despite the semi-arid 

characteristics of the Kyeamba area, the performance of both models was 

acceptable in this catchment with calibration and validation NSE scores mostly 

greater than 0.60. The performance of the models in flow estimation mostly did 

not change significantly after joint-calibration in the calibration period. However, 

in the validation period, the PDM model had much better predictions of the flows 

as opposed to calibration to streamflow alone, especially in the subcatchment 

where it had low streamflow prediction skill from the initial calibration.  

This study indicated that while the soil moisture constraint in the 

calibration procedure did not improve the model skill in streamflow prediction for 

the calibration period, the streamflow prediction for the validation period was 

more robust. Moreover, while PDM had better streamflow and soil moisture 

estimation over the joint calibration period, the improved prediction skill did not 
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translate into the validation period, where GR4H showed much better prediction. 

Consequently, it is recommended that the GR4H model be used in Australia, in 

preference to PDM, and that soil moisture data be used in the calibration process. 

7.1.3 Use of Soil Moisture to Constrain Streamflow Prediction 

The GR4H and PDM models have been constrained with SMOS-based 

satellite estimates of root-zone soil wetness using the nudging method to 

investigate the possible improvement in streamflow prediction. For comparison, 

the models were also constrained with in-situ based root-zone soil wetness data in 

two subcatchments, Kyeamba and Adelong Creek subcatchments, due to the 

availability of OzNet monitoring stations, allowing the satellite data constraint to 

be benchmarked against the use of in-situ data. In all other subcatchments, 

including the Muttama Creek subcatchment, only SMOS root-zone estimates 

could be inserted. 

Since current remote sensing technology can only provide soil moisture 

data in the top 5 cm of the soil, rather than the entire profile, a CDF-matching and 

two filtering methods (exponential filter and moving average) were applied to the 

near-surface satellite soil moisture data for estimating the root-zone soil wetness, 

and benchmarked against the in-situ data. The root-zone soil moisture estimates 

were converted to soil wetness by normalising the data between 0 and 1 using 

maximum and minimum soil moisture values over a representative time period. 

The results showed that the CDF-matching was not effective in estimation of root-

zone soil wetness, with the root-zone soil wetness estimation from exponential 

filtering giving a slightly better result (RMSD of 7.2% and R of 0.93) than the 

moving average filter when compared with in-situ data. Thus, the exponential 

filter can be effectively applied to SMOS data for estimating root-zone soil 

wetness for areas where in-situ data is not available.  

The results also indicate that streamflow predictions did not improve for 

either model after application of either OzNet or SMOS data in the Kyeamba 

subcatchment. This is believed to be related to a deficiency in the model coupling 
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of streamflow simulation with soil wetness observations. In contrast, the GR4H 

model skill was improved slightly after direct insertion of OzNet soil wetness for 

two moderate events in the Adelong subcatchment, while assimilation of SMOS 

degraded the streamflow prediction. Furthermore, GR4H showed improved 

streamflow prediction after SMOS insertion for two moderate events in the 

Muttama subcatchment. The better performance of GR4H here is consistent with 

the earlier finding from using soil moisture data to constrain model calibration. 

At Wagga Wagga, apart from a very small improvement in GR4H for the 

moderate event in August 2011, most of the predictions did not change or were 

degraded slightly after SMOS-based data applications in the entire study site. The 

limited improvement at Wagga Wagga, which was highly influenced by the 

performance of the model in the upstream subcatchments, indicated that insertion 

of soil wetness data in GR4H did not result in improvement in all upstream 

subcatchments. The PDM model prediction was degraded in all events for the 

subcatchments and at Wagga Wagga. This again highlights the systematic issue of 

PDM to correctly simulate the relationship between soil wetness, precipitation and 

runoff generation. 

As a conclusion, the results in this study indicate that the effectiveness of 

data assimilation depended on both catchment characteristics and the selected 

model for coupling soil moisture and runoff generation. The limited success in 

application of both the satellite and in-situ soil moisture observations for 

streamflow prediction from the GR4H model was mainly due to the model 

structure deficiency in soil moisture prediction and observation uncertainties.  

7.1.4 Soil Moisture Impact on Streamflow Forecasting  

The impact of the satellite-based root-zone soil moisture constrain on the 

GR4H model was further investigated when the model was forced with 

operational QPFs from ACESS-A for the 10 subcatchments in the study site. 

ACCESS-A forecast rainfall with the lead time from 13 to 48 hours was used to 

generate forecast streamflow with lead times of 1-36 hours. The soil water state of 
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the model was updated by assimilation of satellite-based root-zone soil wetness in 

the models utilizing all the soil moisture data available up to one hour before the 

forecast. The streamflow forecasts with and without the soil moisture observation 

constraint were compared to the model predictions using observed rainfall.  

It was revealed that the initial soil moisture condition had the greatest 

impact on the forecasting results for shorter lead times (e.g., 1 to 12 hours), while 

both rainfall and soil moisture initialisation influenced the forecasts for longer 

lead times (e.g., 24 to 36 hours). This indicated that the ACCESS-A forcing data 

were sufficiently accurate in predicting rainfall for shorter lead times, while 

forecast uncertainties are significant for longer lead times. As a main conclusion, 

the streamflow forecasting with soil moisture constraint typically improved 

predictions for lead times out to 36 hours, especially for moderate events, while 

for one major event there was improved forecasting only for long lead times (e.g., 

24 to 36 hours).  

7.2 Future Work 

The applicability of using remotely sensed soil moisture observations in 

operational streamflow forecasting has been investigated in this thesis. The 

limitations of the research and some important aspects that are required to be 

addressed in future work are discussed here.  

7.2.1 Limitations in Application of Numerical Weather 

Prediction 

Radar-rainfall estimates can provide the broad-scale observations required 

for verifying model precipitation forecasts, provided the errors in radar-based 

rainfall are corrected. The evaluation of ACCESS-A QPFs in Chapter 3 of this 

thesis was based on the assumption that after adjusting the radar, the error in the 

radar estimate has been sufficiently minimized to be useful in evaluation of 

forecast rainfall data. Nevertheless, there might be residual bias in the radar 

estimates due to some factors such as vertical profile of reflectivity. In addition, 
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the QPFs uncertainty estimated showed that the errors in ACCESS-A data varied 

considerably with space (-40% to +60%). However, in the study site of this 

research, significant uncertainty was not transferred to the streamflow forecasting, 

especially for shorter lead times. For other catchments where rainfall error has 

significant impact on streamflow forecasts, it is beneficial to use post-processing 

methods such as probability modelling or exceedance probability correction to 

remove biases in the forecast rainfall. For example, using exceedance probability 

of observational data, the forecasts could possibly be corrected so that their 

probabilities match those observed. In addition, post-processed ensemble forecast 

rainfall with quantified uncertainties could be adopted for a reliable ensemble 

streamflow forecasting.  

7.2.2 Use of Satellite-based Soil moisture in Model Calibration 

In this thesis, the usability of ground-based root-zone soil moisture 

observations in model calibration process was demonstrated for subcatchments 

where in-situ data were available. For operational flood forecasting, therefore, use 

of satellite-based soil moisture observations is recommended for model 

calibration process. It is obvious that an appropriate pre-processing method such 

as exponential filtering is required prior to the application in a single-layer model. 

In areas, where ground-based soil moisture measurements are not available to be 

used for evaluation of root-zone estimates, the pre-processing and calibration 

approach could be assessed by evaluating the model streamflow predictions 

against observed streamflow.  

7.2.3 Impact of Observation and Model Uncertainties  

The nudging approach used in this research for constraining the models 

with satellite-based data simply take into consideration the observation or model 

background uncertainty, and the observations are assumed “perfect” for direct 

insertion. To investigate the effect of observation and model uncertainties on data 

assimilation efficiency, more attention should focus on quantifying the 
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observation and model errors to be included in data assimilation approaches such 

as the EnKF or EnKS. The model error can be represented in the EnKF by 

perturbing the forcing data inputs, model parameters or state. For satellite-derived 

soil moisture observations, the error could be estimated based on the difference 

between satellite-based observations and in-situ measurements. 

7.2.4 Joint Assimilation of Streamflow and Soil Moisture  

In this research, there have been some improvements in streamflow 

forecasting from the soil moisture constraint, especially for medium events. Joint 

assimilation of both streamflow and soil moisture observations, which takes the 

advantage of both types of observations, warrants investigation.  This could be 

especially useful for better prediction of major events, in which the effect of 

extreme rainfall on runoff generation is more prominent than soil moisture initial 

condition. 

7.2.5 Application of a Model with Two-layer Soil Moisture Store 

The proposed algorithm for streamflow forecasting was tested using a 

model with single layer soil moisture store. This restricts the direct application of 

satellite data, and so some uncertainties associated with estimating the root-zone 

soil moisture using the exponential filtering approach are introduced to the 

streamflow forecasting. It is thus recommended that a two-layer model which 

simulates both near-surface and root-zone layers, such as SAC-SMA or GRHUM 

models, be tested for incorporation of near-surface observations directly. 
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Appendix A1  

Evaluation of Joint-calibration to Streamflow and 

CDF-matched OzNet Observations 

This Appendix contains evaluation results from joint-calibration to OzNet 

soil moisture observations when the in-situ data were CDF-matched to model 

predictions as compared to the results from calibration to streamflow observations 

alone and joint-calibration to streamflow and normalized OzNet soil moisture 

observations (joint-cali). Table A1.1 compares the NSE scores and RMSE for 

calibration period in 2007 to 2010 (Cal.) and validation period using operational 

rainfall data in 2011 to 2012 (Val.), and the optimized values for soil storage 

capacity parameter in the models for SF-calibration, joint-calibration with 

normalized/CDF-matched soil moisture observations. In Figures A1.1 to A1.4, the 

modelled soil moisture from calibration to streamflow alone (Sim SF-cali) and 

joint-calibration to streamflow and soil wetness observations (Sim Joint-cali) (%), 

which were shown in the original thesis, are compared to the results from the 

joint-calibration to streamflow and soil moisture observations (mm) when the soil 

moisture observations (% m
3
/m

3
) are CDF-matched to the modelled soil moisture 

(mm) (Sim Joint-cali-cdf). Note that for the first and third panels, the blue line is 

the original average of volumetric soil moisture (Obs) before the CDF-matching 

which is shown on the secondary vertical axis while the grey line is the CDF-

matched observation and the other lines are modelled soil water after either SF-

calibration or joint-calibration. The blue line in the second and fourth panels is the 

soil wetness obtained by normalisation alone and the other lines are the soil 

wetness obtained by normalising CDF-matched soil water values. OzNet rainfall 

data are used for the calibration. The error statistics in the figures are shown for 

three calibrations which are between the normalised observation and model 

prediction for SF-cali and Joint-cali and between the CDF-matched observation 

and the model prediction for Joint-cali-cdf. 
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Figure A1.1: Comparison between OzNet soil moisture (Obs) or rescaled OzNet 

soil water/wetness observation (Obs-CDF) and modelled soil water/wetness from 

GR4H (a and b) and PDM (c and d) models for calibration to streamflow alone 

(SF-cali), calibration jointly to streamflow and normalised soil moisture 

observations (Joint-cali), and calibration jointly to streamflow and CDF-matched 

soil moisture observations (Joint-cali-CDF) for the calibration period in the upper 

Kyeamba catchment.  
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Figure A1.2: Same as Figure A1.1, but shown for the validation period. Note that 

the operational rainfall data are used for the validation. 
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Figure A1.3: Same as Figure A1.1, but for the Adelong Creek catchment. 
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Figure A1.4: Same as Figure A1.3, but for the validation period. 
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Appendix A2 

Evaluation of CDF-matching Rescaling Approach 

for SMOS Estimation 

The exponential filtered/moving averaged satellite-based estimations have 

been rescaled to either OzNet root-zone volumetric soil moisture data or root-zone 

modelled soil moisture predictions using CDF-matching approach. The new 

SMOS soil moisture data estimated from CDF-matching to OzNet root-zone 

volumetric soil moisture (m
3
/m

3
) data (SMOS-exp-filt-cdf1, SMOS-move-ave-

cdf1) or model soil moisture predictions (mm) (SMOS-exp-filt-cdf2, SMOS-

move-ave-cdf2) are compared to the OzNet and model data in Figures A2.1 to 

A2.6. The skill scores between all SMOS estimations and OzNet data or model 

predictions are presented in Table A2.1 and A2.2. For further evaluation, the 

different SMOS estimations have been assimilated into the GR4H model using the 

nudging approach with a weighting factor (G) of 0.8 and direct insertion (ie. 

G=1.0) as illustrated in Figures A2.7 to A2.10. Table A2.3 summarizes NSE and 

Vol E at 10 stream gauges located at 10 subcatchments outlets within the entire 

study area down to Wagga Wagga station (see Figure 5.1 in the thesis) before 

(Sim) and after nudging or direct insertion of SMOS estimations obtained by 

exponential filtering alone (Nudge, DI), CDF-matching to OzNet data after 

exponential filtering (Nudge-cdf1, DI-cdf1), and CDF-matching to model 

predictions after exponential filtering (Nudge-cdf2, DI-cdf2). 
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Figure A2.1: Comparison between normalised OzNet and SMOS-based root-zone 

data and modelled soil wetness from GR4H for exponential filtering approach 

after normalisation alone (exp-filt), after CDF-matching to the OzNet data (exp-

filt-cdf1), and after CDF-matching to model estimations (exp-filt-cdf2) in the 

Kyeamba catchment; data are from January 2010 to July 2012 and OzNet 

observation range has been shown in light grey colour. 

 

 

Figure A2.2: Same as Figure A2.1, but for moving average approach. 
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Figure A2.3: Scatter plots of mean OzNet soil wetness over depth 0-90 cm and 

normalised SMOS-based root-zone estimations after CDF-matching to the OzNet 

root-zone data alone (a), after exponential filtering (exp-filt)/moving average 

(move-ave) alone (blue circles in (b) and (c)), and after exponential 

filtering/moving average and CDF-matching to OzNet root-zone data (red dots in 

(b) and (c)) in the Kyeamba catchment; data are from January 2010 to July 2012. 

 

 

 

Figure A2.4: Scatter plots of GR4H model soil wetness and normalised SMOS-

based root-zone estimations after CDF-matching to the OzNet root-zone data 

alone (a), after exponential filtering (exp-filt)/moving average (move-ave) alone 

(blue circles in (b) and (c)), and after exponential filtering/moving average and 

CDF-matching to OzNet root-zone data (red dots in (b) and (c)) in the Kyeamba 

catchment; data are from January 2010 to July 2012. 
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Figure A2.5: Scatter plots of mean OzNet soil wetness over depth 0-90 cm and 

normalised SMOS-based root-zone estimations after exponential filtering (exp-

filt)/moving average (move-ave) alone (blue circles in a and b), and after 

exponential filtering/moving average and CDF-matching to GR4H model soil 

moisture estimations (red dots in (a) and (b)) in the Kyeamba catchment; data are 

from January 2010 to July 2012.  

 

 

 

 

Figure A2.6: Scatter plots of GR4H model soil wteness and normalised SMOS-

based root-zone estimations after exponential filtering (exp-filt)/moving average 

(move-ave) alone (blue circles in a and b), and after exponential filtering/moving 

average and CDF-matching to GR4H model soil moisture estimations (red dots in 

(a) and (b)) in the Kyeamba catchment; data are from January 2010 to July 2012. 
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Figures A2.7: Comparison of observed (Obs) and modelled streamflow and root-

zone soil wetness for open simulation (sim) and after direct insertion of OzNet 

data (DI-OzNet), or after assimilation with G equal to 0.8 (Nudge-SMOS) or 1.0 

(DI-SMOS) using estimated SMOS root-zone soil wetness obtained from 

exponential filter alone for the GR4J model in the Kyeamba subcatchment for a 

small event in 2011 (a and c) and a major event in 2012 (b and d). SMOS1 and 

SMOS2 in the second panel are estimated SMOS soil wetness for G equal to 0.8 

and 1.0 respectively. 

 

 

 

Figures A2.8: Same as Figures A2.7, but for SMOS root-zone soil wetness 

obtained from exponential filtering and CDF-matching to OzNet data. 
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Figures A2.9: Same as Figure A2.7, but for SMOS root-zone soil wetness 

obtained from exponential filtering and CDF-matching to model predictions. 

  

  

Figure A2.10: Comparison of observed (Obs) and modelled streamflow before 

(sim) and after assimilation of estimated SMOS root-zone soil wetness obtained 

from exponential filtering alone (a, b), from exponential filtering with CDF-

matching to OzNet data (c, d), and from exponential filtering with CDF-matching 

to model predictions (e,f) with G equal to 0.8 (Nudge-SMOS, Nudge-SMOS-cdf1, 

Nudge-SMOS-cdf2) or 1.0 (DI-SMOS, DI-SMOS-cdf1, DI-SMOS-cdf2) at 

Wagga Wagga station for a moderate event in 2011 and a major event in 2012. 
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