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Accurate river bathymetry is required for applications including hydrodynamic flow modelling and under-
standing morphological processes. Bathymetric measurements are typically a set of depths at discrete points that
must be reconstructed into a continuous surface. A number of algorithms exist for this reconstruction, including
spline-based techniques and kriging methods. A novel and efficient method is introduced to produce a co-or-
dinate system fitted to the river path suitable for bathymetric reconstructions. The method is based on numerical

conformal mapping and can handle topological features such as islands and branches in the river. Bathymetric
surfaces generated using interpolation over a conformal map are compared to spline-based and kriging methods
on a section of the Balonne River, Australia. The results show that the conformal mapping algorithm produces
reconstructions comparable in quality to existing methods, preserves flow-wise features and is relatively in-
sensitive to the number of sample points, enabling faster data collection in the field.

1. Introduction

Knowledge of the depth and flow velocity of a river is crucial for
applications including ecosystem management, flood risk assessment
and emergency operations (Fewtrell et al., 2011; Neal et al., 2015).
River flow patterns also drive sediment erosion and deposition, oxygen
exchange and pollutant mixing. Importantly, sediment erosion can
cause levee failure and bridge scour while sediment deposition is re-
sponsible for reservoir siltation. Moreover, knowledge of flow dy-
namics, oxygen availability and pollutant concentration are essential
for aquatic and fish habitat ecological assessment (Marzadri et al.,
2014; Benjankar et al., 2015; Vesipa et al., 2017). While hydrodynamic
models can be used to predict river flow dynamics, the accuracy of
these models heavily depends on the quality of the bathymetric input
data (Horritt et al., 2006; Legleiter et al., 2011a,b).

Several state-of-the-art techniques exist for the measurement of
river bathymetry. For example, point cloud river depth measurements
can be obtained using multibeam sonar (Nittrouer et al., 2008), air-
borne bathymetric Light Detection and Ranging (LiDAR) systems
(McKean et al. 2009, 2014), or optical remote sensing imaging methods
(Fonstad et al., 2005; Legleiter et al., 2009; Legleiter 2012, 2013, 2015;
Pan et al., 2015). However, each of these sampling techniques is
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constrained by technical limitations. Use of multibeam sonar is re-
stricted to water depths typically deeper than 4 m and limited by na-
vigation hazards (Glenn et al., 2016); consequently, these instruments
are mainly used for coastal and marine applications (Zhi et al., 2014).
Water turbidity, bottom material composition, and water surface
roughness affect the retrieval of bathymetry with LiDAR systems and
remote sensing imaging techniques, meaning that the use these tech-
niques is restricted to clear, shallow (a few meter deep) waters with
highly reflective substrates and no surface waves (Legleiter et al.,
2011a,b, 2016; Legleiter, 2012; Abdallah et al., 2013; Kinzel et al.,
2013; McKean et al., 2014; Cheng et al., 2015). Consequently, most
reach-scale studies rely on ground-based surveys of river transects ac-
complished using sonar equipment mounted to small watercrafts
(Altenau et al., 2017; Kriiger et al., 2018). These methods are time
consuming and expensive, but can be applied to shallow, deep, clear,
and turbid waters and provide both centimetre resolution and accuracy
(Glenn et al., 2016).

All techniques for depth measurement result in a set of discrete
points that require spatial interpolation algorithms to derive a re-
presentation of the river bathymetry. A large number of interpolation
algorithms have been proposed for river bathymetry and terrain topo-
graphy reconstruction in the literature with extensive reviews and
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comparative evaluations provided by Merwade et al. (2006), Chaplot
etal. (2006) and Li et al. (2011), Li et al. (2014). Typical approaches for
the interpolation of point cloud measurements include natural neigh-
bour, triangular irregular networks, inverse distance weighting (IDW),
spline interpolation and various forms of kriging. Importantly, when
interpolating sparse transects, special care must be taken to account for
anisotropic trends in the river channel bathymetry (Tomczak, 1998;
Merwade et al., 2006; Merwade, 2009), and many previous studies used
a channel fitted coordinate system (s, n) for this purpose (Fukuoka
et al., 1973; Goff et al., 2004; Merwade et al., 2005; Glenn et al., 2016;
Lai et al., 2018). In this approach, the channel centre line or the channel
thalweg (that is the line connecting the deepest point in each cross
section) are used as reference, where the s coordinate is the distance
along this line and the n coordinate is the distance across the channel
from the reference line. Additionally, a number of modified point cloud
interpolation techniques have been proposed in order to combine ease-
of-implementation with the need to adequately reconstruct river ani-
sotropy using sparse transect data. Examples include anisotropic IDW
(Tomczak, 1998), zonal IDW (Burroughes et al., 2001), ellipsoidal IDW
(Merwade et al., 2006), and rectilinear IDW (Andes et al., 2017). Other
approaches include linear interpolation bounded by user-defined break
lines (Schéppi et al., 2010), customised spline interpolation algorithms
(Flanagin et al., 2007; Caviedes-Voullieme et al., 2014), and radial basis
functions (Curtarelli et al., 2015). However, these algorithms require
calibration or user interaction. Furthermore, it was shown that irregu-
larly spaced data can generate excessive interpolation errors and
overshooting of elevation values in steep slope areas (Li et al., 2008;
Caviedes-Voulliéme et al., 2014).

Reconstruction accuracy generally varies widely between particular
case studies and input datasets, hindering general conclusions on a
recommended methodology and the expected performance of each
method. Li et al. (2011) gathered information from over 80 studies and
showed the difficulty of providing absolute conclusions by demon-
strating that the evaluation strategy impacted the results of the com-
parison between interpolation methods. However, in terms of some
specific studies, Kriiger et al. (2018) compared IDW, radial basis
functions, and kriging and found that the latter had higher (sub-meter)
accuracy. Batista et al. (2017) pointed out that, depending on the river
reach, kriging algorithm resulted in Root Mean Square Error (RMSE)
values between 0.5m and 3m. Legleiter et al. (2008) showed that the
RMSE values resulting from the application of kriging algorithm in-
creased from 0.1 m to 0.5 m when cross section spacing increased from
7 m to 56 m; this analysis highlighted the large sensibility of kriging
accuracy to the input dataset, even in a reconfigured channel with a
relatively simple morphology. Rather than relying on simple geometric
considerations, some authors have also attempted to incorporate geo-
morphic and hydraulic considerations into the interpolation algorithm.
For instance, Legleiter et al. (2008) and Batista et al. (2017) tested the
use of kriging algorithms while Zhang et al. (2016) suggested in-
corporating a preliminary estimation of flow velocity into the topo-
graphy interpolator. In a related approach, Lai et al. (2018) used the
Laplace equation to generate flow streamlines. Despite a higher com-
plexity of these algorithms, the accuracy of the reconstructed surface
strictly depends on the characteristics of the measured dataset.

Reconstruction for complicated morphologies with islands or con-
fluences usually requires extensive manual intervention for processing.
Separate features must be disaggregated by drawing break lines or two-
dimensional polygons of island boundaries. Surface interpolation is
then performed separately for each area delimited by two break lines or
polygons, which is a customised and time consuming process
(Brasington et al., 2000; Merwade et al., 2008; Schéippi et al., 2010;
Costabile et al., 2015). However, braided rivers are found across a large
range of climates, such as glacial areas to arid regions, and physio-
graphic settings, such as from steep mountain areas to low coastal
plains, e.g. from steep mountain areas to low coastal plains, Surian
(2015). Consistent research efforts are being made to improve the
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modelling and understanding of flow dynamics in these complex
morphologies (Costelloe et al., 2006; Piégay et al., 2009; Mohammadi
et al., 2013; Jarihani et al., 2015; Williams et al., 2016; Altenau et al.,
2017).

A reconstruction algorithm which is loosely affected by the char-
acteristics of the input dataset and can provide reliable reconstruction
of river bathymetric surfaces even with sparse and incomplete mea-
surement points could allow greater flexibility during data collection.
This paper presents such a method, capable of reconstructing compli-
cated morphologies. The method is based on a two stage process, a
novel application of conformal mapping (Ahlfors, 1979) to provide a
co-ordinate system fitted to the river geometry, and a subsequent in-
terpolation over this co-ordinate system to provide the reconstruction.
The method could be automated as it requires only a mask of the land
and water areas to generate the river-fitted co-ordinate system and a set
of depth sampled points for the subsequent interpolation. The proposed
algorithm was applied for the reconstruction of a 3 km long reach of the
Balonne River (Queensland, Australia) for which a bathymetric field
dataset was available. The process was compared to two other inter-
polation methods, spline interpolation and kriging, to assess the overall
effectiveness, ease of use and computational efficiency of the method
compared to these commonly used approaches. The resulting re-
constructions were evaluated using qualitative plan-view and long-
itudinal evaluations, as well as a quantitative comparison of quantities
such as storage volume and cross-section flow area. Furthermore, both
this complete dataset and three artificially reduced datasets derived
from the complete dataset were used in the reconstructions algorithms
to understand the effect of data sparsity on the resulting reconstructed
surfaces. The analysis demonstrated that the overall process of con-
formal map generation with an associated interpolation provided re-
constructions of comparable quality to existing methods but could be
entirely automated. Furthermore, interpolation over the river-fitted co-
ordinate system was found to be less sensitive to the quality of the input
dataset interpolation than the kriging and spline algorithms, allowing
potentially greater flexibility during data collection.

2. Existing methods
2.1. Spline-based algorithms

Spline interpolation algorithms attempt to preserve the information
content of each measurement by producing an interpolation surface
that passes exactly through the input points. These algorithms require
the river to be partitioned into user-defined regions along break lines or
transects (Fig. 1a) to handle complex river shapes. Interpolation algo-
rithms are then used to connect points measured along cross sections in
both the stream-wise and cross-stream directions. Piecewise cubic
splines in the stream-wise direction and linear depth profiles in the
cross-stream direction can result in a smooth reconstructed surface if
each cross-section has an equivalent number of data points (Flanagin
et al., 2007; Caviedes-Voulliéme et al., 2014).

A cubic spline-based interpolation method was implemented in this
study for the purpose of comparison. The path of the river in between
the transects in the stream-wise direction, s, is described using a cubic
Bezier curve given by the equation:

P(s) = (1 — s)°Py + 3(1 — 5)%tP; + 3(1 — 5)s?P, + s°Ps (@9

where 0 < s < 1. This corresponds to a smooth curve which goes from
the two-dimensional points Pyjto P; towards P; and P, from each end
(Fig. 1b and c).

The procedure for mapping a given curvilinear coordinate (s, t) to a
world coordinate (x, y) is to firstly determine the world coordinate
points Py and P; using the expressions:

Py = A-O)T*" + (T



J.E. Hilton, et al.

a) transect

transect transect

\*.. region

Fig. 1. Schematic of the spline based interpolation method. a) The river is
broken into user-defined regions, b) the coordinate system and variables used,
and c¢) a Bezier curve.

P=(1 - I)Tffirf + tTf,'fl )
where T and T¢¢ are the transect start and end points in world
coordinates, respectively, at the current, T,, and next, T,;;, transect.
The points P; and P, are calculated using:

1
Pl = PO + EP(B‘Nn

P,=P; — %P03'Nn+l 3)
where N are the normals of the current, N,,, and next, N,,,, transect
while Py; is the displacement between P, and P;.

The reverse process of mapping given world coordinates (x, y) to
curvilinear coordinates (s, t) is difficult as there is no closed form ex-
pression for this inversion. In this study a nonlinear optimisation pro-
cess was implemented which sought to determine (s, t) by minimising
the distance error

4

The Downhill Simplex method (Nelder et al., 1965) was used for this
process. If the coordinates exceeded the bounds (s < 0, s > 1, t < 0 and
t > 1) during the optimisation, the positions calculated by the cubic
Bezier curve expressions were taken to be erroneous. In this case the
coordinates of the nearest constrained value (Syuig, tyaiig) and the fol-
lowing modified error expression were used such that

error = |(x,y) — f (s, t)|

(5)

This modification penalises the (s, t) coordinates for exceeding their
bounds and allows the unconstrained optimisation method to work. The
overall approach was found to robustly determine all (s, t) coordinates
for the river transects considered in this study.

error = |(x, y) _f(svalid’ tuatiad) | + [Poz| X [(s, ) — (Svatids tatia) |

2.2. Kriging

Kriging is a geostatistical method that can be used for geospatial
interpolation through the analysis of the spatial structure of observed
data points. The kriging method minimizes the variance of the predic-
tion error at every interpolated point using a minimum mean-squared-
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error method. The main strengths of kriging are the statistical quality of
its predictions (i.e. unbiasedness) and its ability to predict the spatial
distribution of uncertainty (Mitas, 2005).

One of the first applications of kriging for river bathymetry re-
construction was accomplished by Carter et al. (1997) while Eriksson
et al. (2000) suggested the use of two-dimensional semi-variogram
models in order to account for data anisotropy. A number of variations
of the kriging algorithm (e.g. ordinary kriging, simple kriging, universal
kriging, co-kriging, regression kriging, kriging with a trend, stratified
kriging with a trend, kriging with external drift) have since been ap-
plied for river reconstruction (Hilldale et al., 2008; Legleiter et al.,
2008; Bailly et al., 2010; Cheng et al., 2015; Su et al., 2015; Batista
et al., 2017) with a number of comparative studies showing the merit of
using kriging over -simpler techniques such as IDW, radial basis func-
tions and polynomial interpolation (Merwade et al., 2006; Maleika
et al., 2012; Curtarelli et al., 2015; Ferreira et al., 2017; Su et al., 2017;
Kriiger et al., 2018). Some authors proposed variants of kriging to
achieve an accurate representation of data anisotropy. More specifi-
cally, te Stroet et al. (2005) formulated a Local Anisotropy Kriging
(LAK) for automatic detection of structures within the data which re-
sulted in sub-meter average absolute error, with a decrease of 23%
compared to ordinary kriging. Boisvert et al. (2009) presented a Locally
Varying Anisotropy (LVA) Kriging algorithm based on non-Euclidean
distances to reconstruct complex geological sites; and Magneron et al.
(2010) proposed an algorithm to integrate prior knowledge and locally
varying parameters.

A general form of a kriging estimator can be written as

B = D Ay () + ux)

a=1

(6)

where J, (x) is the reconstructed surface at point x, estimated using n
known sample values y(x,) of the field at the locations x,, while u(x) is
the mean function of the field and 1, (x) are weights determined in the
kriging algorithm. To determine these weights, an experimental semi-
variogram y,(h) must be computed

N

D) e+ ) = y(x)P

a=1

Ye(h) =

2N (h) @

where N (h) is the number of pairs of sampled locations separated by a
lag distance h (Wackernagel, 2003). This experimental variogram is
evaluated for the pairs of sampled values by computing the squared
difference between the sampled values and evaluating the variogram
cloud against the lag distance h between the sampled locations. Usually,
it is observed that the value of an experimental variogram increases
with separation distance and eventually reaches a saturation level re-
ferred to as the sill.

Once an experimental variogram has been obtained, it is modelled
using a chosen continuous theoretical variogram y,(h). The three most
commonly used theoretical variogram models are the spherical model,
the exponential model, and the Gaussian model (Wackernagel, 2003). A
spherical model for the theoretical variogram was found to best re-
present the experimental variogram obtained from the data used in this
study, with the form

Yi(h) = r~(1.s(§) - 05(93)0‘ h<a

rif h>a (8)

In order to replace the experimental variogram with the theoretical
model, a least square Levenberg-Marquardt method was employed to fit
the free parameter a in Eq. (8). Once the theoretical variogram was
fitted to the sampled data, the semi-variance for all the sampled loca-
tions could be computed using the theoretical variogram.

There is currently no common agreement on the optimal kriging
formulation for river bathymetry and universal, ordinary and simple
kriging methods are often used (Maleika et al., 2012; Kriiger et al.,
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2018). The main difference between these three methods is the as-
sumption of the mean function u(x) in the kriging estimator. Simple
kriging uses a given mean, ordinary kriging has an unknown but con-
stant mean and universal kriging has a spatially varying unknown
mean. The universal kriging method was used in this study as river
bathymetry is typically not geostationary, which is an assumption for
ordinary and simple kriging. Cressie (1993) and Wackernagel (2003)
provide further details on these methods. In universal kriging, it is as-
sumed that the random function is a linear combination of the mean
drift u(x,) and a nonstationary error e(x,) such that

Y (xa) = pxa) + e(xa) )]

For this application, it can be considered that the river depth is a
random function Y (x,) sampled irregularly over the domain D with
Xy € D. The mean drift m(x,) can be regarded as a regular, continuous
variation of Y (x,) whereas, the nonstationary error e(x,) signifies the
random small-scale fluctuations. It can also be said that the mean drift
is the non-stationary expectation of the random function Y (x,) such
that

E{Y(xa)} = ,u(xoc)

and the nonstationary error has a zero expectation, E{e(x,)} = 0. For
universal kriging, the mean drift can be estimated as a k basis function
of the spatial coordinates with either a linear, quadratic or a higher
order form. In this study, the mean drift was parametrized using the
linear form

(10)

k

E{Y (x)} = p(xa) = a0 + @3 () + &% (xa) = ) aif' (xa)
=0

(1)

where ay, a@;, a;are the unknown coefficients of the linear equation and
X and x, are the longitude and latitude at the location x, respectively.
The coefficient terms in Eq. (11) were obtained using a least squares
Levenberg-Marquardt curve-fitting method. Once an equation for the
trend was selected and fitted to the sampled data, the residual values
were obtained as the deviation of observed values from the fitted values

and are given as
r(xg) = y(xoc) - ,u(xa) 12)

These residuals were then used to obtain the experimental vario-
gram using the semi-variance defined as

1 N(h)
Vi —_ — 2
7 (h) = NG ; [rGea +h) — r(xa)] 13

where the hat on vy represents a residual. The experimental variogram,
Eq. (13) was used in Eq. (8) to find the free parameter a, and the re-
sulting fitted theoretical variogram was utilized in the kriging predic-
tion. The kriging prediction can be expressed in matrix notation as

yy(xa) = /l‘r(xa) (14)
Finally, the weights defined by A were obtained by solving
Al CIO
AZ CZO
. —1 )
An Cij o fl (xot) C.nO
= : : 0
a fl (g) - 0 SO (xo)
@ : o)
e f*(xo) 1s)

where Cj; were obtained by evaluating the residual variogram for data-
to-data and Cjfrom data-to-un-sampled. Once the kriging prediction for
the residuals was obtained, it was added to the values obtained by
evaluating the trend for the sampled locations to obtain the kriging
estimate.

For bathymetric reconstructions the elevation data was found to be
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skewed away from a normal distribution towards lower depth values.
To transform the data back into a normal distribution, required for the
kriging algorithm, a Box-Cox, log-normal or normal score transforma-
tion can be used. Here we used the normal score transformation, where
the cumulative distribution of the elevation data was transformed to a
normal distribution. We chose to use the normal score transformation
as both Box-Cox and log-normal transformation can result in deviations
in the tail of the distribution, whereas the normal score transformation
gave an exact transformation to a normal distribution.

3. Reconstruction using conformal mapping
3.1. Conformal mapping

The new reconstruction algorithm presented in this study consists of
three main steps. These are 1) fitting a dimensionless conformal co-
ordinate system (s, t) to the river, 2) interpolating the bathymetry from
known data points within this conformal co-ordinate system, and 3)
mapping this interpolation back to real-world (projected) coordinates
(x, y). The mapping is called conformal as it preserves the angle between
orthogonal lines, for example, a Cartesian projected co-ordinate system
with lines in x and y still has a 90° angle between the Cartesian grid
lines in s and ¢.

A schematic of the reconstruction algorithm is shown in Fig. 2. A
given channel in projected (x, y) co-ordinates (Fig. 2a) is supplied or
converted to a rasterised mask of cells containing either water or land
(Fig. 2b). These are then processed into two sets of boundary conditions

Waterway
a c d
) depth values ) )downstream
in (x,y) - value, s
_ 1

cross-stream
value, t

1T
IHE S

Conformal map Interpolation Reconstruction
e o [ ]
9 depth values : interpolation . fb J;&cép&p&&é‘&\_;;
e in(st) e in(st) H i
° : > —* e y L 7+
t . t oy LT
. ¢ o Z(s, t)sw ; s
° ° I \ Il
L ] L] ’]
H { f
s s X

Fig. 2. Stages in the reconstruction algorithm. a) The waterway in a projected
co-ordinate system (x, y) with stream-wise and cross-wise coordinates (s, t). b)
The data is rasterised to a required resolution and masked into land and water
areas. ¢) The initial conditions for s. d) The solution of the Laplace equation for
s using the initial conditions and zero Neumann boundaries on the banks. e)
The initial conditions for ¢, which requires the solution for s. f) The solution of
the Laplace equation for ¢ using the initial conditions and zero Neumann
boundaries on the upstream and downstream boundaries. g) Known depth va-
lues mapped to (s, t) space. h) Interpolation function over (s, t) space. i) Final
reconstruction mapping unknown cell depths in (x, y) space to interpolated
values in (s, t) space.
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for s and t. The values of s and ¢ represent the stream-wise and cross-
stream distance, respectively. The key component of the reconstruction
algorithm is to generate the conformal map. This is numerically cal-
culated using a method based on complex functions. A holomorphic

complex function f(z) defines a conformal mapping
f@)=s(x,y) +it(x, y), 16)

where the two real functions s(x, y) and ¢ (x, y) must obey the Cauchy-
Riemann equations

a_ o
ox Oy

o __a

dy ax an

The functions s(x, y) and ¢(x, y) are also harmonic, which means
that they are the solutions to a pair of two-dimensional Laplace equa-
tions. The Laplace equation is widely used in physics, more specifically
in areas such as electromagnetism, fluid flow, classical gravitation and
heat transfer. The equation in two dimensions is given by V2¢(x, y) = 0,
where ¢ (x, y) is a scalar. Physically, the Laplacian of a field, V2¢(x, y) ,
represents the curvature of the field, so the Laplace equation for ¢ (x, y)
provides the scalar field for which the curvature of ¢(x, y) is zero. For
Eq. (16) the pair of Laplace equations is:

VZs(x,y) =0

V2t(x,y) =0 (18)

The Cauchy-Riemann equations can be used to determine the re-
quired boundary equations for the solution of Eq. (18). In order for the
mapping to be conformal at the boundary the gradient of u is required
to be zero at the banks of the river and the gradient of v to be zero at the
upstream and downstream boundaries of the river (these conditions are
identical to zero flux Neumann boundary conditions) such that

& g a g

AN T 19)

where N is the normal direction vector at the banks of the river and T is
the normal direction vector at the upstream and downstream bound-
aries. Substituting this requirement into Eq. (17) results in the
straightforward condition on ¢ to be an arbitrary constant at the banks
of the river and s to be an arbitrary constant at the upstream and
downstream boundaries of the river. These constants were chosen as
s =1 at the upstream boundary and s= —1 at the downstream
boundary (Fig. 2¢), with ¢ = 1 at one side of the channel and t = —1 at
the other (Fig. 2e). The choice of values was purely for ease of use in
interpolating algorithms and any other constants could be chosen.

3.2. Cross-stream boundary conditions

The boundary conditions for s are straightforward to implement,
but the boundary conditions for ¢ are more complicated to impose as the
mask contains no directional information for which side of the channel
is which. The cross-stream boundary conditions have been im-
plemented using two methods in this study. The first is using a cross-
stream distance map, which is relatively straightforward to implement,
and the second uses a more complex image analysis method which can
account for branching and islands, detailed in the next section.

A distance map is a rasterised map containing the scalar distance to
the nearest interface, here the nearest channel bank. Distance maps are
very widely used in geographic information system (GIS) analysis and
can be rapidly constructed using a number of algorithms including the
level set or fast marching method (Sethian, 1999). In this study a level
set method was used as this was found to be more stable and robust
than the fast-marching method. Cells in the map contain a scalar value
representing the distance from the banks of the channel, d, or a null
indicator, @, indicating that the cell lies outside the river channel. The
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initial distance value is set to d = 1 if points lie outside the river area,
d = —1 if the points are within the river area or d = 0 for the edge case
of the point exactly on the river bank. The distance function can be
constructed by solving the Eikonal equation |Vd| = 1 (Sethian, 2001)
with the given initial condition. The level set method solves this for d by
converting the Eikonal equation to a time-dependent equation and
solving

ad

a -V 20)
to steady state. The second order method given by Sethian (1999) was
used to evaluate the gradient term on the right-hand side of Eq. (20) to
ensure stability. At the boundaries of the domain, or for a neighbouring
null cell, a Neumann condition was applied by setting the gradient to
zero. The distance map then allowed the normal vector of the river
channel banks, fi, to be evaluated as

vd

A= —
[Vd|

(21)

The required ¢ boundary conditions are calculated using the dot
product of the skew gradient of s and the normal vector to the interface

as
t = sign(Vism) (22)

where the normal vector is determined using Eq. (21) and the skew
gradient is given by

Vis = _6_s§
dy ox

3.3. Conformal map generation

(23)

Once the boundary conditions have been set, the values of s(x, y)
and t (x, y) are found by separately solving the two Laplace equations in
Eq. (18). Numerically solving the Laplace equations for s and ¢ with the
boundary conditions provides the required mapping from
(x, y) = (s, t). The importance of the Laplace equation has given rise to
a wide range of numerical solution methods. These range from sta-
tionary iterative methods such as Gauss-Seidel and Successive Over-
Relaxation (SOR) to modern non-stationary iterative methods such as
the Conjugate Gradient and related methods. In this study a direct LDL”
method was implemented from the Eigen computational library
(Guennebaud et al., 2010). The LDLT method decomposes a symmetric
positive definite matrix A into A = LDI where L is a lower triangular
matrix and D is a diagonal matrix. This decomposition can be used to
directly solve matrix equations of the form Ax = b through substitution
of the decomposed components. For the Laplace equation the matrix A
is derived from a suitable discretisation of the domain and the forcing
vector b = 0. This direct solution method was used as indirect (Con-
jugate Gradient) methods were found to have difficult converging for
very long domains.

A two-dimensional Cartesian gridded domain was used for the re-
construction with equal cell spacing A in the x and y directions. The
gridded domain contained cells classified as water (which required
reconstruction) or land (which were ignored). The Laplace equation
was modified to only calculate cells containing water using the fol-
lowing finite difference discretisation of the Laplace equation:

% 9%
Vii=—+ = ®~s5+s
ox> = ody? Y
0 Siv1j = D, Sij = @
. = 1 Sij — Si-1j Sis1j =D, Sic1j £ D
L= —
42 Si+1)j — Sij Sit1j # D, Si-1j = @

Si-1j = 28ij + Siv1j Siv1j F D, Si-1j F D
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Fig. 3. Conformal map generation for an example mask. The original mask showing
the water and land areas is on the left hand side. The maps for s and t are shown in
the centre shaded from white (1) to black (-1). Lines of constant s and t are su-
perimposed on the central images with spacing of 0.05 for s and 0.2 for t. Both sets of
isolines are shown on the right hand side.
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where s;; is the streamwise co-ordinate on the two-dimensional grid
with cell indexesi and j in the x and y directions, respectively, and @& is
a null value for cells classified as land. Eq. (24) applies a Neumann
boundary condition to any points with null values on either side, en-
forcing Eq. (19). The final matrix expression is given by As = 0, where
A is constructed from Eq. (24). An identical Laplace equation is solved
for the ¢ co-ordinate.

A reconstruction is shown for an example river mask in Fig. 3. The
mask is shown on the left-hand side with solutions for s and ¢ shown in
the centre at the top and bottom, respectively. The central images are
shaded in grayscale from 1 (white) to —1 (black) with isolines of
constant value superimposed. The final conformal map for the mask is
shown on the right-hand side.

A more complex example applied to a real river channel is shown in
Fig. 4. The area used was part of a reach from the Edward-Wakool re-
gion in the Murray Basin, Australia. The input data for the conformal
map generation was only a rasterised map of the water and land areas
at 1 m resolution. The tortuosity of this reach and the length, around
20 km, makes any manual processing to define centre lines or transects
a time-consuming process. However, the conformal mapping algorithm
efficiently generated a map in around 12 s using a single computational
thread on an Intel Xeon E5 processor. Inspection of the results (inset
figures in Fig. 4) shows that the map fits the boundaries of the river and
accurately handles the winding river path.

The solution of the Laplace equation for the downstream values s
with Neumann boundary conditions on the banks of the channel is, in
fact, identical the potential flow solution within the channel with im-
permeable boundary conditions (Batchelor et al., 1967). The isolines of
t are normal to the isolines of s are the potential flow streamlines. The
conformal mapping method can therefore be considered to have a
‘physical’ basis for s and t, with ¢ equivalent to flow streamlines and s
equivalent to a scaled downstream distance. A related method for river
reconstruction based on this physical solution from potential flow was
presented by Lai et al. (2018) in which the solution to the Laplace
equation was used to generate streamlines that preserved the shape of
the physical domain. The water edge and the thalweg were used as
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boundary conditions in the method and the elevation of the vertices
along the streamlines were linearly interpolated from the nearest cross-
sections. Although this method produced an identical s co-ordinate to
the conformal mapping method, the algorithm presented in this paper is
also capable of constructing the orthogonal ¢t co-ordinate and can be
seen as a generalization of this method.

The resulting conformal map is also related to the curvilinear co-
ordinate system used in a number of previous studies (Fukuoka et al.,
1973; Goff et al., 2004; Merwade et al., 2005; Glenn et al., 2016; Lai
et al,, 2018). The definition of a curvilinear coordinate system has
traditionally relied on the identification of the channel centre line or of
the channel thalweg. The channel centre line can be identified from the
analysis of optical images (Glenn et al., 2016) while the channel
thalweg could be estimated using either an iterative protocol (Merwade
et al., 2005) or measured bathymetric data (Lai et al., 2018). These
lines were then used as reference and the s coordinate was the distance
along this line, while the n coordinate was the distance across the
channel from the reference line. In the conformal mapping approach
proposed here, the ¢ coordinate similarly follows the flow centre line in
most cases. However, this result is achieved automatically by the con-
formal mapping algorithm and does not have to be imposed in the
method as a separate step in the reconstruction process. As such the n
and t co-ordinates may differ between the methods and we have de-
noted the cross-stream co-ordinate “t” to emphasise that this is a metric
based on a solution to the Laplace equation rather than a measure from
a pre-defined path.

3.4. Reconstruction from functional forms

Once constructed, the conformal maps can be used with any basic
swept profile depending on the (s, t) stream-wise and cross-stream
distances using a functional form for the bathymetry depth such as
z(x,y) = —kf (s, t), where k is the maximum depth. Examples of var-
ious functions of s and ¢ are shown in Fig. 5 for the example river mask
shown in Fig. 3. The functions f (s, t) are shown below each case. In all
cases k = 50, A= 50 m and the domain size was 1 km by 1 km.

The example functions in Fig. 5 were chosen to illustrate the ver-
satility of the method. Fig. 5a uses a function resulting in a sharp ‘V’
shaped bathymetry (due to the1 — [¢| term) which deepens downstream
(due to the 2 — s term). Fig. 5b uses a function with a quadratic cross
section resulting in a flattened base. Fig. 5c uses a Gaussian profile for
the bathymetry. It is also possible to combine two functional forms and
blend them together along the length of the channel. Fig. 5d uses the
functions from Fig. 5a and b blended down the channel using a
weighting parameter w.

3.5. Extension for branching and islands

The conformal mapping can easily be extended to account for to-
pological changes along the channel including branching and re-
connection forming islands. The change to the input conditions is very
straightforward and only applies to the cross-stream initial condition
for t. Any branches or islands mid-channel simply have a fixed
boundary condition of 0, rather than the 1 or -1 of the banks.

However, the actual implementation of this simple change of
boundary conditions is not straightforward as the branches and islands
must be identified from the input. A contour-detection method based on
image analysis was used here for this purpose. The input map was
processed using a contrast border-following algorithm implemented
using the OpenCV image analysis library (Bradski, 2000) returning a
hierarchical set of closed contours within the image. The contours were
sorted in terms of size and, for the examples within this study, the
largest two contours were assumed to be the river banks and any other
contours were assumed to be mid-channel islands. Any cells within two
largest contours were set to 1 and -1, in order, and cells within the
remaining contours were set to zero.
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Fig. 4. Conformal mapping algorithm applied to a 20 km winding river reach in the Murray Basin, Australia.
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Fig. 5. Examples of reconstruction using a simple functional form in the s and ¢
directions. a) absolute value of distance from banks, b) 4th power of distance
from banks, ¢) Gaussian, d) blend of b and c along the stream-wise direction.

An example of this process is shown in Fig. 6. The input, as in the
previous example, is a rasterised mask of the land and water areas
(Fig. 6a). This can be used directly for the s boundary conditions, as in
the previous section (Fig. 6b). For the ¢ boundary conditions the input
mask was first processed into closed contours (Fig. 6¢), ordered by size.
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Fig. 6. Conformal map generation for an example mask with a branch in the
channel. The original mask showing the water and land areas is on the left hand
side. The maps for s and ¢ are shown in the centre shaded from white (1) to
black (—1). Lines of constant s and ¢ are superimposed over the central images
with spacing of 0.05 for s and 0.2 for ¢. In this case, the island has a constant
boundary condition for ¢ of 0, splitting the conformal map.

Contour 1 and 2 were here assumed to be the banks and contour 3 was
assumed to be an island or mid-channel branch. This strategy de-
termined the boundary conditions for ¢ (Fig. 6d) from which the con-
formal map was generated (Fig. 6e).

The algorithm must be further extended if multiple islands or
branches occur across the channel. In this case the boundary conditions
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-1

Fig. 7. Use of the conformal mapping algorithm for channels with multiple branches and islands.

can be set to a value ordered by their cross-channel position in order to
give a smooth conformal map. The process for doing this is not cur-
rently automated and is the subject of future study. However, such an
algorithm could be based on a combination of a cross-channel distance
calculation and the contour analysis method.

An example is shown in Fig. 7 for a braided river channel with
multiple islands and branches. The land and water mask is shown in
Fig. 7a, and the corresponding boundary conditions for the conformal
mapping method are shown in Fig. 7b. The boundary values are ordered
depending on their proximity to the nearest river bank. The resulting
reconstruction is shown in Fig. 7c. It can be seen that the s and ¢ co-
ordinates smooth follow the channel and split around each of the is-
lands, re-connecting on the other side.

3.6. Interpolation surfaces

The second part of the reconstruction processing using the con-
formal map involves interpolation over the map to reconstruct the
bathymetry. If depth measurements are known at certain points, the
conformal map can be used to convert these points to (s, t) space,
construct a continuous interpolation surface, and then create the river
bathymetry in (x, y) space. Any interpolation method can be used on
the conformal map, for example, inverse distance weighting, kriging or
polynomial interpolation. Here a general least-squares surface fit was
used to demonstrate an overall approach to a combined conformal
mapping and interpolation method. The least-squares fit was im-
plemented with both a polynomial and a radial basis approximation of
the surface to show the flexibility of the approach. It should be em-
phasised that any suitable interpolation method could be used and
these particular methods were chosen to demonstrate the utility of the
method.

If the river depth z(s, t) at point (s, t) can be expressed in a general
form as:

2(s. 0= Y eifyy (85 ()
2:': @ b (i) (25)

where f and g are smooth continuous functions, c; are coefficients to be
determined and a (i) and b (i) are integer permutation indexes, the least
squares minimisation scalar E is given by

2
E= Z (Z Cify ) (8 (8) — Zj]
J

i (26)

where z;(s;, tj) are a set of known depths. The scalar is minimised with
respect to each coefficient
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giving the matrix equation Ac = d where
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For polynomial interpolation functions such as
z(s, t) = Z ;52O ph®
i (29)

the a(i) and b (i) coefficients can be generated up to a given order using
a straightforward permutation of exponents. However, the method is
not restricted to polynomial interpolation and thus any combination of
suitably smooth functions could be used.

In this study two interpolation methods were compared. The first
was polynomials constrained by a chosen functional form of
%(1 + cos(7v)) to ensure the reconstructed values on the river bank
smoothly approached zero in the cross-stream direction:
Fu () = 590g,  (6) = %(1 + cos(at))rb® 30)

The second was radial basis functions, constrained by a cross-stream
form of (1 — t°):

exp[—z(s + A(a [i] + %) — 1)2)gb(i) @®
D)

where A is the radial basis spacing. It was found that the radial basis
reconstruction was prone to overshoots and the choice of (1 — t9),
which served to impose a flat cross section reaching zero at the banks,

was less prone to overshoots for the radial basis functions than the
cosine constraint used in the polynomial interpolation.

f;,(i) (s)

l(1 + cos(ﬂt))exp[—Z(t + A(b [i] +
2 (31)

4. Reconstruction from bathymetric measurements
4.1. Study area and data

The reconstruction techniques were applied to a 3 km-long reach of
the Balonne River in the Condamine-Culgoa-Balonne catchment
(Queensland, Australia, Fig. 8a). The catchment drainage area is
136,014 km?, with a total main channel length of 1195 km. The climate
is semi-arid with frequent droughts and floods. The rivers in the region
provide most of the water for agricultural and industrial demands. The
waters of the lower Condamine River and of the Balonne River have a
high turbidity (100-500 NTU and 0.5-1.5 g/L TSS, Waters, 2012; State
of Queensland - Department of Natural Resources Mines and Energy,
2018) and field surveys, rather than LiDAR scans, are the only viable
solution for bathymetric data collection.

Bathymetric data of the Balonne River reach close to the township
of St.George, upstream of the Jack Taylor weir, were collected in May
2016 using a SonTek M9 HydroSurveyor Acoustic Doppler Profiler
mounted on a kayak. The M9 has built-in compensation for pitch and
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Fig. 8. (a) Location of the Condamine-Culgoa-Balonne catchment (yellow). Study area: Balonne river in St.George; ASTER satellite imagery (October 8th, 2015.15 m
pixel resolution), false colour representation: bright cyan colour indicates the high turbidly of the river. (b) Measured water depth values (sonar samplings),
measurements-derived river bed elevation values and floodplain elevation values (LiDAR DEM data). (c) Linearized cross sections with cross sections 4, 12, and 25
highlighted (section 4.2.2), centre line, and thalweg. Table: statistics of width (w), maximum depth (d,ay), and flow area (A) values of the linearized cross sections.
(d) Datasets for the investigated acquisition scenarios: data rich, data scarce 1, 2, and 3. (For interpretation of the references to colour in this figure legend, the reader

is referred to the Web version of this article.)

roll, and an integrated Differential Global Positioning System (DGPS)
positioning solution giving a horizontal accuracy of 1m or better.
Vertical profiles of salinity, temperature, and pressure were sampled
using the Sontek CastAway and interpolated in space and time using the
HydroSurveyor software in order to achieve a full sound speed com-
pensation of depth data and thus a 0.02m depth accuracy. The sam-
pling path aimed for the collection of cross sections, the spacing and
location of which were planned according to guidelines defined in
previous studies (Cunge et al., 1980; Samuels, 1990; Castellarin et al.,
2009; Conner et al., 2014). Efforts in the field were made to sample
along the designated cross sections, however, weeds and protruding
trunks often impeded the measurement of areas close to the riverbanks
with the resulting cross sections being limited to the central area of the
river. Whenever possible, navigation between adjacent cross sections
followed diagonal survey routes with the purpose to collect as much
detail of the three-dimensional channel morphologic variability as
possible (Altenau et al., 2017). The final sampling path is shown in
Fig. 8b; the database used for this study consisted of a total of 10,026
sonar samplings.

Sonar samples provide the depth at the time of measurement, and
thus information of water surface elevation is required to convert these
depth values into river bed elevations relative to a vertical datum. The
samples were adjusted relative to the Australian Height Datum (AHD)

using a planar surface fitted to water elevation records registered at St.
George (422201F, QLD - Department of Natural Resources, Mines and
Energy). The field campaign was completed during a low flow period
and so a horizontal water surface upstream of the Jack Taylor weir was
assumed for the purpose of this study. This surface had an elevation of
193.1 mAHD. This adjustment relative to a common elevation datum
allowed a seamless digital elevation map of the river bed and sur-
rounding land to be produced for applications such as hydrodynamic
modelling of floodplain inundation. Fig. 8b shows the measured depth
values, the derived elevation values of the soundings, and the three-
dimensional representation of the floodplain provided by a 1 m LiDAR
Digital Elevation Model (DEM) (vertical accuracy of + 0.15m and
horizontal accuracy of = 0.45m, State of Queensland - Department of
Natural Resources Mines and Energy, 2016). Irregular patterns of river
bed elevation values both along and across the flow direction revealed a
complex three-dimensional morphology, which is the outcome of the
interaction of low flow velocity upstream of the weir with physical and
biological processes such as sedimentation and tree roots growth.

A total of 32 approximate cross sections were derived from the
database of sampling data. Following an approach presented in pre-
vious studies (Marvanek et al., 2017), the points along the measured
path were reported along a straight line perpendicular to the main river
stream using the nearest neighbour technique. These linearized cross
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sections (blue lines in Fig. 8c) were connected to the floodplain to
achieve an approximate representation of the river geometry and flow
capacity. The geometric properties of the approximate cross sections
are summarised in Fig. 8c. The river width (w) ranged between 110.8
and 229.2m. The maximum depth (dmax) varied between 2.6 m and
7.2m and, for each cross section, it was found to be slightly higher than
the mean channel depth, computed as the ratio between flow area A
and river width w, thus revealing the non-rectangular shape of the river.

The LiDAR DEM used to map the land was also used to generate the
water surface mask required as input to the conformal mapping re-
construction method. In LiDAR and satellite altimeter-derived terrain
elevation datasets, water bodies usually appear as nearly horizontal
surfaces across the river and gently sloping along the river flow.
Consequently, a threshold was applied to the LiDAR DEM to remove
this planar surface and retrieve the water surface mask. When a LiDAR
DEM is not available, such water surface masks could be derived from
optical or radar remote datasets (Mueller et al., 2016).

4.2. Comparison of methods

The capability of the spline-based, kriging and conformal mapping
algorithms to reconstruct river bathymetry was evaluated using quan-
titative and qualitative approaches. Methods for strict quantitative
evaluation include point scale bootstrapping error estimation (Osting,
2004; Merwade et al., 2006; Merwade, 2009; Altenau et al., 2017) and
transect cross validation approaches (Legleiter et al., 2008; Cheng et al.,
2015; Lai et al., 2018). However, the use of these metrics has only been
recommended for areas of high sampling density (Altenau et al., 2017)
with plan-view qualitative comparisons of the reconstructed surfaces
used to more effectively illustrate the spatial variability of the re-
constructed morphological features in areas of low sampling density
(Andes et al., 2017).

The difference between interpolated surfaces and measured points
was computed to provide a quantitative evaluation of the accuracy of
reconstructed surfaces at the local scale (Altenau et al., 2017). Analysis
of the storage volume of the reconstructed river surfaces was also
computed to investigate the potential impact of result inaccuracies on
practical applications (Curtarelli et al., 2015; Andes et al., 2017;
Ferreira et al.,, 2017). Following a common evaluation approach
(Merwade, 2009), kriging and the conformal mapping approach were
tested for their capability to reconstruct measurement-derived cross
section shape and flow area. In fact, the assessment of cross section flow
area is pivotal for the accuracy of hydraulic flood forecasting models at
the basin and continental scale where knowledge of the exact shape of
each cross section is not required but information on flow capacity is
essential (Trigg et al., 2009; Caviedes-Voulliéeme et al., 2014). Finally,
evaluation of the reconstructed depth values along the river centre line
and along a hypothetical thalweg (Fig. 8d) were used to evaluate the
potential effect of a reconstructed surface as input to a numerical hy-
drodynamic model, as non-realistic abrupt stream-wise slopes or os-
cillations in the river bed can lead to numerical instabilities in such
models (Andes et al., 2017). The river centre line was defined using the
river banks extracted from the LiDAR data. A thalweg line was defined
by connecting the deepest point of each linearized cross section. A
consequence of the non-completeness of the measured cross sections
(due to sampled data not always reaching the river banks, as discussed
in the previous section) is that this thalweg line should be considered
only as a hypothetical thalweg line based on the available data.

The sensitivity of reconstructed surfaces to the input datasets has
relevant practical implications (Santillan et al., 2016; Kriiger et al.,
2018). For this reason, data scarce scenarios were artificially created in
order to investigate the effect of limited input data on the reconstruc-
tion algorithms. In total four different datasets were used as input to the
reconstruction algorithms. These four datasets were the full measure-
ment dataset, which will be referred to as data rich (DR) scenario, and
three smaller samples of measured points, which will be referred to as
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data scarce scenarios 1, 2 and 3 (DS1, DS2, and DS3) (Fig. 8d). The
sampling points of the DS scenarios were extracted from the DR dataset
following hypothetical quicker sampling paths. A reduced field data
collection workload was the only criterion used for the creation of the
data scarce scenarios. More specifically, DS1 included 9 of the 32 cross
sections of the DR scenario; a straight navigation path close to the river
centre was used for nearly continuous sampling between cross sections.
DS2 was then derived from DS1; more specifically, it retained 5 cross
sections and sampling along the river centre was highly discontinuous.
Finally, DS3 had the same navigation path as DS2 but lower sampling
frequency. It is here clarified that, when sampling, the navigation speed
has to be limited to guarantee measurement accuracy. The maximum
navigation speed while sampling depends on the instrument specifica-
tions; for instance, for the SonTek M9 HydroSurveyor, navigation speed
has to be lower than twice the river flow velocity. Based on the authors’
experience, the collection of the data scarce scenarios could require
50% (DS1), 25% (DS2), and 20% (DS3) of the measurement time re-
quired by the DR scenario.

Quantitative evaluation of the accuracy of the reconstruction algo-
rithms for all the input dataset was achieved by computing two per-
formance metrics, specifically, the RMSE and the correlation coefficient

(r):

| N
RMSE = =X Y (R — M;)?
\/N Zl (32)
L1 i (Ri - MR)(Mi— #M)
N-1 o1 Or oM (33)

where R; represents the result of the reconstruction algorithm, M; re-
presents the measurements, N is the total number of measurements used
for the analysis, u,, u,, are the mean of R;and M;,and og, oy are the
standard deviation of R;and M;. A relative comparison between the
performance of the reconstruction algorithms in the DR and DS sce-
narios was achieved by computing the Percent Variance (PV) of the
selected performance metric (m) as

Mps — Mpr

PV =100

MpR (34)

where mpy is the value of the selected performance metric in the DR
scenario, and mp; is the value of the same metric in DS scenarios 1, 2, or
3.

It should be noted that the results of the spline-based algorithm and
kriging and conformal mapping algorithms are not entirely comparable
as points were used as input to the kriging algorithms and conformal
mapping algorithms, whereas the spline-based algorithm used only
linearized cross sections which could not include small channels around
islands. In fact, the impact of measurement density on the accuracy of
spline-based reconstruction methods has been previously investigated
(Schéppi et al., 2010; Caviedes-Voullieme et al., 2014) and the per-
formance of methods that allow more flexibility during data collection
without strictly requiring cross sections is of greater interest in this
study. For these reasons, the analysis presented here focused on kriging
and conformal mapping algorithms. Similarly to the approach in
Sanders et al. (2004), the results of the well-established kriging algo-
rithm were used as the benchmark for the evaluation of the perfor-
mance of the novel conformal mapping algorithm. Simple and ordinary
kriging methods were also trialled in addition to the universal kriging
method, and their performances briefly discussed below.

4.2.1. Surface and volume comparison

The spline-derived reconstruction algorithm shown in Fig. 9 natu-
rally produced smooth surfaces in the streamflow direction, however
abrupt changes of river depth values can be seen close to the river
banks. This effect appears to be due to the lack of completeness in the
measured data used for the assessment of river cross sections.
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Fig. 9. Reconstructed surface using the spline-based fitting method: data rich
scenario. The colour scale represents the river depth in meters. Latitude and
longitude in the EPSG:4326 co-ordinate system are shown on the axes. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)
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Fig. 10. Reconstructed surfaces using universal kriging, conformal radial and
conformal polynomial methods: data rich scenario (a, b, ¢), data scarce scenario
1 (d, e, f), data scarce scenario 2(g, h, i), data scarce scenario 3 (j, k, 1). The
colour scale and the latitude/longitude of each plot is identical to Fig. 9. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)

Fig. 10 shows the reconstructed surfaces for the data rich and the
three data scarce scenarios. The DR scenario (Fig. 10a—c) includes all
the points of the irregular three-dimensional input dataset. Universal
kriging resulted in reconstructed surfaces with several localised bumps.
Simple and ordinary kriging resulted in very similar patterns, however,
as suggested in Section 2.2, these methods attribute more weight to the
average value of the input dataset leading to non-realistic results for
morphologically complex areas. For this reason, only the surfaces de-
rived using universal kriging are discussed in detail here. Conformal
mapping algorithms resulted in smooth surfaces with features stretched
in the stream-wise direction. However, when using radial basis func-
tions, the conformal mapping algorithm returned some values lower
than zero close to the river banks due to overshoots in the fitted surface.
The conformal mapping approach using polynomial functions was
found to produce the smoothest surface across the methodologies im-
plemented here.

In the data scarce scenarios DS1, DS2, and DS3 (Fig. 10d-1), the
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algorithms were constrained using a decreasing number of measure-
ment points. The universal kriging method resulted in reconstructed
surfaces of increasing smoothness; nevertheless, localised bumps per-
sisted in each DS scenario. The conformal mapping methods generally
produced smooth features in the stream-wise direction. Nevertheless,
the conformal mapping using radial basis functions still resulted in
outliers in DS1 and in unrealistic deepening of the upstream river reach
in DS2 and DS3. In fact, the inaccuracies observed in the DR scenario
were exacerbated when using a smaller input dataset. The results of the
conformal mapping method using polynomial functions were qualita-
tively consistent for all the scenarios.

The storage volume of the reconstructed river reach is shown in
Fig. 11 (top). In the spline-based algorithms, cubic interpolations be-
tween cross sections could not reconstruct some deep pools thus leading
to smaller values of reservoir volume. Moreover, this method could not
include the small river on the other side of the island. The large storage
volume predicted by the kriging algorithms is the outcome of the abrupt
change in depth values close to the river banks. In contrast, as detailed
in section 3.6, the conformal mapping approach used here contained a
term that automatically forced the depth values to zero at the river
banks. It should be noted that only a relative comparison between the
algorithms could be carried out as the actual storage volume for the
reach is unknown.

Fig. 11 (bottom) shows the RMSE between the reconstructed sur-
faces and the measured points. The spline-based algorithm resulted in
the largest discrepancy from the measured data (several meters). The
use of only the linearized cross sections and the lack of information
provided by points sampled between cross sections significantly con-
tributed to these large RMSE values. This result demonstrated that in-
terpolation of data between adjacent cross sections can lead to large
inaccuracies in reconstructed surfaces. In the data rich (DR) scenario,
the input dataset and the evaluation dataset were identical for both the
kriging and conformal mapping methods. This choice does not allow a
rigorous comparison between methods as reconstructed surfaces based
on kriging are constrained to pass through all the input points, whereas
the conformal mapping algorithm produces parameterized surfaces
which may not pass through these points. Due to this, surfaces re-
constructed using the conformal mapping method may have larger
deviations from the input points. However, the comparison can serve to
highlight different features of the kriging and conformal mapping al-
gorithms. Consequently, the universal kriging algorithm returned the
lowest RMSE value 0.08 m), while conformal mapping algorithms re-
sulted in larger RMSE values, with radial functions having higher point
accuracy than polynomial functions (RMSE values were 0.27 m and
0.56 m, respectively).

When evaluating the data scarce scenarios (DS1, DS2 and DS3), the
RMSE was computed using the points excluded from the input dataset.
The conformal mapping method was less affected by the size of the
input dataset than the kriging method. More specifically, for each data
scarce scenario, the conformal mapping with polynomial functions had
the lowest loss of accuracy with a maximum PV of 38% in DS3. The
conformal mapping with radial functions had intermediate perfor-
mances with PV values of 340%, 380%, and 430% for DS1, DS2, and
DS3, respectively. The universal kriging method resulted in the largest
loss of accuracy with PV values of 640%, 750%, and 830% for DS1, DS2
and DS3, respectively. As a consequence, the conformal mapping with
polynomial functions resulted in RMSE values seven times larger than
RMSE values of universal kriging for DR, but similar (0.78 m) for DS3.
These results confirmed the high sensitivity of the kriging algorithm to
the density of the input dataset detailed in previous studies (Legleiter
et al., 2008) and suggested that conformal mapping approaches allow
for a certain degree of flexibility for sampling strategy. Despite RMSE
values allow only point scale assessment, these results showed that
exploring the geometry of the river from bank to bank was essential for
bathymetric accuracy, while navigating along the centre line or high
along-path sampling frequency added little information. This latter
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Fig. 11. Storage volume of the river reach assessed using the reconstructed surfaces (top). RMSE between reconstructed and measured points (bottom).

conclusion was somewhat expected, however, the low sensitivity of the
results of the conformal mapping algorithm to the sample dataset
suggested that a zig-zag navigation trajectory could be a cost-effective
strategy for field data collection if this method were to be used.

4.2.2. Cross sections comparison

Fig. 12 shows measured and estimated depth profiles for three re-
presentative cross sections. The locations of these cross sections (named
4, 12, and 25) are shown in Fig. 8c. Measurement points along the
selected transects were available only for the DR scenario. Re-
construction was attempted using kriging with the addition of zero
depth points at the river banks. However, the addition of these points
strongly affected the results of the kriging algorithm, especially for the
data scarce scenarios. This appeared to be caused by the kriging algo-
rithm attempting to reproduce the zero-depth points along the
boundary and consequently returning flat, non-realistic surfaces which

Cross section 4

Cross section 12

underestimated cross section flow capacity. Subsequently, kriging al-
gorithms were not forced to zero depth at the river banks, and in order
to allow a strict comparison between reconstruction algorithms these
points were not considered in the following analysis.

In the data rich scenario, universal kriging provided the most ac-
curate reconstruction of the cross section shape with an average r value
over the 32 cross sections above 0.96. The conformal mapping method
with radial functions resulted in an adequate reconstruction of cross
sections shape with average r value of 0.68. The conformal mapping
method with polynomial functions could not precisely reconstruct
many morphological singularities and resulted in an averaged r value of
only 0.21. In the data scarce scenarios, the kriging algorithm resulted in
nearly flat cross sections, as opposed to the conformal mapping
methods which resulted in a large morphological variability, especially
when using the radial function.

Flow area values were computed for cross sections included in the

Cross section 25
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Fig. 12. Measured and reconstructed cross sections 4, 12, and 25; location of the cross sections is shown in Fig. 8c.
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the calculation.

DR scenario (but not used in the DS scenarios) after excluding the
points on the river banks. Fig. 13 shows the RMSE values between the
values of flow area of reconstructed and measurement-derived cross
sections for each method and input data scenario. Universal kriging had
the highest accuracy in the DR scenario, yet computation of PV high-
lighted that this method had the highest sensitivity to the density of the
input data. More specifically, in DS3, PV values were 1350%, 950%,
and 60% for universal kriging, conformal mapping with radial func-
tions, and conformal mapping with polynomial functions, respectively.
In fact, the conformal mapping with polynomial functions was the least
sensitive to the input dataset and resulted in the lowest RMSE value for
both DS2 and DS3. Finally, it is noted that the results of this analysis
suggested that a reduced along-path sampling frequency can be a viable
solution when reducing along-river sampling frequency.

4.2.3. Centre and thalweg line comparison

Fig. 14a shows the comparison between the reconstructed centre
lines for DR, DS1, DS2, DS3. Measured points included and excluded by
each scenario are also shown. The spline-based algorithm resulted in a
large depth variation at the downstream boundary of the river reach.
Since the analysis of the measured data did not support the existence of
such a morphological feature, this large oscillation was considered an
artefact of the spline algorithm. For the DR scenario the universal kri-
ging algorithm attempted to match each measurement point
(RMSE = 0.26 m) with the centre line showing small but frequent os-
cillations. The conformal mapping approach with radial functions
achieved a good point accuracy (RMSE = 0.32 m) with some irregula-
rities, while the conformal mapping approach with polynomial func-
tions method returned a gently sloping centre line which reproduced
the general trend of the measured data at the cost of a lower point
accuracy (RMSE = 0.45 m). The oscillations and irregularities observed
in the DR scenario for kriging and conformal mapping with radial
functions were exacerbated in the DS scenarios. In contrast, the con-
formal mapping method with polynomial functions returned a smooth
line. In DS3, the PV of RMSE metric for the universal kriging algorithm,
the conformal mapping method with radial functions and the conformal
mapping method with polynomial functions were 148%, 159%, and
43%, respectively.

Fig. 14b shows the reconstructed thalweg lines and measured points
for DR, DS1, DS2, DS3. The point scale evaluation confirmed the results
of the centre line analysis with the spline-based algorithm resulting in
large (several meters) oscillations, which were not produced by other
algorithms. As mentioned above, the spline-based algorithms connect
corresponding points in adjacent cross sections. In this case study the
measurement of complete cross sections was often impeded and points
belonging to morphological features close to and far from the banks
were sometimes artificially connected by the interpolation algorithm.
This led to non-realistic artefacts in the reconstructed surface. In the DS
scenarios, the conformal mapping method with radial functions re-
sulted in large oscillations, thus showing the highest sensitivity to input
data.
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4.2.4. Computational efficiency

It is difficult to strictly compare the computational cost of the in-
terpolation algorithms as they were implemented using different com-
putation and processing methods. The spline method was implemented
in C+ + using a single-threaded approach. The conformal methods
were implemented in C+ +, with a Graphical Processing Unit (GPU)
accelerated method for the computation of the matrix coefficients in Eq.
(28) and a C+ + library (Eigen) for the inversion of the dense matrix.
The kriging method was fully implemented in Python and used the
NumPy library, which uses the ‘dgemm’ and ‘dgesv’ subroutines from
LAPACK (Dongarra et al., 1991) to perform the matrix multiplication
and dense matrix inversion operations in Eq. (20).

Overall, the spline interpolation method and conformal mapping
methods were found to take approximately the same time to complete,
approximately depending on the case. However, it should be noted that
the spline interpolation method required cross sections as input data
which were pre-processed from the sampled points, whereas the con-
formal and kriging methods could directly use these points without any
pre-processing. The kriging method took much longer, in some cases
taking several hours to complete. It is likely that this was mostly due to
the overhead of paging large quantities of data between Python and the
matrix libraries.

However, examination of the raw operational complexity shows
that kriging requires an O (N?3)inversion of a dense matrix, where N is
the number of measured data points, plus the application of this in-
verted matrix to a vector for the n required data points, O (nN?), plus a
further nN dot product operations. The creation of a conformal map
requires the solution of two Poisson equations. This was implemented
here using a direct O(N3)matrix inversion for accuracy plus a single
least squares matrix inversion of O(m?), where m is the number of
polynomial or radial basis function coefficients plus a further mn dot
products. Hence, although the initial solutions for conformal map
generation and kriging require the same O(N?) operations, to leading
order, the subsequent reconstruction takes O(nN3) operations for kri-
ging and only O(nm) operations for the conformal mapping approach.
As a result, the conformal mapping approach using interpolation will
generally take a far shorter computational time than a kriging method.

5. Discussion

The reconstruction of bathymetry in river systems is essential to the
implementation of numerical models for ecosystem management in
many catchments worldwide. Different levels of accuracy and detail of
the reconstructed surface are needed for different applications in-
cluding catchment scale flood forecasting, biological studies and hy-
drodynamic flow models (Trigg et al., 2009; Legleiter et al., 2011a,b;
Costabile et al., 2015; Glenn et al., 2016; Grimaldi et al., 2018). This
study was motivated, in part, by the need for a river reconstruction
algorithm which could overcome or by-pass the limitations of existing
methodologies and support the investigation of a large number of real-
world scenarios. More specifically, the algorithm had to be automatic
and computationally efficient, yet capable of effectively handling is-
lands, complex morphologies, and incomplete input datasets. The re-
sulting reconstructed surface had to meet the requirements for direct
implementation of numerical models, thus avoiding the need for any
further time-consuming tailored editing.

Although many commercial geospatial software tools allow bathy-
metric reconstructions to be created, these typically still require some
manual input and can involve a complex processing workflow. For
example, a workflow for bathymetric reconstruction of was developed
in ArcGIS for the river section of the Murray Basin, Australia, shown in
Fig. 4. This consisted of reading transect data and resampling these
measured depth profiles at a fixed number of equidistant points for
cross-channel transects. This used basic ArcGIS feature conversion tools
such as line splitting and subdivision. Then, these profiles were linearly
interpolated between corresponding points in the flow-wise direction.
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Fig. 14. (a) Reconstructed centre lines and measured points along the centre line. (b) Reconstructed hypothetical thalweg lines and nearest measured points.

The interpolation maintained the proportional distance across the
channel to ensure the interpolated depth was relative to the position
across the channel, regardless of bends in the river or variation in
channel width. This process populated the channel with a dense array
of datapoints that was amenable to conventional spatial interpolation.
The method was found to work well, but required a significant amount
of manual effort at each stage and large numbers of additional data
points to be generated.

The conformal mapping approach presented here may be able to
overcome some of these constraints as river-fitted co-ordinates systems
can be generated from only raster maps demarking water and land, as
demonstrated for the river sections in Figs. 4 and 15. Applying an in-
terpolation method over the conformal map then allows bathymetry to
be reconstructed from either a sparse set of measured data points
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without needing to resample or generate further points along transects.
In particular it is difficult to handle features such as branching and
islands in spline-based sweeping methods, especially in an automated
manner. Such topology can be automatically processing using the
conformal mapping approach. For example, Fig. 15 shows the resulting
conformal map of the Balonne River reach used in the study, high-
lighting the ability of the method to deal with islands in the flow path.

The quality of a reconstructed surface depends on the location and
spacing of depth measurements. A sampling density capable of ade-
quately capturing channel features is crucial for the reconstruction of
channel morphology (te Stroet et al., 2005; Legleiter et al., 2008;
Merwade et al., 2008; Glenn et al., 2016). It is known that overshooting
and abrupt vertical changes in reconstructed surfaces are often trig-
gered or exacerbated by input data inaccuracy and sparsity (Merwade
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Fig. 15. Conformal map for the test area of the Balonne River (black lines)
superimposed over aerial image.

et al., 2008; Caviedes-Voullieme et al., 2014) and this can lead to sig-
nificant inaccuracy in hydrodynamic flow modelling (Horritt et al.,
2006). Nevertheless, bathymetric measurements are affected by errors
and data sparsity is an extremely frequent condition in real world
contexts. Consequently, reconstruction algorithms for hydrodynamic
modelling must produce surfaces without overshoots and the quality of
which are only loosely affected by the characteristics of the input da-
taset. The proposed novel methodology was therefore tested on a real
case scenario, a 3 km-long reach of the Balonne River (QLD, Australia),
for which bathymetric survey data was available yet affected by a
number of limitations and uncertainties which are common to many
real-world scenarios (detailed in section 4.1).

The subsequent analysis presented in this study demonstrated the
negative impact on reconstructed surfaces from inadequate input data,
even when considerable effort was dedicated to the field data collec-
tion. More specifically, in the case study presented here, data collection
of straight bank-to-bank cross sections was impeded by navigation
obstacles and weeds with a strong impact on the results of spline and
kriging algorithms. Conversely, the results of the conformal mapping
algorithm were less affected by the sampling strategy. In fact, a sam-
pling strategy based on cross-sections perpendicular to the main stream
has been strictly recommended to enhance the accuracy of kriging al-
gorithms (Heritage et al., 2007; Santillan et al., 2016; Kriiger et al.,
2018). However, depending on the local flow conditions, the pursuit of
sampling trajectories perpendicular to the main stream might require
time consuming manoeuvring and repetitions, while obtaining data
following zig-zag sampling trajectories is usually easier and quicker.
The analysis of data scarce scenarios, based on quicker cruise sampling
trajectories requiring a fraction of the workload of the data rich sce-
nario, showed that the conformal mapping approach had lower sensi-
tivity to the size and characteristics of the input dataset than kriging.
Although further testing on other study areas are required, the results
presented in this paper suggest that the conformal mapping algorithm
could be a cost-effective solution for the reconstruction of river
bathymetry in large basins. A limited sensitivity of the results to the
sampling path can enable optimal allocation of monetary resources for
the sampling of longer river traits or for sampling repetition over time
to monitor alterations of river path and morphology after flood events
or changes in sediment transport conditions (Buffington, 2012; Soar
et al., 2017).

The analysis suggests that the conformal mapping approach could
be used to both lower the workload in the field and reduce
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computational time for the reconstruction of river bathymetry in large
basins. Although the approach has been demonstrated here for the in-
terpolation of ground-based measurements, the flexibility in the char-
acteristics of the input dataset has the potential to allow reliable results
for the interpolation of highly sparse measurements of bathymetry from
remote sensors. This type of data could be provided by the new gen-
eration of satellite-borne LiDAR sensors that enable rapid detection of
river depth in large river systems (with relatively clear waters) but with
a sampling spacing as large as ~10m. For example, the Advanced
Topographic Laser Altimeter System (ATLAS), a LiDAR system carried
by the National Aeronautics and Space Administration (NASA) satellite
mission Ice, Cloud, and land Elevation Satellite-2 (ICESat-2), launched
in September 2018. ATLAS has the potential for bathymetry retrieval at
19 m resolution (Forfinski-Sarkozi et al., 2016; Markus et al., 2017) in
middle-depth water (up to 8 m). Data from such sensors, in conjunction
with a mask of water areas, could be potentially converted to bathy-
metric maps automatically using the conformal mapping approach.

6. Conclusions

This paper presented a new and computationally efficient approach
for the reconstruction of large river systems based on the construction
of a river-fitted co-ordinate system using numerical conformal mapping
and interpolation over this conformal map. The accuracy and the op-
timal characteristics of the input dataset were assessed using a 3 km-
long river reach of the Balonne River. Sampling datasets of decreasing
size were sequentially used as input to the conformal mapping ap-
proach as well as benchmark spline and kriging algorithms. The results
showed that despite the morphological complexity of the surveyed area,
the conformal mapping approach with polynomial and radial basis in-
terpolation produced a smooth surface that could be readily used as
input to hydrodynamic models and which was loosely affected by
sampling characteristics. The results of this study suggest that the
conformal mapping approach could enable efficient reconstruction of
large river systems with islands and confluences in data scarce sce-
narios. Although further testing of the algorithm in other case studies
and scenarios is required, the analysis suggests that the accuracy of the
reconstructed surfaces is only slightly affected by the decreasing size of
the measurement sample. This may relax the strict requirement for
cross-sectional depths sections to be measured perpendicularly from the
river bank, allowing for quicker and easier field campaigns and redu-
cing the monetary and time costs for data collection. Finally, although
conceived for the interpolation of ground-based measurements, the
proposed approach has adequate flexibility to be potentially applied for
the interpolation of remote sensing LiDAR data. Future work includes
extension of the current algorithm to the modelling of rivers with
several islands, the application of the conformal mapping algorithm to
other study areas, and the assessment of the impacts of the re-
constructed surfaces on the outputs of hydrodynamic models.
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