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Abstract

Machine translation encounters several problems in translating from Persian
language to English, due to morphological, lexical, and structural divergences
between these languages. It becomes especially more difficult when the source
language (SL) has specific characteristics which are unavoidable in the process of
machine translation systems. This article is going to present some syntactic
problems, the Apertium shallow-transfer rule-based machine translation (RBMT)
platform encounters in translating structures with topilcalization from Persian to
English, and tries to solve them based on the Apertium structural transfer module.
Then, this developed Apertium system is evaluated using word error rate (WER)
and position-independent error rate (PER), metrics and its quality is compared with
that of Google translate as a statistical machine translation system. The Apertium
Persian monolingual dictionary was extracted from the frequent words of
Wikipedia Persian Monolingual Corpus and Persian side of Mizan English-Persian
Parallel Corpus. The result shows that the syntactic translation problems mainly
arise from Persian syntactic structures with topicalized constituents which are
difficult to be handled by the Apertium structural transfer module. One way to
solve them is writing new structural transfer rules to translate these structures more
adequately.
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1. Introduction
Although both Persian and English languages belong to the Indo-European

language family, they differ in their phonology, morphology, and syntactic
structures. These differences, especially in Persian fexts, give rise to some problems
in natural language processing, particularly in machine translation. Some of the
syntactic structures which are different in two languages, among others, are as
follows: all Persian non-verbal categories are head initial; head-complement
parameter in this language is controversial, as far as verb-clausal complement order
is concerned. Some believe Persian verb phrase with a complement clause is head-
initial (Browning and Karimi, 1990), but Karimi (1989) and Darzi (1996) argue
that it is a head-final category. Contrary to that, English is a head-initial language
(Cook, 1988). In Persian, usually no article is used before nouns, whereas, English
singular nouns obligatorily take a(n) (in)definite article, and plural nouns optionally
appear with a definite one. Persian verbs conjugate in their own tense while a rich
agreement system cannot be found in English morphology. However, “only third
person singular forms of verb take any special endings” (Carnie, 2013: 414). In
addition, Persian is a pro-drop language unlike English that does not have pro
(Simpson, 2005), it allows a null subject (Dalili, 2009: 84). In this case, “the
agreement (person and number) embedded in the verb can play the subject role”
(Shamsfard, 2011: 65). Also, Persian and English word order has two major
differences. First, English basically follows the SVO (subject-verb-object) while
Persian follows, in most cases, the SOV word order. Second, English has a rigid
word order but Persian allows for free word order. In Persian, the basic word order
is SOV, but all of the other orders are also correct (Dabir-Moghaddam, 2001).

This study, as to the authors’ knowledge, is the first research to investigate

the syntactic translation problems of topicalization process between Persian and
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English Apertium shallow-transfer RBMT' system. Apertium was firstly developed

between Persian and English by authors of this article”.

2. Apertium platform and its modules

Apertium is a shallow-transfer and free/open source® machine translation system
which is published by developers at Alicante University consistent with GNU GPL
(general public license) conditions (Forcada, Ginesti-Rosell, Nordflk, et al, 2011).
Shallow-transfer machine Translation (MT) system is one of the transfer-based
systems which are performed in three steps: an analysis of SL text into an SL
intermediate representation (IR); transferring the IR to the target language (TL); then,
generating translation from the TL intermediate representation (Deftrez, Sénchez-
Cartagena and Ranta, 2014).

Apertium has recently been used for the development of several language
pairs (47 language pairs?) (http://www.apertium.org), such as Italian—-Catalan
(Toral, Ginestif-Rosell and Tyers, 2011) or Icelandic-English (Brandt, Loftsson,
Sigurpo(rsson, et al, 2011). It requires two types of linguistic data: dictionaries
(monolingual and bilingual) and rules (structural transfer and lexical selection). They
are mainly XML (Extensible Markup Language)®-format and hand-written. Persian
monolingual entries were extracted from the frequent words of Wikipedia Persian
Monolingual Corpus® and Persian side of Mizan English-Persian Parallel Corpus

(Corpus Supreme Council of Information and Communication Technology, 2013).

1. Part of this research was conducted at Monash University, Australia (2016-2017).
2. https://svn.code.sf.net/p/apertium/svn/incubator/apertium-pes-eng

3. Free Open Source Software (FOSS), also called just Open Source or Free Software, is
licensed to be free to use, modify, and distribute.

4. hitp:/ /wiki.apertium.org/wiki/Language_pair
5. http://www.w3.org/XML/
6. fawiki-20140802-corpus.xml.bz2
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Apertium platform is made of several modules to perform transfer, as

represented in Figure 1:

SL —{ deformatter

text
morph. morph. lexical lexical structural . morph. post-
analyser isambig transfer selection transfer generator generator

t

Figure 1. The pipeline architecture of Apertium system (Karibayeva, 2015)

Deformatter is the first module. Some formatting tags as HTML (Hyper Text
Markup Language) are included in the source text to be separated by the
deformator. These tags are called ‘superblanks’ to insert the space between the
words in such a way that the remaining modules see them as regular blanks
(Sundetova, Forcada and Tyers, 2015).

Morphological analyser is generated by compiling a morphological
dictionary of SL, based on the direction it is read by the system (left o right). The
morphological analyser tokenizes the text in surface forms (SF) (lexical units as they
appear in texts) and delivers, for each SF, one or more lexical forms (LF) consisting
of three parts: lemma (the base form commonly used in classic dictionary entries) ,
the lexical category or part of speech (PoS), and their morphological inflection
attributes (Forcada, Bonev, Ortiz-Rojas, Ortiz, et al, 2010: 7).

PoS tagger is based on Hidden Markov Model (HHM). Every SL surface form
should be analyzed to one TL lexical form. Ambiguous words in SL morphological
dictionary are analyzed to more than one TL lexical form. To solve this problem, the
PoS tagger module selects one of these lexical forms, and sometimes constraint

grammar rules (Karlsson, 1990) are applied before the final result of PoS tagger.

TL
ext
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The operation of Lexical transfer module is based on a bilingual dictionary. It
maps SL lexical forms to a TL lexical form from the bilingual dictionary. Some
translation ambiguities can be handled using multi-word expressions (MWEs)
encoded in the dictionaries of the system, but the status quo is that, for any given SL
word, the most frequent, or most general translation is given. This poses a
translation problem, as often it may be difficult to choose the most frequent, or the
selection strongly depends on the context (Tyers, Sanchez-Martinez and Forcada,
2012). To solve this lexical ambiguity, the next module is used.

Lexical selection rules can be written manually to solve the problem of lexical
ambiguity. If there are more than one TL equivalent for one SL lexical form, this
module selects one of them.

Structural transfer module contains three levels of transfer rules which are
written manually. Structural transfer in Apertium applies a set of rules in a left-to-
right, longest-match fashion to prevent word for word translation in those cases in
which this would result in an incorrect translation (Forcada, Bonev, Ortiz-Rojas,
Ortiz, et al, 2010)."

Structural transfer rules detect and process patterns of words (chunks or
phrases) based on grammatical divergence between the two languages. They are
split into three levels to facilitate the writing of rules by linguists (Forcada, Boneyv,
Ortiz-Rojas, Ortiz, et al, 2010). The first level is called chunk, performing short-
distance operations into chunks; The second-level rules are called interchunk,
performing inferchunk operations, like agreements between more distant
constituents, and third-level is called post-chunk, de-encapsulating the chunks and
generating a sequence of TL lexical forms from each chunk (Safnchez-Cartagena,

Sanchez-Martinez and Pellrez-Ortiz, 2011).

1. The phrase I, Ly; olls will be detected and processed by the rule for ‘noun- adjective-

postposition’ not by the rule for ‘noun-adjective’.
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Persian to English Apertium system is summarized in Table 1.

Table 1. The current status of Persian to English Apertium system

Monolingual Persian Dictionary 18285 lemmas'
Bilingual Persian to English Dictionary 6856 lemmas
Monolingual English Dictionary? 87481 lemmas
Persian to English Lexicon Selection Rules 78 rules
Persian to English Constrain Grammar Rules 10 rules
Structural  Transfer rules (apertium-pes- 157 rules
eng.pes-eng.t1x)

Structural  Transfer rules (apertium-pes- 23 rules
eng.pes-eng.t2x)

Morphological generator is a letter transducer that generates a surface form
in the TL from the bilingual transfer output (Peradin and Tyers, 2012).

In Post-generator, some minor orthographical changes are performed at TL
lexical forms (Karibayeva, 2015). Finally, Reformattor backs the formatting tags to
the text to make it look as it appeared first (Trosterud and Unhammer, 2012).

3. Related Works
There are many works done on Apertium platform. But this article is the first effort to
consider translation problems of topicalized constituents based on Persian to English
Apertium platform. Here, some of the most relevant studies are considered.

Tyers and Nordfalk (2009) described the development of a shallow-transfer
RBMT system between Swedish and Danish. As these languages are both Germanic,
there are few translation problems on the syntactic level. Then, the system was
evaluated quantitatively using WER and PWER (position-independent word error

rate) and some of its translation problems were discussed. Varga and Yokoyama

1. The number of lemmas in Persian monolingual dictionary is more than their
corresponding in bilingual dictionary mostly because of Persian verbs which can be written
in different orthographical ways.

2. We used the existing English monolingual dictionary between English and Kazakh
language pair (Sundetova, Forcada and Tyers, 2015).
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(2009) attempted to generate the most frequent transfer rules using a small or
medium sized parallel corpus and a bilingual dictionary, concentrating mainly on
word-level and inflectional correspondences. The results displayed that with a smalll
corpus or medium sized corpus with noisy parsers, the grammatical exceptions or
idiomatic expressions weren’t handled. Forcada, Bonev, Ortiz-Rojas, Ortiz, et dl
(2010) is the first introductory document that describes Apertium modules and how
to develop, install, and run an Apertium system for a new language pair. Tyers,
Sénchez-Martinez, and Forcada (2012) described a model to process lexical
selection rules to overcome the lexical selection problems in RBMT system. Based on
the results, in pair bootstrap resampling, the system offered a statistically significant
improvement in translation quality over the next highest scoring system. Amirova
(2015) implemented a statistical method, maximum entropy model, to solve the
problem of lexical selection rules for English-Kazakh language pair in Apertium.
The results showed that by 85 lexical selection rules in English-Kazakh, the system
could translate simple phrases and sentences with ambiguity. Deftrez, Sénchez-
Cartagena, and Ranta (2014) developed two methods to share linguistic data
between Apertium and Grammatical Framework (GF). Two sharing strategies were
augmenting the GF lexicon with Apertium dictionary entries and inferring Apertium
shallow transfer rules from GF grammars. The results indicated that an Apertium-
based system was created without manudlly witting a single-shallow transfer rule
and a GF-based system outperformed Apertium word for word translation on the

smallest corpus.

4. Translation Problems of Topicalized constituents in Apertium

To implement structural transfer module in Apertium from Persian to English, some
syntactic problems are considered mostly as a result of Persian syntactic structures.
Persian has a canonical SOV word order; however, there are also lots of frequent
exceptions in word order, caused by processes such as topicalization, dislocation,
clefting, pseudoclefting, and scrambling that mainly result in high structural

complexity (Saedi, 2009). This article investigates translating challenges of Persian



36  Translation Studies, Vol. 15, No. 58, Summer 2017

topicalization process by Apertium and solves them by adding new structural
transfer rules at apertium-pes-eng.pes-eng.t1x file'. All examples were used from
both basic sentences and non-basic sentences (For information on these sentences

see: Yarmohammadi, 2012: 33-34).

4.1. Topicalization
The most common way to topicalize an element is to move it fo the initial position of

a sentence. Topicalization is optional and is used for all phrases (Mahootian,
1997). Similarly, this process can occur in both main and subordinate clauses.

4.1.1. Topicalization in the main clause

In a main clause, noun phrases can be topicalized as subjects, direct objects,
indirect objects, etc. Topicalization can be applied to them via the use of the
postposition ‘ra’. The subject and the verb don’t take ‘ra’ for topicalization
(Mahootian, 1997).

4.1.1.1. Topicalized subject

Topicalize Initial Apertium structural transfer rule(s) Final
d subject | Apertium Apertium
Translatio translatio
n n
LT | LT.say | weather | ia<n>/weather<n> Li<vrbser>/was<vblex> | “was the
lya S92 5 pos WC'SeCOld s u<adj>/ cold<adj> ss<vblex>/was<vblex> | weather
wase 23 cold?
. Was it Rule 2
392 cold? was<vblex> the <det><def> weather<n>
. 1>¢ .
Was | Persian cold<adj>? English
it | pattern’ pattern

1. It can be downloaded from
https://svn.code.sf.net/p/apertium/svn/incubator/apertium-pes-eng.

2. All Persian lexical forms are generated based on Morphological Aanlyser module.

3. The symbols are used from http://wiki.apertium.org/wiki/List_of_symbols.

4. Currently the system is not sensitive to capital letters at the beginning of a sentence.

5. All Persian and English patterns are based on the morphological attributes of lemmas
and their orders at structural transfer rules.
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cold | n-vblex- vblex-
¢ adj- the-n-
vblex? adj?

The attributive sentence' (2) with topicalized subject included the patterns: noun

‘<n>’, main verb (‘to be’) ‘<vblex>’, adjective ‘<adj>’, and main verb ‘<vblex>’.

Rule (2) reordered them to the main verb-the-noun-adjective®

4.1.1.2. Topicalized direct objects encompass generic, definite, and indefinite direct

objects (Mahootian, 1997).

a) Topicalized generic direct object

Topicalized First Apertium structural transfer rule(s) Final
subject Apertium Apertium
Translation translation
LY | nleb f ﬁﬁh q wale<n>/fish<n> F|:Sh |);|OU
shouldn’t shouldn’t
al o~ | Rule 1504 >
. uy- fish<n> uy.
Dl Fish, you sli<vaux><inf><neg>/should<vaux>
You shouldn’t <inf><neg>
shouldn buy. « s<vblex><pres>/buy<vblex><pres
't buy Persian > English
fish pattern Rule 30 pattern
you<prn><subj> should<vaux><inf>
n- n't<adv> buy<vblex><pres> n-prn-
vaux(inf)- vaux(inf)-
vblex vblex

To generate the topicalized generic direct object in sentence (4), rule (150)
produced the noun ‘fish’ at the beginning of the sentence. Then, the rest of the
sentence was translated by rule (30), including the subjective pronoun ‘you’, the
negative modal verb ‘shouldn’t’, and the infinitive ‘<inf>" verb ‘buy’.

b) Topicalized definite direct object

Topicalized Initial Apertium structural transfer rule(s) Final

1. To generate non-attributive sentences with topicalized subject as "Saulys LT Ls," the

same ru|es were USGCI.
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definite Apertium Apertium
direct object | Translation translation
a0 | am ./ lic s | foodchild | 1:e<n>/food<n> the food
e rg eat. || <det><def>/the<det><def> «x the child
a5 <n>/child<n> ate.
| The Foéd' s,93<vblex><past>/ate<vblex><past>
The the child Rule 18
child ate. the<det><def> food<n>
ate the |  Persian the<det><def> child<n> English
food. pattern eat<vblex><past> pattern
n-det(def)- the-n-the-
n-vrb n-vrb

To topicalize a definite direct object in sentence (6), rule (18) changed the noun

"11" and object marker "I," to noun phrase ‘the food’. Also the noun "4>," and the

"

verb "s,45" were translated to ‘the child’ as a noun phrase and the past tense

‘<past>’ verb ‘<vblex>’ ‘ate’.

c) Topicalized indefinite direct object

Topicalized Initial Apertium structural transfer rule(s) Final
definite Apertium Apertium
direct Translation translation
object
o, ¥ | olsec A | onebook | .<det><ind>/a<det><ind> a book
Reza Reza
ol L obs<n>/book<n>
PSS s L bought. | bought.
Y | ,<det><det>/the<det><def>
-2~ 1 Abook,
Rezq Rule 140
Reza bouah a<det><ind> book<n>
bought ought. ls ,<np>/Reza<np>
a book. | Persian English

1. The postposition ‘ra’ in Persian was matched with ‘the” as definite determiner in English.
Based on Apertium two lemmas should have the same or similar morphology to be
equivalent with each other (Forcada, Bonev, Ortiz-Rojas, Ortiz, et al, 2010).

2. The same rules were applied to generate the similar sentences like " 5 Lo, |, LUs™ or

”.)\.1).‘5 L.b) ;|) uh{ o_ig.".
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pattern Rule 150, pattern
. Reza<np> .
def{ind)-n- 3 +<vblex><past>/buy<vblex><past> detfind)-n-
det(def)- Rule 34 np-vblex
np-vblex ve

buy<vblex><past>

Sentence (8) with topicalized indefinite direct object was translated by three rules.

They were matched from left to right to topicalize indefinite direct object to the initial

position. The rule (140) produced the indefinite noun phrase "_ls " with ‘a’ as

indefinite ‘<ind>" determiner ‘<det>" and the noun phrase ‘a book’. Rule (150)

. N

generated the proper noun ‘<np> "Us,". Finally, the past tense verb ", ,5" was
generated as ‘bought’ by rule (34).
4.1.1.3. Topicalized indirect object
Topicalized Initial Apertium structural transfer rule(s) Final
indirect Apertium Apertium
object translation translation
oy A | L e - to Hasan | w><np>/Hasan<np> Hasan Reza
bots | 1ot s, | Rezabook | detscdefs /the<det><def> gave the
e | ot gave. Rule 1204 book fo.
' Hasan<np>
sl Hasan, Lb)<np>/ReZCI<np>
Reza | Reza gave ols<n>/book<n>
gtive the book to. |,<det><def>/the<det><def>
booE o Persian Li<pr><enc><pos>/to English
Hasan. pattern <pr><enc<<pos> pattern
np-det(def)- sls<vblex><past> np-np-vrb-
np-n- /give<vblex><past> the-n-pr
det(def)- Rule 61
pr(enc)-vrb Reza<np> give<vblex><past>

the<det><def> book<n> to<pr>

1. The resumptive pronouns maybe used either as personal pronouns "... 4l .s3 .»" oF

- PR
enclitic pronouns “... . i~ - -

n
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Rule (120) topicalized the indirect object "I, ;,us" to the beginning of the sentence
(10) and placed an enclitic pronoun " :-" in its original position. Then rule (61)
translated the proper noun "L ,", the past tense verb " 315", the definite noun phrase

", os™, and the enclitic pronoun with preposition " ji." into ‘Reza gave the book

to’.

4.1.2. Topicalization in the subordinate clause

Noun phrases as subjects, direct, and indirect objects in a subordinate clause can
also be topicalized to sentence-initial position (Mahootian, 1997). Topicalizing
every constituent except for the subject in subordinate clauses can be used via the
use of ‘ra’ (Dabir-Moghaddam, 1990). The following sentences illustrate the

topicalized subject, direct object, and indirect object in the subordinate clause.

4.1.2.1. Topicalized subject

Topicalized Initial Apertium structural transfer rule(s) Final
subject Apertium Apertium
translation translation
(o) ) A e Y Aliltold | _e<np>/Ali<np> Ali | told to
S i | o 5 (oa) that book to | | _dets <def>/the<det><def> give the
> Hasan book to
s Je | al, obs cis<vblex><past>/tell<vblex><past>
- DR gave. j Hasan.
ol s Rule 56
F o Ali<np> I<prn><subj>
O Ali, 1 told tell<vblex><past>
e | fo give the obs<n>/book<n>
| told book to |,<det><def>/the<det><def>
A|?fo Hasan. a<pr>/to <pr>
give Persian o><np>/Hasan<np> English
the pattern »><prs>/give<prs> pattern
book to np- Rule 57, . np-prn-
Hasan. det(def)- to <pr> give<prs> the<det><def> vblex- to-
(prn)- book<n> to<pr> Hasan<np> vblex-the-
vblex-rel-n- n-pr-np
det(def)-pr-
np-vblex
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Rules (56) and (57) were applied to translate sentence (12) with topicalized subject.
They are summarized as below:
proper noun+ definite determiner + (subjective pronoun) + verb

Rule 56l

proper noun +subjective pronoun + verb

In sentence (12), the proper noun " " was topicalized to the beginning of the

sentence. Then the subjective pronoun ‘I’ and the past tense verb ‘told’ were written
in its translation. Rule (57) produced the rest of the sentence:

noun + definite determiner + preposition + noun + verb
Rule 57¢
to + verb + ‘the’ + noun + preposition + noun/proper noun
The infinitive marker ‘to’ was inserted before the infinitive verb ‘give’. As
’book’ is a singular countable common noun, the definite determiner ‘the’ was used
before it. Then the prepositional phrase ‘to Hasan’ was added to the end of the
sentence.

4.1.2.2. Topicalized direct object

Topicalized Initial Apertium structural transfer rule(s) Final
direct object | Apertium Apertium
translation translation
() \¥ | ol e | book ltold | Cis<np>/book<np> the book |
S il | o5 i (o) thc‘:'Al' t10 || <det><def>/the<det><def> told Ali to
s e | ol e csan cas<vblex><past>/tell<vblex><past> | 9Ve to
- Lo gave. Hasan.
o s Rule 56
e mAR o the<det><def> book<n>
o> | The book, | l<prn><subj> tell<vblex><past>
e told Al to Se<np>/Ali<np>
| told give fo ol<prn><obj>/it<prn><obj>
At|? o Hasan. |,<det><def>/the<det><def>
give Persian a<pr>/to <pr> English
the pattern ome<np>/Hasan<np> «s<prs>/give pattern
book to n-det(def)- <prs> def(def)-n-
Hasan. (prn)- itl{le 59¢ . prn-vblex-
vblex-rel- I<np> to <pr> give<pres> to<pr> np-to-
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np-prn-
det(def)-pr-

np-vblex

Hasan<np>

vblex-to-np

The first part of the sentence (14) "8 (0) 1, ls™ was generated following rule

(56) as it was used in sentence (12). Then rule (59) translated the present

subjunctive verb "1a." into infinitive ‘to give’ and omitted the resumptive pronoun
| : g p p

"uT" in English pattern.

4.1.2.3. Topicalized indirect object

Topicalized Initial Apertium structural transfer rule(s) Final
indirect Apertium Apertium
object translation translation

(50) N0 | Ly s N$ | Hasan I told | ..o<np>/Hasan<np> Hasan |
&S i | a5 il (o) botl(:t’r:\:':im |,<det><def>/the<det><def> *t?|d At
) cas<vblex><past>/tell<vblex><past> | ~9Ives fhe
e Lol e gave. i book to.
s s Rule 56
2= POtk Hasan<np> |<prn><subj>
o> 4 | Hasan, | tell<vblex><past>
2ay | fold Alito Je<np>/Ali<np>
give the Ru.le 15
| t?ld book to. Ali<np>
Al to - Us<n>/book<n> TN
give ersian |,<det><def>/the<det><def> ngis
the pattern . pattern
book Lie<pr><enc><pos>/to —
o d ns : <pr><enc<<pos> Eﬁ) prm
Hasan ef( EI)- »><prs>/give<pres> Vblex-’:;}p_
e bl e lxche
::Ie A dp fn A|i<np>¢give<pres> the<det><def> npr
ez( e))- book<n> to<pr>
pr(enc)-
vblex

In generating indirect object in sentence (16) three rules were applied. Rule (56)

was used the same as in sentence (12). Rule (150) produced the proper noun ‘Ali".

Then rule (60) translated the patterns as it was used in sentence (10). But the
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problem is that ‘to’, as the infinitive marker, should be inserted before bare present
verb to produce an infinitive form with “to’ as an infinitive marker, a case which

needs more investigation.

5. Evaluation

To evaluate Persian to English Apertium system, two evaluation metrics were used:
WER and PER. WER calculates the minimum number of substitutions, deletions, and
insertions which are performed to convert the generated text into the reference text.
The WER shortcoming is that it doesn’t allow reordering of words, whereas the
word order of the generated text is different from that of the reference text even it is
a correct translation meaningfully. To solve this problem, PER of two sentences is
compared without taking the word order into account. The PER is always lower than
or equal to the WER (Popovi¢ and Ney, 2007).

To make a quantitative evaluation, 100 Persian sentences were extracted
from Mizan English-Persian Parallel Corpus which mostly contained different types
of syntactic structures with topicalized constituents. The sentences were translated by
Apertium as a RBMT system and Google as a statistical machine translation system.
Then they were post-edited by a human translator. Both machine translated
sentences were evaluated by WER and PER' in the developed system and Google
Translate.

The results of quantitative evaluation of WER and PER in Apertium and their
comparison with Google are shown in table 2. It indicates that Apertium output is
closer to the reference translation than that of Goog|e translate.

Table 2. Comparative evaluation results for post-edition task

Machine Translation System WER PER
Apertium 56.64 % 44.25 %
Google 62.78 % 42.02 %

1. To download the freely available tool from apertium-eval-translator, refer to
http:/ / apertium.org
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Based on the evaluation results given in table (2), the distance between WER scores
(6.14%) in both Apertium and Google Translate is more than their PER scores
(2.23%). The reason is that WER takes info account the word order in contrast to
PER which does not penalize word order in the translation (Costa-Jossa®, 2012). So,
adding any structural transfer rule with the most effect on word order covering the
translated sentences with the topicalized constituents decreases WER score at

Apertium platform.

6. Conclusion

This article considered the translation problems of topicalization process between
Persian and English in the free/open-source Apertium platform. All examples
included basic and non-basic sentences. The topicalized constituents were from both
main and subordinate clauses such as subjects, direct objects, and indirect objects.
These problems were mostly a result of Persian syntactic structures. To overcome
them, some new structural transfer rules were written for apertium-pes-eng.pes-
eng.t1x. To evaluate the system, 100 sentences were extracted from Mizan English-
Persian Parallel Corpus which mostly had structures with topicalized constituents.
These sentences were translated by Apertium and Google translate. Comparing
WER and PER evaluation metrics in Apertium and google showed that Apertium
could translate these syntactic challenges more adequately than Google. In terms of
future works, we intend to cover other Persian syntactic structures like clefting,
pseudoclefting, and extraposition. Furthermore, we are in the process of improving
the system coverage in lexicon and especially in structural transfer rules with a

machine learning method, named Active Learning (AL).
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