
Smoothed Particle Hydrodynamics:
When you should, when you shouldn’t

(or: things I wish my mother taught me)

Daniel Price
Monash Centre for Astrophysics
(MoCA) Melbourne, Australia

“Advances in Computational Astrophysics”, June 13th-17th 2011, Cefalu, Italy

SPH starts here...

What is the 
density?
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Euler-Lagrange equations

From density to hydrodynamics

What this gives us: Advantages of SPH

• An exact solution to the continuity equation

• Resolution follows mass

• ZERO dissipation

• Advection done perfectly

• EXACT conservation of mass, momentum, angular momentum, 
energy and entropy

• A guaranteed minimum energy state



Zero dissipation

Propagation of a circularly polarised Alfven wave

Zero dissipation - Example I.



Zero dissipation - II. Advection of a current loop

1000 crossings (Rosswog & Price 2007)

first 25 crossings

In the following section, we present additional tests of these CT algorithms where wave modes other than
the contact mode play an important role in the solution. We note in passing that the source terms described
in Section 3.1 are absolutely essential to obtain the results presented here. If they had been omitted, the field
loop disintegrates in oscillations before completing a fraction of an orbital period.

3.3.2. Circularly polarized Alfvén wave
In a recent paper Tóth [32] described a test problem involving the evolution of traveling and standing

circularly polarized Alfvén waves in a periodic domain. This test problem is interesting from the point
of view that the initial conditions are nonlinear solutions to the equations of ideal MHD. Unfortunately,
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the current density is initially singular. A more quantitative measure of the magnetic field dissipation rate is
given by the time evolution of the volume average of B2 as shown in Fig. 7. We find that the measured val-
ues (denoted by symbols) is well described by a power law (solid line) of the form B2 = A(1 ! (t/s)a) with
A = 3.463 · 10!8, s = 10.614 · 103 and a = 0.2914.

Another important indicator of the properties of the integration algorithm is the geometry of the mag-
netic field lines. Note that since the CT method evolves the interface magnetic flux (preserving $ Æ B = 0)
one may readily integrate to find the z-component of the magnetic vector potential. The magnetic field lines
presented in Fig. 8 are obtained by contouring Az. The same values of Az are used for the contours in both
the t = 0 and the t = 2 images. By t = 2 the inner most field line has dissipated. It is quite pleasing, however,
to note that the CTU + CT algorithm preserves the circular shape of the magnetic field lines, even at this
low resolution.

5.2. Circularly polarized Alfvén wave

The test problem involving the propagation of circularly polarized Alfvén waves at an oblique angle to
the grid was described in Section 3.3.2. In this subsection, we present a resolution study for both standing
and traveling Alfvén waves. The initial conditions are equivalent to those used in Section 3.3.2 only with
N = {4,8,16,32}.

As a diagnostic of the solution accuracy, we plot the in-plane component of the magnetic field, B2, per-
pendicular to the wave propagation direction, x1, in Fig. 9. These plots are constructed using the cell center
components of the magnetic field and each grid cell is included in the plots. Hence, the lack of scatter dem-
onstrates that the solutions retain their planar symmetry quite well. Fig. 9 includes the solutions at time
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Fig. 7. Plot of the volume averaged magnetic energy density B2 as a function of time. The solid line is a power law curve fit to the data
points denoted by the symbols.

Fig. 8. Magnetic field lines at t = 0 (left) and t = 2 (right) using the CTU + CT integration algorithm.
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SPH grid

2 crossings (Gardiner & Stone 2005)

Zero dissipation...



Zero dissipation... so we have to add some

Must treat EVERY discontinuity

Viscosity
+

Conductivity



But must treat discontinuities properly...

This issue has NOTHING to do with the 
Kelvin-Helmholtz instability

Viscosity only Viscosity + conductivity

Richtmyer-Meshkov Instability

Exploding blob (Børve & Price 2010)



dissipation terms need to be explicitly added



The key is a good switch

Inviscid SPH 3

Figure 2. As Fig. 1, but for SPH with standard (α = 1) or Morris & Mon-
aghan (1997) artificial viscosity, as well as our new method (only every fifth
particle is plotted). Also shown are the undamped wave (solid) and lower-
amplitude sinusoidals (dashed). Only with our method the wave propagates
undamped, very much like SPH without any viscosity, as in Fig. 1.

by ᾱij = (αi + α j)/2, and set β ∝ ᾱij. The individual viscosities are
adapted according to the differential equation

α̇i = (αmin − αi)/τi + Si (7)

with the velocity-based source term

Si = max
{
− ∇·υi, 0

}
. (8)

and the decay time3

τi = hi/(2$ci). (9)

Here, αmin = 0.1 constitutes a lower limit for the artificial viscos-
ity such that αi = αmin for non-convergent flows. For a convergent
flow, on the other hand, αi grows above that value, guaranteeing the
proper treatment of shocks. In the post-shock region, the flow is no
longer convergent and αi decays back to αmin on the time scale τi
(typically $ = 0.1 − 0.2). This method reduces the artificial viscos-
ity away from shocks by an order of magnitude compared to stan-
dard SPH and gives equally accurate post and pre-shock solutions
(Morris & Monaghan 1997).

More recently, Rosswog, Davies, Thielemann & Piran (2000)
proposed to alter the adaption equation (7) to4

α̇i = (αmin − αi)/τi + (αmax − αi) Si (10)

with αmax = 1.5, while Price (2004) advocated αmax = 2. The effect
of this alteration is first to prevent αi to exceed αmax and second to
increase α̇i for small αi, which ensures a faster viscosity growth,
resulting in somewhat better treatment of shocks (Price 2004). This
method may also be combined with the Balsara switch by applying
the reduction factor (6) either to Πij (Rosswog et al. 2000) or to Si
(Morris & Monaghan 1997; Wetzstein et al. 2009).

The scheme of equations (8), (9) and (10) with αmin = 0.1,
αmax = 2 and $ = 0.1 is the current state of the art for SPH and
is implemented in the codes phantom (by Daniel Price) and vine
(Wetzstein et al. 2009). In sections 4 and 5, we will frequently com-
pare our novel scheme (to be described below) with this method and
refer to it as the ‘M&Mmethod’ or the ‘Price (2004) version of the
M&M method’ as opposed to the ‘original M&M method’, which
uses equation (7) instead of (10).

3 The factor 2 in the denominator of equation (9) accounts for the dif-
ference in the definition of the smoothing length h between us and
Morris & Monaghan (1997).
4 This is equivalent to keeping (7) but multiplying the source term (8) by
(αmax − α), which is what Rosswog et al. actually did.

2.4 Critique of the M&Mmethod

The M&M method certainly constitutes a large improvement over
standard SPH, but low-viscosity flows, typical for many astrophys-
ical fluids, are still inadequately modelled. After studying this and
related methods in detail, we identify the following problems.

First, any αmin > 0 results in unwanted dissipation, for example
of sound waves (see Fig. 2) or stellar pulsations (see §4.4), yet the
M&M method requires αmin ≈ 0.1. This necessity has been estab-
lished by numerous tests (most notably of Price 2004) and is under-
stood to originate from the requirement to ‘maintain order amongst
the particles away from shocks’ (Morris & Monaghan 1997).

Second, there is a delay between the peak in the viscosity α
and the shock front (see Fig. 3): the particle viscosities are still
rising when the shock arrives. One reason for this lag is that inte-
grating the differential equation (10) increases αi too slowly: the
asymptotic value

αs =
αmin + αmax Siτi

1 + Siτi
(11)

is hardly ever reached before the shock arrives (and Si decreases).
Third, the source term (8) does not distinguish between pre-

and post-shock regions: for a symmetrically smoothed shock it
peaks at the exact shock position (in practice the peak occurs one
particle separation in front of the shock, Morris & Monaghan 1997,
see also Fig. 3). However, immediately behind the shock (or more
precisely the minimum of ∇·υ), the (smoothed) flow is still con-
verging and hence α continues to increase without need. A further
problem is the inability of the source term (8) to distinguish be-
tween velocity discontinuities and convergent flows.

Finally, in strong shear flows the estimation of the velocity di-
vergence ∇·υ, needed in (8), often suffers from substantial errors
(see Appendix B1 for the reason), driving artificial viscosity with-
out need. This especially compromises simulations of differentially
rotating discs even when using the Balsara switch.

3 A NOVEL ARTIFICIAL VISCOSITY SCHEME

Our aim is a method which overcomes all the issues identified in
§2.4 above and in particular gives αi → 0 away from shocks. To this
end, we introduce a new shock indicator in §3.1, a novel technique
for adapting αi in §3.2, and a method to suppress false compression
detections due to the presence of strong shear in §3.3.

3.1 A novel shock indicator

We need a shock indicator which not only distinguishes shocks
from convergent flows, but, unlike ∇·υ, also discriminates between
pre- and post-shock regions. This requires (at least) a second-order
derivative of the flow velocity and we found the total time deriva-
tive of the velocity divergence, ∇̇·υ ≡ d(∇·υ)/dt, to be most useful.
As is evident from differentiating the continuity equation,

−∇̇·υ = d2 ln ρ/dt2, (12)

∇̇·υ < 0 indicates an non-linear density increase and a steepen-
ing of the flow convergence, as is typical for any pre-shock region.
Conversely, in the post-shock region ∇̇·υ > 0. This suggests to
consider only negative values and, in analogy with equation (8), we
define the new shock indicator

Ai = ξi max
{
− ∇̇·υi, 0

}
. (13)

Cullen & Dehnen (2010)
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Figure 6. Steepening of a 1D sound wave: velocity and viscosity param-
eter vs. position for standard SPH, the M&M method, our new scheme,
and Godunov particle hydrodynamics of first and second order (GPH,
Cha & Whitworth 2003), each using 100 particles per wavelength. The solid
curve in the top panel is the solution obtained with a high-resolution grid
code.

4 VISCOSITY SUPPRESSION TESTS

We now present some tests of low-Mach-number flows, where pre-
vious methods give too much unwanted dissipation.

4.1 Sound-wave steepening

The steepening of sound waves is a simple example demonstrat-
ing the importance of distinguishing between converging flows and
shocks. As the wave propagates, adiabatic density and pressure os-
cillations result in variations of the sound speed, such that the den-
sity peak of the wave travels faster than the trough, eventually try-
ing to overtake it and forming a shock.

In our test, a 1D sound wave with a velocity amplitude 10% of
the sound speed is used (ideal gas with γ = 1.4). Fig. 6 compares
the velocity field at the moment of wave steepening for various SPH
schemes, each using 100 particles, with a high-resolution grid sim-
ulation. The new method resolves the shock better than the M&M
scheme, let alone standard SPH.

In Fig. 6, we also show results from GPH (Godunov-type par-
ticle hydrodynamics, Cha & Whitworth 2003), which differs from
SPH by using the pressure P∗, found by solving the Riemann prob-
lem between particle neighbours, in the momentum and energy
equations and avoids the need for explicit artificial viscosity. This
substitution does not affect the energy or momentum conservation
(Cha 2002), and indeed we find that both are well conserved. While
the first-order GPH scheme is comparable to standard SPH and also
to an Eulerian Godunov grid code using the same Riemann solver
without interpolation (not shown), the second-order GPH scheme
resolves the discontinuity almost as well as our novel method.

4.2 1D converging flow test

Similar to sound-wave steepening, this test requires good treatment
of convergent flows and weak shocks. The initial conditions are
uniform pressure and density and a continuous flow velocity

υ =




4(1 + x)υa −1.00 < x < −0.75,
υa −0.75 < x < −0.25,
−4xυa −0.25 < x < 0.25,
−υa 0.25 < x < 0.75,
4(1 − x)υa 0.75 < x < 1.00.

(20)

Figure 7. A 1D converging flow test with initially constant density and
pressure and velocities given by equation (20) using an adiabatic equation
of state with γ = 1.4. Top: run for υa = 1 at t = 0.3; bottom: run for
υa = 2 at t = 0.1. The solid lines are the result of a high-resolution Eulerian
grid-code simulation.

As there is no analytical solution, we compare the results to a high-
resolution grid-code simulation. We run tests for υa = 1 and υa = 2
as shown in the top and bottom panels of Fig. 7.

While the M&M switch certainly improves upon standard
SPH, it still over-smoothes the velocity profile as the viscosity is
increased before a shock has formed. This is particularly evident in
the velocity profile of the υa = 2 case (bottom) near x = 0. The
new switch keeps the viscosity low, in the υa = 2 case an order
of magnitude lower than the M&M method. In fact, the agreement
between our method and the high-resolution grid code is as good
as one can possibly expect at the given resolution, in particular the
velocity plateau and density amplitude around x = 0 in the υa = 2
case (bottom) are correctly modelled.

Exact conservation



Exact conservation: Advantages

Orbits are 
orbits... even 
when they’re 
not aligned 

with any 
symmetry axis.

Lodato & Price (2010)

Exact conservation: Disadvantages

• Calculations keep going, even when they’re screwed up...

Orszag-Tang Vortex in MHD (c.f. Price & Monaghan 2005, Rosswog & Price 2007, Price 2010)

In SPH,
“screwing it up” => NOISE

In grid codes,
“screwing it up” => CRASH



if (particles_are_noisy()) then
   stop
endif

if ( particles ^ AnyofP(“noise”) ):
   die(‘sorry, your SPH code crashed, we are not AMUSEd’)

How to fix this

if (particles_are_noisy()) {
   die();
}

What this gives us: Advantages of SPH

• An exact solution to the continuity equation

• Resolution follows mass

• ZERO dissipation

• Advection done perfectly

• EXACT conservation of mass, momentum, angular momentum, 
energy and entropy

• A guaranteed minimum energy state



The minimum energy state

The “grid” in SPH...

What happens to a random particle arrangement?

SPH particles
know how to 
stay regular

dvi
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Why “rpSPH” (Morris 1996, Abel 2010) is a bad idea

Corollary: Better to use a 
worse but conservative 

gradient operator

Improving the gradient operator 
leads to WORSE results

dvi

dt
=

�

j

mj

�
Pi − Pj

ρ2j

�
∇iWij

TRUST 
THE

LAGRANGIAN!

Corollary: Need positive pressures



Compromise approach gives stability

Subtract 
−B(∇ ·B)

from MHD force: 

Stable but 
nonconservative

2D shock tube

• intrinsic “remeshing” of particles



Why you cannot use “more neighbours”
(or: How to halve your resolution)

Nneigh 
should NOT 

be a free 
parameter!

i.e., should not 
change the ratio of 
smoothing length to 

particle spacing

pairing occurs for > 65 neighbours for the cubic spline in 3D

STOP

2D shock tube
• use smoother quintic kernel - truncated at 3h instead of 2h 

(NOT the same as “more neighbours” with the cubic spline)



Grid vs. SPH: Turbulence
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Larson (1981)

Turbulence in the Interstellar Medium

• highly supersonic, Mach numbers ~ 5-20

• isothermal to good approximation

• unknown driving mechanism, but “large scale”

• super-Alfvenic - magnetic fields mildly important

• statistics of turbulence may determine statistics 
of star formation (e.g. Padoan & Nordlund 2002, 
Hennebelle & Chabrier 2008)

Goldsmith et al. (2008)



GRID vs. SPH

“The complete absence of an inertial range with a 
reasonable slope, or with a reasonable dependence of the 
slope on the Mach number, makes their SPH simulations 
totally inadequate for testing the turbulent fragmentation 
model...”

In numerical simulations, even when the variance should not
be dominant, power-law tails may be absent from statistical dis-
tributions of core properties, as a result of the limited range of
scales relative to the actual interstellar turbulence. If the range
of scales is reduced, the range of values in core properties due to
the scale dependence is also reduced, possibly to the point of be-
coming smaller than the variance of the distribution at a fixed
scale. Lognormal-like tails may then cut short the power-law dis-
tributions as a numerical effect.

It is important to appreciate that a driven turbulent flow may
experience over time significant deviations from its average scal-
ing laws, and that this may be the explanation for observed var-
iations of the stellar IMF from place to placemuch in excess of the
Poisson variance related to the statistical sample size. The scaling
laws were understood phenomenologically by Kolmogorov as
due to a scale-independent energy-dissipation rate, arising from
an efficient energy cascade from large to small scales in turbulent
flows. This transfer from large to small scales takes approximately
a dynamical time of the outer scale. Therefore, in a driven flow,
any variations of the energy injection rate on a timescale of the
order of the dynamical time causes a ‘‘bump’’ in inertial-range
scaling laws that has to propagate down the turbulent cascade
until it reaches the small viscous scales after approximately a
dynamical time of the outer scale. Because the typical lifetime
of star-forming regions is comparable to this dynamical time (and
star formation starts immediately when a molecular cloud is as-
sembled), the turbulence can hardly be considered relaxed, and
large variations of the IMF from place to place should be ex-
pected. These variations should not be interpreted as the lack of
a universal process of star formation, but rather as the evidence
of both its turbulent origin and its short lifetime.

4.2. Previous Results

Ballesteros-Paredes et al. (2006) argue that the fragmentation
model of Padoan&Nordlund (2002) is in contradiction with their
numerical results, based on TVD and SPH simulations without
magnetic fields. They conclude that the core mass distribution
depends on the rms Mach number, but fail to point out that the
Padoan and Nordlund model contains such a Mach number de-
pendence, with the peak of the mass distribution shifting to lower
masses as the Mach number increases, in agreement with the nu-
merical results in Ballesteros-Paredes et al. (2006). In the Padoan
andNordlundmodel, the slope of themass distribution for masses

above the peak is independent of theMach number, also in agree-
ment with the results of Ballesteros-Paredes et al. (2006) based
on the TVD simulations (see their Fig. 4), but in contradiction
with their SPH simulations (see their Fig. 5).

Figure 8 compares the power spectrum from the Stagger
code HD run with two TVD and two SPH power spectra from
Ballesteros-Paredes et al. (2006), for Mach numbers 3 and 6. The
inertial range in both the TVDand SPHcases is not very extended,
due to the low numerical resolution. The TVD code gives a slope
of ! ! 2:2, the same value found in the Zeus run, for both Mach
numbers. The extent of the inertial range in the TVD run is also
comparable to the Zeus result at the same resolution (not shown).
The power spectra of the SPH runs are instead much steeper, and
their slope increases with decreasing Mach number, ! ! 2:7 for
MS ! 6 and ! ! 2:9 for MS ! 3. As shown by the TVD runs,
the power spectrum should not vary much with Mach number be-
tweenMS ¼ 6 andMS ¼ 3. For lowerMach numbers, the power
spectrum should become shallower and converge to a value of
! ! 5/3 forMS < 1. The SPH power spectrum slope is therefore
much too steep and its Mach number dependence unphysical.

In summary, it appears that the TVD runs of Ballesteros-
Paredes et al. (2006) are able to qualitatively reproduce the

Fig. 7.—Left panel: Size distribution of the unstable cores selected from the same two snapshots of the Stagger code MHD experiment as in the left panels of Figs. 5
and 6. The core size is defined as the cubic root of its volume. The power-law distribution resulting from the scale dependence of the core size,N (l ) / l#6/(3#!), is plotted
as a solid line, using the value of ! ¼ 1:94 found in the two snapshots. Right panel: Same as in the left panel, but for the Stagger code HD experiment. The scaling law
would now give an extremely steep power law, N (l ) / l#3/(2#!), or essentially no size range.

Fig. 8.—Power spectra compensated for the slope of the Stagger code HD
run, ! ¼ 1:9. The TVD and SPH power spectra are the same as in Fig. 2 of
Ballesteros-Paredes et al. (2006) for the Mach numbers 3 and 6.
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Padoan et al. (2007), commenting 
on Ballesteros-Paredes et al. (2006):

THE MASS SPECTRA OF CORES IN TURBULENT MOLECULAR CLOUDS
AND IMPLICATIONS FOR THE INITIAL MASS FUNCTION

Javier Ballesteros-Paredes,1 Adriana Gazol,1 Jongsoo Kim,2 Ralf S. Klessen,3

Anne-Katharina Jappsen,3 and Epimenio Tejero1

Received 2005 January 27; accepted 2005 September 20

ABSTRACT

We investigate the core mass distribution (CMD) resulting from numerical models of turbulent fragmentation of
molecular clouds. In particular we study its dependence on the sonic rms Mach numberMs. We analyze simulations
withMs ranging from 1 to 15 to show that, asMs increases, the number of cores increases as well, while their average
mass decreases. This stems from the fact that high Mach number flows produce many and strong shocks on inter-
mediate to small spatial scales, leading to a highly fragmented density structure. We also show that the CMD from
purely turbulent fragmentation does not follow a single power law, but can be described by a function that changes
its shape continuously, probably similar to a lognormal function. The CMD in supersonic turbulent flows does not
have a universal slope, which casts some doubt on attempts to directly relate the CMD to a universal initial mass
function.

Subject headinggs: ISM: clouds — methods: numerical — stars: formation — turbulence

Online material: color figure

1. INTRODUCTION

An isothermal supersonic shock with a Mach number Ms

creates density enhancements of !1/!0 ¼ M 2
s , where !1 and !0

are the densities of the post- and pre-shocked gas (e.g., Spitzer
1978). Since molecular clouds are turbulent and supersonic, it is
expected that their internal density structure is, to first order (i.e.,
neglecting gravitational or thermal fragmentation), a direct con-
sequence of the fragmentation by the chaotic, supersonic veloc-
ity field (see, e.g., the reviews by Vázquez-Semadeni et al. 2000;
Mac Low & Klessen 2004; Scalo & Elmegreen 2004, and ref-
erences therein), a process that has been called ‘‘turbulent frag-
mentation.’’ Thus, it is reasonable to expect that supersonic
turbulence plays a crucial role in determining the mass distribu-
tion of dense cores. In fact, the gravoturbulent scenario of star
formation suggests that the cores are formed by compressible tur-
bulent motions inside molecular clouds and that some of those
cores may become gravitationally unstable and form stars, while
others will redisperse in the ambient medium (Sasao 1973; Hunter
& Fleck 1982; Elmegreen 1993; Ballesteros-Paredes et al. 1999;
Klessen et al. 2000; Padoan et al. 2001; Padoan&Nordlund 2002,
hereafter PN02).

On the other hand, themass distribution of young stars follows
a well-known distribution called the initial mass function (IMF).
For stellar massesM " 1 M#, this shows a power-law behavior
dN /d logM / M!, with slope ! ¼ $1:3 (Salpeter 1955; Scalo
1998; Kroupa 2002; Chabrier 2003). Understanding the origin of
the IMF is one of the fundamental goals of a complete theory of
star formation. Although important progress has been achieved
in the observational determination of the IMF, there are still sev-
eral proposed models to explain it (see reviews by Meyer et al.

2000; Mac Low & Klessen 2004, and references therein), with
no agreement in the community on a standard one. One of the
more recent models suggests that the IMF properties are a direct
consequence of the core mass distribution (CMD). Observa-
tional works (e.g., Motte et al. 1998; Testi & Sargent 1998) have
reported a slope of the high-mass wing of the dense core mass
distribution (or mass spectrum) that is similar to the slope of
Salpeter’s IMF, suggesting that those cores are the direct pro-
genitors of single stars. Since stars are born from dense cores this
idea is, in principle, tempting. However, there is a large number of
physical processes that may play an important role during the core
fragmentation and the protostellar collapse (see e.g., Klessen
& Burkert 2000; Goodwin et al. 2004; Bate & Bonnell 2005).
These make it unclear whether a single core will give birth to one
or more stars, and what determines the masses of individual stars
within a single core. Some of these processes are: (1) The mass
distribution of cores changes with time as cores merge with each
other (e.g., Klessen 2001; Schmeja&Klessen 2004). (2) Cores gen-
erally produce not a single star but clusters of stars, and so the
relation between the masses of cores and those of individual
stars is unclear (e.g., Larson 1985, Hartmann 2001, Goodwin
et al. 2004). In addition, there may be (3) competitive accretion
influencing the mass-growth history of individual stars (see, e.g.,
Bate & Bonnell 2005), (4) stellar feedback through winds and
outflows, or (5) changes in the equation of state, introducing pre-
ferredmass scales (e.g., Scalo et al. 1998; Li, Klessen&Mac Low
2003; Jappsen et al. 2005; Larson 2005).
In addition to the uncertainties mentioned above, there are

other important caveats when looking for a direct relationship
between the CMD and the IMF. For instance, even though some
observational and theoretical works for dense, compact cores fit
power laws in the high-mass wing of the CMD, the actual shape
of those CMDs is not necessarily a single-slope power law, but a
functionwhose slope varies in amore continuous way, frequently
similar to a lognormal distribution. From a theoretical point of
view, PN02 have argued that the mass distribution of dense cores
generated by turbulent fragmentation closely follows the Salpeter
distribution of intermediate- to high-mass newborn stars, with a

1 Centro de Radioastronomı́a y Astrofı́sica, UNAM, Apdo. Postal 72-3
(Xangari),Morelia, Michoacán 58089,Mexico; j.ballesteros@astrosmo.unam.mx,
a.gazol@astrosmo.unam.mx.

2 Korea Astronomy and Space Science Institute, 61-1, Hwaam-Dong,
Yuseong-Gu, Daejeon 305-348, South Korea; jskim@kasi.re.kr.

3 Astrophysikalisches Institut Potsdam, An der Sternwarte 16, 14482 Potsdam,
Germany; rklessen@aip.de.
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...but low 
resolution SPH 
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Particle penetration and high Mach number shocks

Take care 
with 

viscosity at 
high Mach 
numbers!

βAV = 1 βAV = 2 βAV = 4

TURBULENCE:  Theory

• Kolmogorov (1941):

Ė =
ηv3L
L

= const

Ekin ∝ v2L ∝ L2/3 ∝ k−2/3

vL ∝ L1/3

E(k) =
dEkin

dk
∝ k−5/3

• Kritsuk et al. (2007):

(for incompressible 
turbulence)

Ė =
ηρv3L
L

= const

ρ1/3vL ∝ L1/3

(ρ1/3vL)
2 ∝ L2/3 ∝ k−2/3

E(k) = d(ρ1/3vL)2

dk
∝ k−5/3

(for compressible and 
supersonic turbulence)
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Kinetic energy spectra (time averaged)

Burgers-like k-2 spectrum in the 
kinetic energy for Mach 10 hydro

Price & Federrath (2010)
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Density-weighted energy spectra (ρ1/3v)

Confirms Kritsuk et al. (2007) 
suggestion of Kolmogorov-like 
k-5/3 spectrum in this variable

Price & Federrath (2010)



Summary:

You get what you pay for
(i.e., need high resolution in any method)

max density in 
SPH at 1283 

similar to max grid 
density at 5123

Price & Federrath (2010)

But SPH resolution is in density field



Density PDFs:

Summary: Advantages and disadvantages of SPH

• Resolution follows mass
• Zero dissipation until explicitly added
• Exact and simultaneous conservation of all physical quantities is possible
• Intrinsic remeshing procedure
• Does not crash

• Resolution follows mass
• Dissipation terms must be explicitly added to treat discontinuities 

- methods can be crude (need a good switch)
• Exact conservation no guarantee of accuracy
• Need to be careful with effects from particle remeshing
• Screw-ups indicated by noise rather than code crash

Advantages:

Disadvantages:

But remember: You get what you pay for!



NDSPMHD code and test problems available from 
http://users.monash.edu.au/~dprice/ndspmhd/

SPLASH visualisation tool available from:
http://users.monash.edu.au/~dprice/splash/


