Can the CMIP5 models represent winter frontal precipitation?
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Abstract Much of the day-to-day variability of rainfall in the midlatitudes is controlled by the passage of extratropical cyclones and their related fronts. A good representation of fronts and their associated rainfall in climate models is essential to have confidence in future projections of midlatitude precipitation. An objective front identification method has been applied to the data from ERA-Interim and 18 Coupled Model Intercomparison Project, version 5 (CMIP5) models and the fronts linked with daily precipitation estimates to investigate how winter front-related precipitation is represented in the models. While the front frequency is well represented, the frequency of frontal precipitation is too high and the intensity is too low, thus adding little bias to the rainfall total. Although the intensity of the modeled frontal precipitation is too low, the intensity of other precipitation is even lower; thus, the ratio of frontal precipitation to total precipitation is higher in the models than in the reanalysis.

1. Introduction

How the global distribution of precipitation and its variability will change in the future climate is a key topic of research highlighted by the World Climate Research Program. Changing characteristics of precipitation will have huge socioeconomic impacts, for example, on water availability, flood risk, and food production. Total global precipitation is expected to increase by approximately 2–3% per degree of warming [Held and Soden, 2006], due to a strong increase associated with global average surface temperature rise [Trenberth et al., 2003] and a weaker suppression due to the atmospheric radiative heating [Allen and Ingram, 2002; Dong et al., 2009; Andrews et al., 2010]. However, the extremes are expected to intensify at a greater rate than the global average precipitation [Allen and Soden, 2008].

Much of the day-to-day variability of rainfall in the midlatitudes is controlled by the passage of extratropical cyclones and their related fronts. Catto et al. [2012] showed that over the midlatitudes up to 90% of annual precipitation is associated with fronts, with an average of around 70%, while Hawcroft et al. [2012] showed that a large proportion of North Atlantic storm track precipitation comes from extratropical cyclones. Fronts were also shown to be important for extreme precipitation events [Catto and Pfahl, 2013], especially when also related to warm conveyor belts [Catto et al., 2015]. Solman and Orlanski [2014] investigated the relationship between changes in frontal activity and precipitation in the Southern Hemisphere (SH) midlatitudes over the past 40 years and found a strong correspondence between front frequency increases (decreases) and increased (decreased) precipitation. This relationship was also strong on an interannual basis. Since midlatitude total and extreme precipitation are strongly related to frontal activity, a good representation of fronts and their associated rainfall is a necessary condition for us to have confidence in model predictions of changes in midlatitude precipitation.

The frequency of occurrence of fronts was shown in Catto et al. [2014] to be fairly well represented by the models from the Coupled Model Intercomparison Project, version 5 (CMIP5), with some location biases consistent with storm track evaluation studies [Zappa et al., 2013; Chang et al., 2013]. Catto et al. [2013] applied the methodology of Catto et al. [2012] to data from the Australian Community Climate and Earth System Simulator (ACCESS) to evaluate the representation of fronts and their associated precipitation. They also performed an error decomposition similar to the methods of Bony et al. [2004] and Williams and Tsilifidis [2007] and found that both frontal and nonfrontal precipitation occur too frequently and with overall too low intensity. A number of studies have found similar issues when considering any type of precipitation [Dai, 2006; Sun et al., 2006; Stephens et al., 2010].
The main aim of the present study is to evaluate the precipitation associated with fronts in a number of state-of-the-art climate models from the CMIP5 archive with the goal to answer the following questions.

1. What is the contribution to the model precipitation biases from front-related precipitation?
2. How are front-related precipitation biases related to the frequency and intensity of frontal precipitation?
3. Is the ratio between frontal and total precipitation (the amplifying effect) well represented in the models?
4. How do the models represent the proportion of precipitation from fronts?

The focus is on the winter seasons in each hemisphere (i.e., December, January, and February (DJF) in the Northern Hemisphere (NH) and June, July, and August (JJA) in the SH).

2. Methods and Data

The automated front identification method of Berry et al. [2011] following the techniques of Hewson [1998] used in this study has recently been used in a number of other studies [e.g., Catto et al., 2014]. The brief description here closely follows the details in those papers.

The front identification has been applied to 6-hourly data from the European Centre for Medium Range Weather Forecasting reanalysis data set, ERA-Interim [Dee et al., 2011] for DJF 1997/1998–2007/2008 and JJA 1997–2008, and to model data from the CMIP5 archive [Taylor et al., 2012] (a list of the models used is given in the supporting information and is based on the availability of the required data) for DJF 1980/1981–2004/2005 and JJA 1980–2005. Frontal points are identified using a thermal front parameter described by Renard and Clarke [1965], based on 850 hPa wet bulb potential temperature. A threshold value of $-8 \times 10^{-12} \text{K m}^{-2}$ is used to mask the field, and frontal points are identified where the gradient of the thermal front parameter equals 0. These points are linked into contiguous fronts and output on a 2.5° grid.

The fronts are linked with daily precipitation estimates automatically using the method of Catto et al. [2012]. For the ERA-Interim fronts, daily precipitation estimates are taken from the Global Precipitation Climatology Project (GPCP) 1° daily data set [Huffman et al., 2001]. The satellite- and gauge-based data from GPCP have been chosen since ERA-Interim precipitation is a forecast variable and tends to underestimate daily and monthly precipitation accumulations [e.g., Szczypa et al., 2011; de Leeuw et al., 2015], although the time series correlate well with GPCP [Szczypa et al., 2011]. The precipitation data are interpolated onto the same grid as the fronts. If a grid box contains greater than 1 mm of 24-h accumulated precipitation, a search is performed in that and the neighboring eight grid boxes. If a front occurs at any of the four 6-hourly analysis times during the 24 h accumulation period, the precipitation is allocated as being associated with fronts. The results found using the fronts from ERA-Interim and precipitation from GPCP are our best estimate of the observations and will be used as a base against which the models are evaluated.

As stated above, there is a well-known issue with climate models in that they tend to produce very small amounts of precipitation very frequently [e.g., Sun et al., 2006; Stephens et al., 2010]. During winter, in the models examined here, precipitation occurs on 100% of days or close to it (see Table S2 in the supporting information), whereas in GPCP it occurs 61% and 52% of days in the SH and NH, respectively. In order to better align the frequency of modeled rainfall with observations, we examined the use of a precipitation threshold of 1 mm/day, which brings the model estimates of the proportion of precipitating days closer to the satellite estimates (see Table S2 in the supporting information). To test the rationality of using such a threshold, the percentage of total seasonal precipitation coming from days with intensities less than 1 mm/day has been calculated for GPCP and for the multimodel mean for the winter midlatitudes. For SH JJA, only 2.3% of total GPCP precipitation comes from days with precipitation less than 1 mm/day, with a value of 5.0% for the multimodel mean. For NH DJF the values are 6.9% and 12.2% for GPCP and the models, respectively. While there are some differences between GPCP and the models, overall the precipitation less than 1 mm/day contributes a small amount to the total seasonal precipitation. For these reasons, the threshold of 1 mm/day is used throughout the rest of the study.

In this study, the method of Catto et al. [2013] has been used to decompose the total precipitation error in the model. This method is similar to the decomposition techniques of Williams and Tsipouri [2007] and Zappa et al. [2014]. In this case there are two regimes of interest: the frontal precipitation regime and the nonfrontal precipitation regime. The total precipitation error in the model can be broken down into the components...
related to the frequency of occurrence of the regime (frontal or nonfrontal) and to the intensity of precipitation associated with that regime. The total error $E_p$ can be represented as

$$E_p = P_m - P_o$$  \hspace{1cm} (1)$$

$$E_p = F_{f,m}I_{f,m} + F_{nf,m}I_{nf,m} - F_{f,o}I_{f,o} - F_{nf,o}I_{nf,o}$$  \hspace{1cm} (2)$$

$$E_p = \Delta F_{f,o} + F_{f,o} \Delta I_f + \Delta F_f \Delta I_f + \Delta F_{nf,o} + F_{nf,o} \Delta I_{nf} + \Delta F_{nf} \Delta I_{nf}$$  \hspace{1cm} (3)$$

where the subscript $f$ represents the frontal regime, $nf$ represents the nonfrontal regime, $m$ represents the model, and $o$ the observations. $F$ is the frequency of occurrence of the precipitation regimes, and $I$ is the intensity of precipitation associated with each regime. The terms $\Delta F$ and $\Delta I$ represent the difference between the model and the observations for the frequency and intensity, respectively. Since our focus is on the impact of frontal precipitation biases, only the first three terms are described in the next section.

3. Precipitation Error and Contribution From Frontal Precipitation

Figure 1a shows the multimodel mean winter precipitation bias relative to GPCP. In the NH, the bias is fairly small in absolute terms, with positive biases of up to 1.5mm/day over the east of the North Atlantic and negative biases of a similar magnitude over the Labrador Sea. In percentage terms, these are biases of about 30% (Figure 1b). The precipitation is up to 2.5mm/day (50%) too high over the Kuroshio current (Figures 1a and 1b) and over much of the western half of the U.S.

In the SH, over most of the midlatitudes, there are positive biases of up to 2mm/day, corresponding to up to 50% higher precipitation than in GPCP. To the east of South America the precipitation is too low in the models (Figures 1a and 1b).

The location of the large precipitation biases in the multimodel mean (i.e., over the storm track regions) suggests that these errors could be associated with fronts. In order to explore this, the sum of the first three terms in equation (3), i.e., the frontal precipitation error terms, is shown in Figure 1c. Over most regions the frontal precipitation errors are small; there are negative contributions to the error over the North Atlantic region, at high latitudes in the SH, and to the east of South America, and there are positive contributions to the error over the midlatitude Indian Ocean, to the east of New Zealand, and over the Kuroshio Current. Even though the frontal contribution to the errors are mostly smaller than the total, this does not necessarily mean that the frontal precipitation is well represented for the correct reason.

The decomposition of the precipitation bias splits the frontal precipitation contribution into that from the frequency (Figure 2a) and the intensity (Figure 2b), as well as the cross terms (Figure 2c). Considering first the NH, the positive bias over the Kuroshio current region (Figure 1) has a large positive contribution from the frequency of frontal precipitation (Figure 2a). Figure 3a shows that in this region, the frequency of frontal influence is too high by about 6% of days, and to the south of this the frequency is too low by up to 14%. Over this whole region, however, the frequency of frontal precipitation is much too high compared to ERA-Interim/GPCP (Figure 3b). Therefore, the positive contribution to the total precipitation bias from the frequency of frontal precipitation is slightly related to too many fronts but more strongly related to there being too many fronts producing precipitation. Over the North Atlantic region, there is a positive contribution from the frequency of frontal precipitation (Figure 2a), again associated with too many fronts producing precipitation (Figure 3b), particularly in the high-latitude eastern end of the storm track. In the NH the contributions to the total precipitation error from the intensity of frontal precipitation are negative almost everywhere, compensating for the frequency errors.

In the SH, the decomposition shows that there is a positive contribution to the overall positive bias from the frequency in frontal precipitation. This is up to about 2mm/day to the east of South Africa. In this region the frequency of fronts themselves (Figure 3a) is well represented (even slightly low), but the frequency of frontal precipitation is too high (Figure 3b). There is a similar pattern over most of the SH midlatitudes; however, the larger positive contribution to the precipitation bias to the northeast of New Zealand is related to too many fronts as well as too many rainy fronts (Figures 3a and 3b).
In the SH midlatitudes there is everywhere a negative contribution to the precipitation error from the intensity of frontal precipitation. This partly offsets the positive contribution from the frequency. The negative contributions from intensity of frontal precipitation are mainly seen to be associated with the higher latitude errors and those to the east of South America. This is because in other regions where the frontal precipitation intensity is higher (for example, over North West Australia, not shown), the frequency of the fronts is small enough that this does not play a large role in the overall precipitation errors.

In the multimodel mean precipitation error decomposition, there is compensation between positive contributions from the frequency and negative contributions from the intensity. It is important to consider whether these figures are dominated by one model or if all the considered models show the same patterns. Figure 2d shows the winter midlatitude area-averaged values of the error decomposition for each model. In both hemispheres, it can be seen that the area-averaged total precipitation biases are small in all the models — in the NH they are typically less than ±0.2 mm/day and in the SH less than ±0.4 mm/day. Term 1, which represents the contributions from the frequency of frontal precipitation, is positive in all models in both hemispheres. Term 2, which represents the contribution from the intensity of frontal precipitation, is negative on average in all of the models. In almost all models the contributions are larger in the SH. Term 3 is the cross term and
is negative almost everywhere. The negative contributions due to intensity are not compensated for by positive frequency errors in the SH as well as in the NH. While there is some variability between the magnitude of the decomposition terms from the different models, overall they show the same picture as that seen in the ACCESS atmosphere only simulation from Catto et al. [2013]. The model with the smallest frontal precipitation errors is CMCC-CM. This model has the highest atmospheric resolution of those included (0.75°) and therefore may be better at representing the frontal circulation features and precipitation processes.

4. Dynamical Impact of Fronts on Precipitation

The intensity of frontal precipitation has previously been shown to be higher than nonfrontal precipitation using GPCP [Catto et al., 2012], and most extreme precipitation events in the midlatitudes are associated with fronts [Catto and Pfahl, 2013]. This indicates that fronts have the effect of amplifying the intensity of precipitation over some background state, but it is important to understand if the models can represent this amplifying effect. In order to answer this question, we have calculated a frontal amplification factor (Af), which is the ratio of frontal precipitation intensity to total precipitation intensity (If/Iall). The spatial pattern from ERA-Interim/GPCP (colors) and the multimodel mean error (contours) are shown in Figure 3c. In the observational estimate, Af shows quite a uniform distribution over the midlatitudes with values between 1 and 1.1. The area-averaged value for the NH winter is 1.075 and for the SH winter is 1.083. This means that over the midlatitudes on average the frontal precipitation is about 8% higher than the total precipitation. There are regions with higher values, such as over the Kuroshio Current and the Gulf Stream and in the subtropical ocean regions of the SH and over Australia. In the multimodel mean over much of the midlatitudes, the values of Af are fairly well represented. Over the more subtropical regions and over regions of warm sea surface temperatures, for example, in the South Pacific Convergence Zone and over the Gulf Stream and Kuroshio current, the values are too high by up to 0.5. In almost all the models the area-averaged values of Af over the midlatitudes (30–60°) are too high. This indicates that when a front is present, it is having too much of an effect
winter (DJF in NH and JJA in SH) (a) frequency of frontal influence (proportion of days that a grid box is influenced by a front; %) for ERA-Interim (contours) and multimodel mean bias (colors), (b) frequency of frontal precipitation (proportion of days that have frontal precipitation in a grid box; %) for ERA-Interim (contours) and multimodel mean bias (colors), (c) frontal amplification factor \( \frac{I_f}{I_{all}} \) (nondimensional) for ERA-Interim (colors) and multimodel mean bias (contours), and (d) proportion of precipitation associated with fronts (%) for ERA-Interim (contours) and multimodel mean bias (colors).

Figure 3. Winter (DJF in NH and JJA in SH) (a) frequency of frontal influence (proportion of days that a grid box is influenced by a front; %) for ERA-Interim (contours) and multimodel mean bias (colors), (b) frequency of frontal precipitation (proportion of days that have frontal precipitation in a grid box; %) for ERA-Interim (contours) and multimodel mean bias (colors), (c) frontal amplification factor \( \frac{I_f}{I_{all}} \) (nondimensional) for ERA-Interim (colors) and multimodel mean bias (contours), and (d) proportion of precipitation associated with fronts (%) for ERA-Interim (contours) and multimodel mean bias (colors).

on the precipitation. It is important to understand how this overamplification is consistent with the intensity of the frontal precipitation being too low.

The error in \( A_f \) is actually associated with a too low estimate of the frontal precipitation intensity and an even lower estimate of the overall precipitation intensity. This is demonstrated for all the models in Figure 4 by the percentage intensity error for frontal precipitation (black and blue crosses) and for total precipitation (black and blue circles). Almost every model has a larger error in the total than the frontal precipitation. This leads to a value of \( A_f \) that is too high compared to ERA-Interim/GPCP. This also shows that the frontal precipitation is better represented in the models than the nonfrontal precipitation.

This amplification effect has been explored further by considering precipitation at higher thresholds than 1mm/day. The intensities of frontal and total precipitation have been calculated for various thresholds up to 20mm/day and the \( A_f \) calculated. In the observations, as the threshold increases, the value of \( A_f \) asymptotes to 1. This is because in the midlatitudes it is very hard to get heavy precipitation without the influence of a front; therefore, the value of \( I_f \) comes very close to \( I_{all} \). The models also show the same effect, indicating that much of the heaviest precipitation in the models comes from fronts. At higher precipitation thresholds the models are also better at representing the mean frontal and total precipitation intensity (Figure 4).

5. Proportion of Precipitation From Fronts

A valuable measure of the influence of fronts on precipitation is the proportion of total precipitation associated with fronts [Catto et al., 2012]. Given the strongly compensating errors in the frequency and intensity of frontal precipitation, and the enhanced dynamical amplification of the frontal precipitation, it is interesting to investigate how this measure is represented in the models.

Figure 3d shows the proportion of precipitation above 1mm/day associated with fronts from ERA-Interim/GPCP and the multimodel mean bias for winter in each hemisphere. The pattern of the proportion of
Figure 4. The percentage error in precipitation intensity averaged over the winter midlatitudes (30–60°) for each model. Errors are shown for frontal and total precipitation with a threshold of 1mm/day and a threshold of 20mm/day and also for frontal precipitation with both thresholds but considering the extra criterion of upward motion (omega).

precipitation associated with fronts is quite well represented in the multimodel mean. However, in much of the SH midlatitudes, this is underestimated by about 10%. This appears to be at least partly associated with a slightly lower frequency of frontal influence (seen in Figure 3a). The proportion of precipitation associated with fronts over most of Australia is much too large, related to the high frequency of front-related precipitation seen (Figure 3b) and the very low climatological precipitation values in this region (not shown). In the NH midlatitudes there are some large errors in the proportion of precipitation from fronts. Over the eastern end of the North Atlantic storm track, there is a negative bias of up to about 10%. Even though the frequency of wet fronts is high here (Figure 3b), the frequency of frontal influence is too low, as is the intensity of the frontal precipitation. There is also a region on the southern edge of the Pacific storm track where there is a large positive error of over 20%. This is a region of low climatological precipitation of less than 2mm/day in the multimodel mean (not shown) and is a region where there are too many fronts (Figure 3a).

6. Concluding Discussion

By employing an automated front identification scheme, we have investigated the representation of winter frontal precipitation in 18 of the CMIP5 historical simulations and the contribution of any errors to the total precipitation errors. Although the frontal contribution to the total error is quite small, the analysis shows that this is related to compensating errors. The frequency of frontal precipitation is too high in all the models, but the intensity is too low. In the models, when a front is present, the intensity of the precipitation is amplified over the background value by more than that in the observations. However, the frontal precipitation intensity is still too low but is being amplified over the background value that is biased even lower. Despite the compensating errors and the overamplification of the frontal precipitation over the background value, the proportion of precipitation associated with fronts is too low over much of the midlatitudes.

A surprising result from the study was the small observed $A_f$. We investigated the impact of our method of allocating precipitation to fronts by including an extra criterion of ascent in the precipitation grid box. This acts to eliminate precipitation found in grid boxes experiencing subsidence. The area-averaged $A_f$ over the midlatitudes from ERA-Interim/GPCP when the ascent criterion is included is 1.16 for NH and 1.20 for SH, indicating that the frontal precipitation intensity is increased when including the ascent criterion. This is likely a result of excluding precipitation from shallow convection behind a front, which in the 2.5° dataset would be light. We were only able to test the effect of the ascent criterion on a small number of the models due to data availability. Including this criterion reduces the percentage errors in precipitation intensity from the models when considering the low threshold of 1mm/day (Figure 4). This indicates that some of the intensity bias is associated with there being very light rainfall occurring in subsidence in the models that is not present in the observations. Since $I_{all}$ is the same in the calculation of $A_f$, the model errors in $A_f$ when including the ascent criterion are even larger.
The results of this study are consistent with previous climate model evaluations of the characteristics of precipitation [e.g., Sun et al., 2006; Wilcox and Donner, 2007; Stephens et al., 2010]. By considering the contribution to the total precipitation biases in the models from the frontal precipitation, we have shown that although the frontal precipitation biases are small, this is due to compensating errors. Given that we find the frontal precipitation intensity to be better represented in the models than is the total precipitation, we could place more confidence in future projections of frontal precipitation, including the extremes, which, in the midlatitudes are influenced more by large-scale processes than convection [O’Gorman and Schneider, 2009].

Frontal precipitation is often associated with large-scale uplift along the tilted isentropes [e.g., Browning, 1986]. Catto et al. [2010] found that the isentropes within extratropical cyclones in a climate model were not steep enough, while Govekar et al. [2014] found the ascent in SH model cyclones too weak, and Zappa et al. [2013] show that North Atlantic storms are dynamically too weak, aspects that could all lead to frontal precipitation that is weaker than observed. A future study will investigate the link between the characteristics of the fronts and the precipitation associated with them and how these features are represented in climate models. An important aspect for future work is not just to consider grid point analysis but also to aim to understand individual systems and whether the life cycle of cyclones and their associated fronts and precipitation is well represented in the models.
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