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Abstract

In this study, a coarse-grained bead-spring model of dilute solutions of long, flexible

polymers is used to obtain a detailed predictive understanding of the influence of

the nonlinear phenomena of intramolecular hydrodynamic interactions (HI), and to

a lesser extent, intramolecular excluded volume (EV) interactions in strong homo-

geneous flows. In such conditions, the finite extensibility (FE) of polymer chains

plays an important role in determining the macroscopic rheological behaviour of di-

lute polymer solutions. Predictions for the nonlinear viscoelastic and other related

properties are obtained with Brownian dynamics simulations of finitely extensible

bead-spring chains with EV and HI.

An unconditionally stable semi-implicit, predictor-corrector simulation algorithm

with adaptive time-stepping is developed for the integration of the nonlinear stochas-

tic differential equations governing the behaviour of individual chains with FENE

springs and with EV and HI. Simulations of 20-bead chains are used to explore

the coupling of the nonlinear phenomena in the model, and it is shown that most

of the rheological properties of interest in shear and extensional flows can be ap-

proximately resolved as the product of independent contributions from each of the

nonlinear effects of FE, EV and HI.

It is further shown that when a bead-spring chain withNs springs is used to model

a long but finite macromolecule of Nk Kuhn segments, the predictions obtained de-

pend strongly on the degree of coarse-graining Nk, s = Nk/Ns in conditions where

chains experience significant stretching. To reduce this dependence, the Successive

Fine-Graining (SFG) procedure is introduced wherein predictions accumulated for

several values of Ns are extrapolated to the Ns → Nk limit. The extrapolated re-

sults obtained with simulations without EV effects for the growth of the extensional
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viscosity during start-up of strong extensional flows are found to be in good agree-

ment with the experimental data of Gupta et al. [2000] for polystyrene solutions in

theta solvents. This quantitative agreement with experimental data underlines the

importance of the phenomenon of hydrodynamic interactions even well away from

equilibrium. The results of the simulations are also able to explain the anomalous

molecular weight scaling of the transient extensional viscosity observed by Gupta

et al..

Besides Brownian dynamics simulations, closure approximations are also used in

this study to obtain predictions in strong shear and extensional flows. The Gaussian

approximation, studied previously for Rouse chains with HI [Öttinger, 1989a] and

EV [Prakash, 2001b], is used to derive a new closure approximation for the FENE

nonlinearity—the “FENE-PG” approximation. This approximation improves upon

the well known FENE-P approximation by accounting for fluctuations in the spring

force.

Several closure approximations for FENE chains with HI are tested for their

accuracy by comparing their predictions with the results of Brownian dynamics

simulations of 20-bead chains. The method of combining the Gaussian approxima-

tion for HI with the FENE-PG approximation for the FENE nonlinearity suggested

in this study leads to predictions that compare well with the results of simulations

in steady and unsteady shear and extensional flows, thus confirming the importance

of fluctuations in HI and spring forces.

Closure approximations for FENE chains with HI predict multiple steady-states

in the steady-state extensional viscosity in a range of extension-rates immediately

below the critical strain rate for the coil-to-stretch transition. A one-dimensional

dumbbell model with configuration dependent drag is used to understand the ori-

gins of the phenomenon of coil-stretch hysteresis. It is shown that the unique,

multi-modal probability distribution obtained with the exact model in the range

of extension-rates where coil-stretch hysteresis is observed, is substituted with mul-

tiple, uni-modal distributions when mean-field closure approximations are used to

handle the nonlinearities due to HI and FE.
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Chapter 1

Introduction

Dilute solutions of polymer molecules are used extensively in the routine structural

characterization of polymer molecules. This most common application of dilute

polymer solutions is based on the tremendous success of theories that describe their

properties at and near equilibrium. The fact that the addition of a small amount

of polymeric material to a Newtonian solvent can cause a dramatic change in its

behaviour in flow, has led to dilute polymer solutions finding use in a variety of

other areas, such as turbulent drag reduction, ink-jet printing, roll coating etc. In

most of these applications, the fluid is subjected to conditions that take it well away

from equilibrium. However, molecular theories of the behaviour of dilute polymer

solutions beyond equilibrium have not been widely tested against experiments. This

study takes a step towards developing a fuller understanding of the non-equilibrium

behaviour of dilute solutions of long, flexible linear macromolecules in non-polar

solvents.

At first glance, it would seem that it is the nature of the polymer molecule itself

that must be responsible for the macroscopically observed viscoelastic behaviour of

a dilute polymer solution. This, however, is only partially true. Since the polymer

molecule is suspended in the solvent, its motion is considerably influenced by that of

the surrounding solvent medium. As the solvent medium moves under the influence

of an externally imposed velocity field, it exerts hydrodynamic drag forces on the

different parts of the polymer chain, which cause the chain to orient, unravel, and

stretch in strong flows. In addition to these, the segments of chain also experience

1
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Brownian forces due to the random thermal motion of the solvent molecules.

The role of the solvent does not end there. There are two more subtle mechanisms

through which the solvent influences the dynamics of the dissolved polymer. The

first of these effects stems from the fact no two parts of a polymer chain can occupy

the same position in space at the same time. Two segments far apart from each other

along the chain tend to strongly repel each other when they approach closely. At

larger separations, however, the force between the segments depends significantly

on polymer-solvent interactions. The effect of these complicated interactions is

further modified by the temperature of the solvent. Usually, at temperatures below

a temperature known as the “theta” temperature, unfavourable polymer-solvent

interactions cause the polymer chain to assume the form of a dense coil, in spite of

the repulsive forces between segments. This results in phase separation, and it is not

possible to form a uniform solution. At the theta temperature itself, the outward

expansion caused by the excluded volume interactions is exactly balanced by the

energetics of the polymer-solvent interactions. Thus, at this temperature the net

result is that the polymer molecule behaves as though it feels neither effect. With

increasing temperature, the influence of the polymer-solvent interactions weakens,

effectively leading to an improvement in the solvent quality. Therefore, at higher

temperatures, the average sizes of polymer coils are larger than at the theta state.

The solvent also plays a vital role in another phenomenon wherein it acts as

the medium through which the motion of any part of the polymer chain is com-

municated to all others. The net perturbation in the solvent’s velocity field in the

neighbourhood of a segment, caused by the motion of all the other segments in the

chain, modifies the drag force experienced by that segment, and thereby affecting

its motion. This hydrodynamic interaction results in a strong coupling of the mo-

tions of even segments that are far apart along the chain’s contour. In this sense,

the phenomenon of hydrodynamic interactions, like the excluded volume effect, is a

“long range” effect.

Confirmation of excluded volume and hydrodynamic interactions as the domi-

nant phenomena governing the dynamics of isolated polymer molecules in solution

is based on the excellent agreement between theories that account for these phenom-

ena and experiments at and near equilibrium, and is widely recognized as a major
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achievement in polymer physics. However, until about the time the present work

commenced, such theories remained relatively untested well away from equilibrium.

That situation has changed considerably during the course of the present study.

In the past few years, several researchers have used Brownian dynamics simulations

of models of dilute polymer solutions to obtain predictions that are in good agree-

ment with experimental data in strong shear and extensional flows [Doyle et al.,

1998; Hsieh and Larson, 2004; Hsieh et al., 2003; Jendrejack et al., 2002; Larson

et al., 1999; Li and Larson, 2000a,b; Li et al., 2000; Pamies et al., 2005; Schroeder

et al., 2003, 2004]. The key to such successful prediction of properties of dilute poly-

mer solutions in strong flows has been the understanding of the roles of excluded

volume and hydrodynamic interactions in strong shear and extensional flows where

polymer molecules are significantly stretched, and the finiteness of their contour

lengths plays an important part in determining their overall behaviour.

Although the results of the simulations in the studies cited above agree well with

experimental data, there is still some ambiguity regarding the estimation of model

parameters in these simulations. The reason for this ambiguity is that model para-

meters in coarse-grained descriptions of polymer solutions— such as the bead-spring

chain model used in the present study and those cited above—are often chosen such

that model predictions match experiment at and near equilibrium, where polymer

molecules are not stretched. However, when the same set of parameters are used to

predict behaviour in strong flows where molecules are highly stretched, predictions

are observed to deviate from experimental data. Adjusting the parameters to bring

theoretical predictions in alignment with experiments in strong flows on the other

hand leads to deterioration of the near equilibrium predictions.

The reason for this behaviour lies in the coarse-grained nature of the bead-spring

model. In this study, an alternative approach—dubbed here as the “Successive Fine

Graining” approach—is proposed to correct for the influence of coarse-graining on

the predictions obtained with bead-spring chains. The Successive Fine-Graining

approach is used in this study to obtain theoretical predictions for finitely extensible

chains with hydrodynamic interactions in a manner that is also consistent with the

current paradigm for comparing theory with experiments near equilibrium.

The results in this study clearly show that a proper description of hydrodynamic
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interactions is crucial for a quantitative description of the rheological properties

of dilute solutions of polymers in theta solvents well away from equilibrium. A

highlight of this work is the remarkable agreement of the theoretical predictions

with experimental data on dilute solutions of polystyrene obtained across a range

of extension-rates in strong extensional flows by Gupta et al. [2000]. Along with

the recent successful prediction by Sunthar and Prakash [2005] of the behaviour of

DNA molecules in good solvents, the present work confirms the importance of the

phenomena of excluded volume and hydrodynamic interactions well beyond equilib-

rium.

Although the bead-spring model used in this study is well known, until about

the time the present work was begun, prevalent algorithms for performing Brownian

dynamics simulations of finitely extensible bead-spring chains with hydrodynamic

and excluded volume interactions were not computationally efficient. The uncondi-

tionally stable semi-implicit, predictor-corrector algorithm developed in this study

is an important breakthrough using which the exact predictions of the bead-spring

model can be efficiently obtained for strong shear and extensional flows. Although

the influence of excluded volume interactions has not been studied in detail in this

study, the nature of the coupling between excluded volume, hydrodynamic interac-

tions and finite chain extensibility is explored using Brownian dynamics simulations.

It is observed that, despite their highly nonlinear nature, the coupling between these

phenomena appears to follow some very simple rules.

While Brownian dynamics simulations of bead-spring models are attractive be-

cause they permit exact solutions to the theoretical equations for macroscopic prop-

erties, such simulations are computationally very expensive. In addition, the non-

linear spring-force laws used typically to model finitely extensible chains cause the

stochastic differential equations underlying Brownian simulations of polymer chains

to become stiff in situations where chains can be stretched close to their maximum

allowed extension. On the other hand, it is difficult to obtain closed-form analytical

solutions of the model equations, as a result of the nonlinearities due to finite chain

extensibility and intra-chain interactions.

Before the advent of the high-performance computing that has made possible the

Brownian dynamics simulations of large bead-spring chains in this and other recent
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studies, approximate methods were for long the only way forward in the study of

dilute polymer solutions. In fact, much of what we know and understand today of

the behaviour near equilibrium comes undeniably from the pioneering work of Flory,

Kirkwood, Zimm, Fixman, Edwards, De Gennes and others, who have brought to

bear methods of ever-increasing sophistication on the scientific and technical chal-

lenge posed by excluded volume and hydrodynamic interactions. The problem with

any approximate method is that when theoretical predictions obtained with its use

are at variance with experiment, it is not possible in general to wisely apportion

blame between the incorrectness of the physics and the inaccuracy of the approxi-

mation.

While some have seized on Brownian dynamics simulations as a way out of such

ambiguity, other have preferred to employ simulations to provide benchmarks with

which the accuracy of approximations can be gauged. The reason for the continued

interest in approximate solutions is essentially three fold. Firstly, calculations with

approximate models are much faster and the resulting prediction are free of the

noise that is inevitable in Brownian dynamics simulations. As a result, approximate

models can be used to explore much larger domains in parameter space, even if they

are only moderately accurate. Secondly, as pointed out at the outset, dilute polymer

solutions are frequently used in complex industrial flows. Numerical prediction of

these flows using computational fluid dynamics requires constitutive equations for

the polymer’s contribution to the total fluid stress field. Expressions derived from

continuum mechanics have for long been the mainstay of numerical simulations of

complex flows of polymeric fluids. Approximate equations for the polymer stress

derived from a more fundamental molecular picture of the polymeric fluid have the

added advantage that these models have a direct physical interpretation. The third

reason for studying approximate models is that they are invaluable in gaining insight

into the inner workings of the physical phenomena that are represented in the model.

Closure approximations for bead-spring models of dilute polymer solutions have

a long and rich history, starting from the well known Zimm model [Zimm, 1956] for

treating hydrodynamic interactions. Fixman [1966a; 1966b] improved upon Zimm’s

treatment, and also incorporated an equivalent description of excluded volume in-

teractions to obtain the first predictions of the influence of these phenomena on the
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nonlinear viscoelastic behaviour of dilute polymer solutions. The complexities of the

boson-operator formalism used by Fixman were avoided by Öttinger [1987a; 1989a]

in his consistent-averaging and Gaussian approximations for hydrodynamic interac-

tions. The Gaussian approximation approach was examined in detail for bead-spring

chains with excluded volume, but no hydrodynamic interactions, by Prakash [2001b].

Peterlin [1966b] introduced an approximation for handling the nonlinearity due to

finite extensibility, which was later used by Bird et al. [1980] to formulate their well

known FENE-P model.

In this study, a closure approximation is derived for the bead-spring model com-

bining the nonlinear phenomena of finite extensibility, excluded volume and hydro-

dynamic interactions. The predictions of this approximate model for the theta state

are shown to be reasonably accurate in comparison with the exact results of Brown-

ian dynamics simulations. Analysis of the predictions of this closure approximation

and others reveals the important role that fluctuations in hydrodynamic interactions

and spring forces play in determining the overall behaviour of dilute polymer solu-

tions in steady and unsteady shear and extensional flows. When combined with the

Successive Fine-Graining procedure, the results obtained with closure approxima-

tions are found to in good agreement with experimental data in strong extensional

flows.

In a seminal paper, De Gennes [1974] used an approximate model to show that

the existence of hydrodynamic interactions leads to the emergence of large barriers in

the effective steady-state free-energy landscape in flows with a dominant extensional

component, and predicted that these ergodicity breaking barriers would result in

the phenomenon of coil-stretch hysteresis in extensional flows. Since Fan et al.’s

analysis of De Gennes’ model, it has been a long standing question whether the

prediction of coil-stretch hysteresis is just an artifact of the approximation used by

De Gennes. Schroeder et al. [2004] have demonstrated conclusively the existence

of such a phenomenon with both experiments and Brownian dynamics simulations.

In this study, the manner in which closure approximations replicate such ergodicity

breaking phenomena is explored further.

The present thesis is organized as follows. A more detailed description of the

bead-spring model and the equations governing its behaviour are given in Chapter 2.
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The numerical schemes for the Brownian dynamics simulations of dumbbells and

bead-spring chains with excluded volume and hydrodynamic interactions are pre-

sented in Chapter 3. This is followed by a qualitative examination of the coupling

between the nonlinear phenomena in the model in Chapter 4. The equations for

the closure approximations considered in this study are discussed next in Chapter 5,

and the accuracy and qualitative features of the predictions of the approximations

are explored in Chapter 6. Chapter 7 reviews the current paradigm for comparing

theory with experiment near equilibrium, which forms the basis of the argument

used to derive the Successive Fine-Graining procedure in Chapter 8. Chapter 8

also compares the results of simulations and approximations with experiments. The

major conclusions of this work are finally summarized in Chapter 9.



Chapter 2

Basic equations for the

bead-spring model of dilute

polymer solutions

Recognizing that macroscopic material behaviour away from equilibrium stems from

the dynamics at the molecular level, rheology uses observations of the stress-deformation

relationship exhibited by materials to understand the dynamics of their microstruc-

tures. A rheological analysis of dilute polymer solutions can thus be used to probe

the physics that governs the motion of isolated polymer molecules in solution. As

in any other field of scientific endeavour, this understanding is achieved through the

cyclic process of making intelligent guesses about the physical processes involved,

expressing these ideas in a mathematical form and comparing the predictions of the

mathematical models with experimental measurements. In polymer solution rheol-

ogy, mathematical models of the physical phenomena influencing the behaviour of

macromolecules are used to relate the stresses developed in a dilute polymer solution

to the strength and the kind of flow imposed on it.

Since inter- and intra-molecular interactions are ultimately responsible for the

behaviour of any material observed at macroscopic scales, one would expect that

accurate prediction of properties of polymer solutions would require computer sim-

ulations of detailed molecular models of these systems. Such simulations are enor-

mously expensive to perform. Furthermore, the tremendous variety in polymer

8
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molecules and their solvents makes it impossible to calculate properties for each

polymer solution individually using molecular simulations. In spite of their diver-

sity, the macroscopic properties of large classes of polymeric materials share common

features, and appear to in fact depend only on a small set of parameters. It is fur-

ther found that the experimental data for different polymer-solvent systems can be

collapsed on to universal master plots. In the words of Doi and Edwards [1986], “the

ability of such superposition indicates the existence of an inherent simplicity hidden

behind the apparent complexity of the polymer systems.” The universal features

of macroscopic behaviour that are shared by different polymer systems within any

single class of polymeric materials must therefore be independent of the details of

polymer/solvent chemistry. Furthermore, the fact that master plots can be obtained

by rescaling raw experimental data with a few well defined parameters means that

all chemistry dependence resides in those few parameters alone.

Since local chemical details influence only a small set of parameters, it must be

possible to construct models of polymer systems by representing only a few essen-

tial elements of polymeric systems. Once the accuracy of a model in describing the

universal features of experimentally observed macroscopic behaviour is proven, the

relevant parameters in the model may, in principle, be subsequently related to the

chemistry of the polymer system using a more detailed molecular model. This es-

sentially phenomenological approach has been remarkably successful. The reptation

theory of Doi and Edwards for concentrated solutions and melts of polymers is a

prime example of this approach.

Phenomenological models of dilute polymer solutions must attempt to capture

the key features of the physics that governs the behaviour of isolated polymer mole-

cules when suspended in a sea of much smaller solvent molecules. A real linear

polymer molecule typically consists of several repeating chemical units connected

together as a chain. In a large polymer molecule, there exists a wide separation of

length scales, ranging from the length of a single bond on the chain’s backbone to

the mean radius of the polymeric coil while in solution. Most macroscopic proper-

ties of interest in polymer solutions are however related to the gross dynamics of the

polymer chain as a whole.

For the successful prediction of such properties therefore, a structural model of
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the polymer-solvent system that replicates the gross features of the system may be

sufficient. To this end, it is found that an adequate description of the gross phys-

ical structure of a polymer-solvent system for solutions of long and highly flexible

polymer molecules can be achieved as follows [Bird et al., 1987b; Yamakawa, 1971].

The solvent molecules are replaced by a featureless continuum, and the polymer

solution consists of np polymer molecules per unit volume suspended in this contin-

uum. A single polymer molecule is represented as a linear chain of rigid massless

rods of uniform length, in which every rod is permitted to rotate unhindered in any

direction. This “freely jointed chain”, or “Kramer’s chain” equivalent of a real poly-

mer molecule captures all the gross features of the molecule such as its topological

connectivity and its flexibility, that is, its ability to take on a large number of config-

urations. In this model, the structure of each polymer molecule is characterized by

the specification of only two parameters: the length of each rod, bk, and the number

of rods in the chain Nk. The combined effect of the local chemical details at the

monomeric level—such as bond lengths, bond angles, steric hindrances, etc.—on the

overall polymer structure is bundled into a single number, bk. The Kuhn segment

length serves as a measure of the local stiffness of a polymer chain.

The structural simplification effected by the use of coarse-grained models, how-

ever, comes at a price. In a truly molecular description of the polymer-solvent

system, the dynamic evolution of the ensemble of polymer and solvent molecules

under the influence of inter- and intra-molecular interactions is governed solely by

Newton’s laws of motion. To reproduce the gross features of the dynamics of the

original system consisting of solvent and polymer molecules, with a coarse-grained

model consisting of a continuum solvent and Kramer’s chains, it becomes necessary

to introduce phenomenological interactions in the coarse-grained model. The num-

ber and the mathematical nature of such interactions is a priori unknown, and one

is guided by intuition and experience in formulating them.

For instance, in the model described originally by Kramer [1944], the total force

exerted by solvent molecules on a segment of a real polymer molecule represented

by a single Kuhn segment in the model, is treated as the sum of a smooth “hydrody-

namic drag” component and a noisy “Brownian” component. Drawing inspiration

from classical hydrodynamics, the smooth hydrodynamic force on a Kuhn segment
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is modeled as being proportional to the velocity of the segment relative to v, the

velocity of the solvent continuum at its position, and acting in a direction opposing

the relative motion. Applying this “Stokes’ law empiricism” [Bird et al., 1987b] to

give mathematical form to the hydrodynamic force necessitates the introduction of

a new parameter in the model: the drag coefficient of a Kuhn segment, ζk. The

drag coefficient ζk is a phenomenological constant that depends solely on the chem-

ical nature of the polymer-solvent system. In fact, the individual influences of the

chemical nature of the solvent and polymer on ζk may be further separated by using

the Stokes’ equation ζk = 6πηsak, where ηs is the viscosity of the Newtonian solvent

and ak is the hydrodynamic radius of the Kuhn segment. The hydrodynamic radius

ak can be regarded as a fundamental characteristic of the polymer molecule, on par

with the Kuhn segment length bk. Thus, an individual polymer molecule may be

conveniently pictured as a linear chain of Nk rods of length bk with spherical “beads”

of radius ak located between adjacent rods. An expression for the Brownian force

is obtained by making additional assumptions on the nature of the distribution of

the velocities of the Kuhn segments [Bird et al., 1987b]. The final expression for the

Brownian force is proportional to kbT , where kb is the Boltzmann constant and T

is the temperature of the solvent.

In this basic coarse-grained model of a polymer solution, known as the “bead-

rod” model, the (monodisperse) polymer-solvent system is characterized by a hand-

ful of parameters viz. np, bk, Nk, ak, ηs and T . Out of these, bk, Nk, and ak are

considered to depend uniquely on the polymer molecule’s chemical nature. Further,

the parameters bk and ak are properties of an individual Kuhn segment, and must

therefore be independent of Nk.

This model, however, is far from being complete in the sense that the incorpora-

tion of hydrodynamic and Brownian forces alone are inadequate in fully predicting

the observed behaviour in experiment. The developments in the kinetic theory of

dilute polymer solutions over the past few decades clearly show that it is essential

to incorporate at least two other important phenomenological interactions.

The first of these, known as the excluded volume effect has been reviewed in great

detail by Yamakawa [1971] and Schäfer [1999]. This effect essentially stems from

the fact that a polymer chain cannot cross itself in space. Therefore, when any two
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segments of a real molecule approach each other closely, they experience a strong

mutual repulsion. At larger separations, the force experienced by non-adjacent

monomers is in general weakly attractive. This weak van der Waals type attraction

is the result of the interactions between a monomer and the solvent molecules,

and is controlled by the thermodynamics of such interactions, and therefore by the

temperature [Schäfer, 1999]. The excluded volume repulsion between monomers

tends to increase the average size of a polymer molecule. The solvent-mediated

attraction opposes this tendency of the polymer chain to swell.

At low temperatures, interactions between monomers and the solvent molecules

are energetically unfavourable. In such “poor solvent” conditions, the monomer-

monomer attraction is strong enough to overcome the entropic tendency of the coil

to assume random configurations, and the polymer molecule collapses as a tightly

wound globule. As temperature increases, the monomer-monomer attraction is pro-

gressively weakened, and the mean coil size increases. At a particular value of the

temperature, which is unique for a given polymer-solvent system, the coil size is the

same as that of an idealized polymer coil in which neither the short-range repulsion

nor the attraction at larger inter-monomer separations, is present. At temperatures

higher than this “theta temperature”, the short-range repulsion dominates, and the

coil is swollen relative to its size at the theta temperature. Thus, Tθ divides the

poor solvent and good solvent regimes in temperature.

The description of the excluded volume effect so far is based on a molecular

picture. A phenomenological interpretation of the behaviour in the good solvent

regime is achieved in the context of the bead-rod model by incorporating an ef-

fective inter-segmental excluded volume potential. Although the potential of mean

excluded volume force between any two segments is expected to be a complicated

function of the inter-segmental distance, this is dominated by its short-range repul-

sive nature [Yamakawa, 1971], which is parameterized by the excluded volume of a

Kuhn segment, vk. The temperature dependence of the excluded volume effect for

T > Tθ is typically taken into account by treating vk a function of temperature.

For moderate deviations from Tθ, a function of the form vk(T ) = vk, 0(1 − Tθ/T )

is typically used, in which all the influence of the chemistry of the polymer-solvent

combination is absorbed into the constants vk, 0 and Tθ. At T = Tθ, vk = 0, the



13

effect of excluded volume interactions vanish, and the chains in the coarse-grained

model behave as “phantom” chains capable of self-intersection.

At the theta temperature, the phantom Kramer’s chains take on random config-

urations at equilibrium, under the influence of the Brownian forces exerted by the

solvent. The statistical properties of such random configurations have long been

studied in the form of ideal three-dimensional random walks. The mean radius of

gyration of phantom Kramer’s chains at equilibrium is calculated as

Rθ
g,eq =

1√
6
bkN

1/2
k . (2.1)

Since Nk is proportional to the contour length L = bkNk of a polymer molecule,

which in turn is proportional to its molecular weight M , the equation above suggests

that for long, flexible polymer molecules, Rθ
g,eq ∼M1/2, a fact that has been known

since the times of Flory [1953]. In fact, this well established equation can be used

to empirically extract the parameters bk and Nk, since

bk =
6Rθ 2

g,eq

L
; Nk =

L2

6Rθ 2
g,eq

, (2.2)

with the contour length L being calculated from the known chemical structure of

the polymer molecule in question.

Excluded volume interactions characterized by vk are fundamentally different

from the local interactions between neighbouring monomers on the chain backbone

which determine the chain’s stiffness, and are accounted for through the length of the

Kuhn segment, bk. Excluded volume interactions can occur between segments that

are far apart along the chain backbone. In this sense, therefore, these interactions

have a “long range”, leading to an intimate coupling of the behaviour of all the

different segments in the chain, and thus giving rise to the non-Markovian nature

of chain configurational statistics [Yamakawa, 1971].

Predictions of static properties at equilibrium are independent of the drag co-

efficient ζk introduced earlier. However, the dynamics of polymer solutions at and

beyond equilibrium can be expected to depend on this parameter. Kirkwood and

Riseman [1948] pointed out that for a proper description of the dynamical behav-

iour of polymer molecules in solutions with a bead-rod model, it is necessary to
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incorporate another “long-range” interaction between non-adjacent segments in the

chain. The phenomenon of hydrodynamic interaction, accounts for the fact that the

motion of a segment is propagated to all the other segments in the chain by the sol-

vent molecules. Kirkwood and Riseman thus introduced the idea of hydrodynamic

interaction whereby the hydrodynamic force exerted by a bead in the bead-rod chain

as it moves through the solvent perturbs the solvent’s velocity field at the locations

of all the other beads in the chain. The total modification of the solvent’s velocity

field around a Kuhn segment due to the motion of all the other beads in the chain

modifies the net drag force it experiences. The mathematical treatment of this effect

however introduces no new parameters, the strength of hydrodynamic interaction

between any two Kuhn segments being proportional to ζk.

The incorporation of the phenomena of excluded volume and hydrodynamic in-

teractions in coarse-grained models of dilute polymer solutions leads to highly ac-

curate predictions of the universal features of static properties and transport coef-

ficients of dilute polymer solutions close to equilibrium, in theta and good solvents

[Freed et al., 1988; Prakash, 1999; Schäfer, 1999; Yamakawa, 1971]. This success

is based on the recognition that the origin of universal behaviour lies in the large

separation of length scales that exists in long, flexible polymer molecules. The re-

sulting scale invariance in the structure of long polymer coils near equilibrium leads

to an insensitivity of the gross behavior of the chains to the chemical structure of

the monomers or the solvents. In fact, the theoretical results referred to above are

typically obtained by keeping Rθ
g, eq fixed, and taking the limit L→∞, which results

in an ideal self-similar fractal object. Experimental data are of course obtained with

long, but finite molecules. However, calculations of the corrections to the infinite

chain results due to chain finiteness show that these corrections decrease with in-

creasing chain length, thus making it possible to compare directly the asymptotic

results of the theory with experiment near equilibrium.

It is also well known, however, that the behaviour of finite chains well away

from equilibrium is qualitatively different from that predicted in the limit of infi-

nite chains. For example, theoretical predictions for infinite chains show that the

contribution of polymers to the steady-state viscosity of dilute solutions increases
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without bound when the shear-rate is increased, in complete contrast to the be-

haviour predicted for finite chains, for which the polymer viscosity is observed to

become vanishingly small. Thus, in order to test whether the phenomena of excluded

volume and hydrodynamic interactions are sufficient in describing experimental ob-

servations in strong flows, it is necessary obtain predictions for chains of finite Rθ
g, eq

and L. The primary objective of this study is to understand the roles of excluded

volume and hydrodynamic interactions in long, flexible polymer molecules in those

situations where the finiteness of their contour length plays an important part in

determining their overall behaviour.

Another important feature of theoretical calculations close to equilibrium is that

many of the results have been obtained through the use of analytical approxima-

tions, since the inclusion of excluded volume and hydrodynamic interactions into

the model makes the task of obtaining exact results for most average macroscopic

properties of interest extremely difficult. It is in principle possible to achieve exact

results through the use of computer simulations of ensembles of large (Nk ∼ 103)

bead-rod chains acting under the combined influence of random Brownian forces,

hydrodynamic drag, and excluded volume and hydrodynamic interactions. How-

ever, routine simulations of large bead-rod chains are currently beyond the reach of

most research groups working in this field. It is more advantageous to use a coarser

description of the polymer molecule introduced first by Rouse [1953]. This bead-

spring model of a polymer molecule consists of replacing large, equal-sized segments

of the bead-rod chain with flexible springs connecting larger beads representing the

drag characteristics of the segments. As in the case of the bead-rod model, it is

possible to introduce excluded volume and hydrodynamic interactions into the more

coarse-grained bead-spring version as well. The finite contour length of a molecule

is modeled in the bead-spring model through the use of finitely extensible springs.

The equations for finitely extensible bead-spring models with excluded volume

and hydrodynamic interactions are quite well known, and are briefly reviewed here

primarily to introduce the notation that will be used in the rest of the thesis.
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2.1 The Fokker-Planck equation

In the bead-spring model of polymer solutions, the incompressible Newtonian solvent

is treated as a continuum. For homogeneous flows, the velocity field of the continuum

solvent can be expressed as v(r, t) = v0 + κ(t) · r, where v0 is the constant velocity

of the frame of reference, κ is the transpose of the position-independent traceless

velocity gradient ∇v, and r is the position vector of any point in the solution with

respect to the frame of reference.

In the conventional bead-spring model of a polymer solution, a polymer molecule

is discretized into Ns sub-molecules of equal contour length, and each sub-molecule

is represented as a massless “spring”. This mechanical analogue is based on the fact

that any sub-molecule resists separation of its ends due to entropic considerations.

The overall drag coefficient of each sub-molecule is taken to be a constant, ζ. The

insertion of N = Ns + 1 spherical beads of radius a = ζ/(6πηs) between adjacent

springs (including beads at the chain ends) then completes the mechanical represen-

tation of the molecule as a bead-spring chain. The polymer solution consists of np

bead-spring chains per unit volume suspended in the solvent continuum. In model-

ing a dilute solution, explicit interactions between polymer chains are excluded from

the model formulation.

The instantaneous configurational state of any arbitrary bead-spring chain is

specified by the set of position vectors {rν | ν = 1, . . . , N} of the N beads. Using

kinetic theory, the following Fokker-Planck equation for the evolution of the config-

urational probability distribution Ψ(r1, . . . , rN) can be derived starting from a very

general phase-space description of the polymer-solvent system after making several

well-tested assumptions [Bird et al., 1987b, Chapters 17 & 18]:

∂Ψ

∂t
= −

N∑
ν=1

∂

∂rν

·

{
κ · rν +

1

ζ

N∑
µ=1

Υνµ · F φ
µ

}
Ψ +

kbT

ζ

N∑
ν,µ=1

∂

∂rν

·Υνµ ·
∂Ψ

∂rµ

,

(2.3)

where kb is Boltzmann‘’s constant, and T is the absolute temperature of the solution.

In the equation above, Υνµ are dimensionless diffusion tensors that are related to
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the hydrodynamic interaction tensors Ωνµ through the definition

Υνµ ≡ δ− ζΩνµ , (2.4)

where δ is the unit tensor. The tensors Ωνµ are discussed in greater detail in

Section 2.3. The total force on the ν-th bead due to non-hydrodynamic conservative

intramolecular interactions, F φ
ν , is expressed in terms of the intramolecular potential

energy φ as

F φ
ν = − ∂φ

∂rν

. (2.5)

Under homogeneous conditions, Ψ(r1, . . . , rN) = V −1
sol ψ(Q1, . . . ,QNs), where Vsol

is the total volume of the solution and ψ is the probability distribution for the

set of vectors, {Qi | i = 1, . . . , Ns}. The connector vector Qi = ri+1 − ri defines

the configurational state of the i-th spring in the chain. Equation (2.3) can be

transformed to obtain a Fokker-Planck equation for ψ:

∂ψ

∂t
= −

Ns∑
i=1

∂

∂Qi

·

{
κ ·Qi −

1

ζ

Ns∑
j=1

Ãij · F φ, c
j

}
ψ +

kbT

ζ

Ns∑
i, j=1

∂

∂Qi

· Ãij ·
∂ψ

∂Qj

.

(2.6)

The total connector force F φ, c
j in Eq. (2.6) is given by

F φ, c
j =

∂φ

∂Qj

. (2.7)

The diffusion tensors Ãij in Eq. (2.6) are related to the hydrodynamic tensors

through

Ãij = Aijδ + ζ (Ωij + Ωi+1, j+1 −Ωi, j+1 −Ωi+1, j) , (2.8)

where Aij = δij +δi+1, j+1−δi, j+1−δi+1, j = 2δij−δ|i−j|,1 is an element of the Ns×Ns

Rouse matrix.

In this thesis, the bead position-vector form of the Fokker-Planck, Eq. (2.3), is

used primarily in the exposition of the algorithm for Brownian dynamics simulations
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in the next Chapter. In the construction of approximation schemes, the connector-

vector form in Eq. (2.6) above is found to be more useful, and unless specified

otherwise, general references to the Fokker-Planck equation will henceforth mean

the connector-vector form.

Although hydrodynamic interactions play an important role in determining the

dynamic behaviour of polymer solutions near and beyond equilibrium, the static

properties of the solutions at equilibrium do not depend on hydrodynamic interac-

tions. At equilibrium, (κ = 0; t → ∞), the solution of the Fokker-Planck equation

is given by the Boltzmann distribution

ψeq =
exp [−φ/kbT ]∫

. . .
∫

exp [−φ/kbT ] dQ1 . . . dQNs

. (2.9)

The statistical properties of the equilibrium state are thus completely specified by

the intramolecular potential energy φ which is discussed in greater detail below.

2.2 Conservative intramolecular interactions

In the bead-spring model, the total intramolecular potential energy in the molecule

φ is written as the sum of two independent contributions,

φ = φs + φe , (2.10)

where, φs is the total free-energy potential contained in the springs, while φe is the

total potential energy due to excluded volume repulsions between different parts of

the chain.

2.2.1 Spring forces

In his seminal work, Rouse [1953] introduced the concept of an “entropic spring”

based on the well known observation that as the ends of any polymer molecule (or

sub-molecule) are separated by any length, the number of molecular configurations

available that are consistent with that extension of the ends, decreases. This leads

to a decrease in the entropy, and consequently work has to be done by the external
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agency seeking to stretch the molecule in order to achieve the necessary increase

in free energy. The external agency thus experiences a resistive force opposing the

separation of the molecules ends: the molecule acts as an entropic “spring”. While

representing a polymer molecule as a coarse-grained chain of Ns sub-molecules, the

total entropic resistance to changes in the overall configuration of the coarse-grained

chain is modeled through the total spring potential φs which is the sum of the

potentials of the individual springs:

φs =
Ns∑

k=1

S(Qk) =
Ns∑

k=1

Sk . (2.11)

The spring contribution to the total connector force, F φ, c
j defined in Eq. (2.7) is

F s, c
j =

∂Sj

∂Qj

. (2.12)

If the characteristic time scale of the external agency—such as solvent’s velocity

field—forcing a change in the chain’s configuration is much larger than the time

scale required by the sub-molecules to ergodically sample their configuration spaces

consistent with the set of their end-to-end vectors {Qj|j = 1, . . . , Ns}, it is possible

to use standard results from equilibrium statistical mechanics to obtain

F s, c
j = −∂ lnPeq(Qj)

∂Qj

, (2.13)

where Peq(Q) is the probability that the end-to-end vector of a sub-molecule is equal

to Q at equilibrium. In order to obtain an analytical expression (as opposed to an

empirical equation determined from experimental measurements) for Peq(Q), it is

necessary to invoke a more detailed model of the sub-molecule.

As discussed before in this Chapter, the gross structural features of a real long,

linear, highly flexible polymer molecule suspended in the solvent continuum are

generally believed to be well characterized by the specification of two key parameters,

the Kuhn segment length bk and the number of Kuhn segments Nk � 1. Since the
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total contour length of a real molecule is

L = bkNk , (2.14)

on discretizing the molecule into Ns springs, each sub-molecule “contained” in a

spring consists of Nk, s = Nk/Ns Kuhn segments. The ratio Nk, s serves as a con-

venient measure of the degree of coarse-graining that a certain choice of Ns implies

when seeking to model a molecule of Nk Kuhn segments.

When modeling highly flexible molecules, analytical results for the probability

Peq(Q) can then be obtained by representing each sub-molecule as a Kramer’s chain

of Nk, s freely-jointed Kuhn segments [Yamakawa, 1971], from which expressions

for the entropic spring force can be derived using Eq. (2.13) for different degrees

of coarse-graining. For Nk, s & 10, the exact expression for the magnitude of the

spring force approaches the inverse-Langevin function, which however is not easy

to implement in numerical routines. Instead, the following FENE (or Warner) ex-

pression for the spring force law is used in this study, as it is known to be a good

approximation to the inverse-Langevin expression [Warner, 1972]:

F s, c
j = H

(
1

1−Q2
j/Q

2
0

)
Qj = H ξ(Qj) Qj . (2.15)

Here, H is the spring constant, Qj = |Qj |, Q0 is the contour length of the sub-

molecule underlying a single spring, and ξ is the nonlinearity in the FENE spring

force law. Moreover, the equation above is also easier to work with while developing

approximations. Although the function ξ will be used to refer to the FENE nonlin-

earity, on occasion the same notation will be used for the nonlinearity in any general

spring force expression of the form F s, c = HξQ.

The simple expression in Eq. (2.15) above captures the essential features of the

exact inverse-Langevin expression. As Q = |Q| → 0, the magnitude of the spring

force approaches 0. For small extensions, when Q� Q0, ξ ≈ 1 and the force grows

linearly with Q. As Q → Q0, the singularity in the nonlinearity ξ causes the force

to diverge as [1 − (Q/Q0)]
−1, which is also the rate at which the inverse-Langevin

force diverges. The divergence of the force at a finite value of Q ensures that the

spring is finitely extensible, and cannot be stretched beyond the true contour length
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of the sub-molecule that a spring represents.

The parameters in the FENE spring-force law, H and Q0, can be related to

the two parameters characterizing the equilibrium structure of the sub-molecule

underlying the spring, bk and Nk, s. Firstly, the contour length of the sub-molecule

is bkNk, s and therefore, Q0 = bkNk, s. Secondly, at the theta temperature, it is well

known that the mean square end-to-end distance of flexible polymer molecules at

equilibrium is given by

R2
e, eq = b2kNk . (2.16)

Further, the equilibrium mean square end-to-end distance of a sub-molecule modeled

as a Kramer’s chain, in the absence of excluded volume forces, is

R2
s = b2kNk, s . (2.17)

On the other hand, using the equilibrium Boltzmann distribution ψeq ∼ exp(−φs/kbT )

for a single spring governed by any spring force law, for which the spring potential

φs(Q) =

∫
F s, cdQ′ = H

∫
ξ(Q′)Q′dQ′ , (2.18)

the analytical expression for the mean-squared end-to-end distance can be written

in the following form [Sunthar and Prakash, 2005]:

R2
s =

3kbT

H
χ2(H,Q0) (2.19)

Here,

χ2 =
H

3kbT

∫∞
0
Q4 exp[−(H/kbT )

∫ Q

0
ξ(Q′)Q′ dQ′] dQ∫∞

0
Q2 exp[−(H/kbT )

∫ Q

0
ξ(Q′)Q′ dQ′] dQ

. (2.20)

Thus, the dimensionless function χ in general depends on both H and Q0 in a

manner determined by the spring-force nonlinearity, ξ. For FENE springs [Bird
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et al., 1987b],

χ2 =
Q2

0H/kbT

Q2
0H/kbT + 5

, (2.21)

using which it can be shown that

H

kbT
=

3

R2
s

− 5

Q2
0

. (2.22)

Substituting for R2
s and Q2

0 in terms of bk and Nk, s gives

H

kbT
=

1

b2k

3Nk, s − 5

N2
k, s

. (2.23)

The equations above indicate that taking the limit Q0 → ∞ while keeping R2
s

constant, leads to χ → 1. In this limit, R2
s = 3kbT/H, and the FENE spring-force

expression reduces to the Hookean spring force law, F s, c = HQ. In other words, as

the contour length of the sub-molecule becomes infinitely large, while the R2
s is kept

constant and finite, the “Hookean limit” is approached. The linear Hookean spring

can hence be regarded as the coarse-grained representation of an idealized (fractal)

chain with infinite contour length, but finite R2
s . In this study, chains with Hookean

springs will be referred to as “Rouse” chains, while finitely-extensible bead-spring

chains will be denoted as “FEBS” chains.

2.2.2 Excluded volume interactions

The excluded volume (EV) effect is typically modeled by incorporating a potential

of mean force between any pair of beads of a bead-spring chain, representing the

net solvent-modified EV interaction between a pair of sub-molecular segments. It is

further assumed that the total potential energy in the chain due to EV interactions

can be modeled as the sum of pair-wise interactions, and

φe =
1

2

N∑
ν, µ=1
ν 6=µ

E(rµν) =
1

2

N∑
µ, ν=1
µ 6=ν

Eµν , (2.24)
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where rµν is the inter-bead displacement rν − rµ, and rµν = |rµν |. At this point, it

is necessary to digress briefly to introduce some useful notation.

The displacement rµν is expressible as a linear combination of the connector

vectors using

rµν = sgn(ν − µ)

max(ν,µ)−1∑
i =min(ν,µ)

Qi , (2.25)

=
Ns∑
i=1

∆Θi
µνQi , (2.26)

for all 1 ≤ µ, ν ≤ N and 1 ≤ i ≤ Ns. Here,

∆Θi
µν =


1, if µ ≤ i < ν ,

−1, if ν ≤ i < µ ,

0 , otherwise,

(2.27)

is the one-dimensional “box” function. This function can be succinctly expressed in

terms of the Heaviside step function,

Θ(m,n) =

1, if n ≥ m

0 otherwise ,
(2.28)

as ∆Θi
µν = Θ(µ, i)−Θ(ν, i) = −∆Θi

νµ. Further, the dyad

rµνrµν =

max(ν,µ)−1∑
i,j =min(ν,µ)

QiQi =
Ns∑

i,j =1

∆Θij
µνQiQj , (2.29)

where the two-dimensional box function

∆Θij
µν = ∆Θi

µν∆Θj
µν . (2.30)

This function is symmetric with respect to an exchange of the indices µ and ν,

and/or i and j.
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The EV connector force

F e, c
j =

∂φe

∂Qj

, (2.31)

is related to the pair-wise EV potential E using Eq. (2.24):

F e, c
j =

1

2

N∑
µ, ν=1
µ 6=ν

∂Eµν

∂Qj

, (2.32)

=
1

2

N∑
µ, ν=1
µ 6=ν

∂Eµν

∂rµν

· ∂rµν

∂Qj

. (2.33)

From Eq. (2.26),

F e, c
j =

1

2

N∑
µ, ν=1
µ 6=ν

∂Eνµ

∂rνµ

∆Θj
µν . (2.34)

The EV force exerted on the ν-th bead by the µ-th bead in the chain is given by

F e
µν = −∂Eµν

∂rµν

= 2%µνrµν , (2.35)

where the function %µν introduced above represents the nonlinearity in the EV force,

and is related to Eµν through

%µν ≡ − 1

2rµν

∂Eµν

∂rµν

, (2.36)

= − ∂Eµν

∂(r2
µν)

. (2.37)
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The EV connector force can then be formally expressed as

F e, c
j = −1

2

N∑
µ, ν=1
µ 6=ν

F e
µν∆Θj

µν ,

= −
N∑

µ, ν=1
µ 6=ν

%µνrµν∆Θj
µν ,

= −
N∑

µ, ν=1
µ 6=ν

Ns∑
k=1

%µν∆Θjk
µνQk ,

= −
Ns∑

k=1

wjk Qk , (2.38)

where the nonlinear function

wjk = wkj ≡
N∑

µ, ν=1
µ 6=ν

∆Θjk
µν%µν , (2.39)

is the counterpart of the EV nonlinearity %µν in connector vector coordinates.

Turning now to the mathematical form of the pair-wise EV potential E, the true

EV potential in a polymer solution has a complicated dependence on the separation

between any two parts of the chain [Yamakawa, 1971]. But this spatial dependence

is dominated by the strong repulsion at short (spatial) range. In comparison with

the overall dimensions of a long polymer coil, the short range of the potential is

negligible. Based on this observation, several profound results on the excluded

volume problem have been obtained by representing a macromolecule as a continuous

chain, and using a δ-function repulsive potential between any pair of points on the

polymer chains [des Cloizeaux and Jannink, 1990; Doi and Edwards, 1986; Schäfer,

1999; Yamakawa, 1971]. In computer simulations of discrete chain models, however,

singular functions such as the δ-function cannot be directly implemented, and it

is customary to use a “soft” potential with a strongly repulsive core. In previous

efforts, several expressions for the excluded volume potential, such as the Lennard-

Jones [Graessley et al., 1999; Li and Larson, 2000b], Morse [Andrews et al., 1998]
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and exponential potentials [Hernandez Cifre and Garcia de la Torre, 1999], have

been used in bead-spring models, with the justification that any soft EV potential

will lead to the same predictions for long chain molecules as the δ-function potential,

as long as it retains the short range repulsive nature of the δ-function.

Prakash and Öttinger [1999] used the repulsive “Narrow Gaussian” excluded

volume (NGEV) potential,

Eµν =
vkbT

(2π)3/2d̃3
exp

(
−
r2
µν

2 d̃2

)
, (2.40)

between any pair of beads in a bead-spring chain as a regularization of the δ-function

potential, noting that in the limit d̃→ 0, the δ-function is recovered. Here, the EV

parameter v quantifies the strength of the potential while d̃ is the spatial range of the

potential. Using the definition in Eq. (2.37), one obtains for the NGEV potential

above,

%µν =
vkbT

2(2π)3/2d̃5
exp

(
−
r2
µν

2 d̃2

)
=
Eµν

2d̃2
. (2.41)

This potential has been used to obtain predictions that are in excellent agreement

with experimental data for properties of dilute polymer solutions at equilibrium

[Kumar and Prakash, 2004] and beyond [Sunthar and Prakash, 2005], showing that

the NGEV potential possesses all the desirable properties that a more realistic po-

tential would. Furthermore, the Gaussian form of the potential is an advantage in

the development of approximations for the bead-spring model with EV presented

above [Prabhakar and Prakash, 2002; Prakash, 2001a,b, 2002; Prakash and Öttinger,

1999].

The following section briefly reviews the standard method of incorporating the

influence of hydrodynamic interactions (HI) into the bead-spring model.
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2.3 Hydrodynamic interactions

In the derivation of Eqs. (2.3) and (2.6), the total hydrodynamic force exerted by

the solvent on the ν-th bead in the bead-spring chain is assumed to be

F h
ν = −ζ [[ ṙν ]− (vν + ∆vν)] . (2.42)

In this “Stokes law empiricism” [Bird et al., 1987b], [ ṙν ] is the momentum-space

averaged velocity of the ν-th bead, and (vν +∆vν) is the total velocity of the solvent

at the ν-th bead’s position, rν . This total solvent velocity comprises the imposed

velocity of the continuum vν = v0 + κ · rν and ∆vν , the total perturbation in the

velocity field at rν caused by the hydrodynamic forces exerted on the solvent by all

the other beads in the chain. The total velocity perturbation at rν is assumed to be

the sum of individual perturbations caused by each of the other beads in the chain

and,

∆vν =
N∑

µ=1
ν 6=µ

∆vνµ . (2.43)

The velocity perturbation ∆vνµ at the ν-th bead’s position caused by −F h
µ , the

hydrodynamic force exerted by the µ-th bead on the solvent, is

∆vνµ = Ω(rνµ) · (−F h
µ ) , (2.44)

where the HI tensor Ω is a tensorial function of the inter-bead displacement rµν .

Following from classical hydrodynamics, expressions of the following form are used

typically to relate the HI tensor Ωνµ = Ω(rµν) to the inter-bead displacement:

Ωνµ =
1

8πηs rµν

C(rµν) . (2.45)

In this context, models which neglect the influence of HI—such as the original

bead-spring model of Rouse [Rouse, 1953]—can be interpreted as ones in which

the tensor C is set to zero. The earliest models incorporating HI [Kirkwood and
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Riseman, 1948; Zimm, 1956] used the Oseen-Burgers form of the HI tensor, in which

C = δ +
rµνrµν

r2
µν

. (2.46)

This simple form is useful in the construction of analytical approximations, and is

used in that context in this study. In numerical simulations of individual chains,

however, the simple expression above becomes problematic when bead overlap oc-

curs, and rνµ ≤ a. In such a case, the 3N × 3N diffusion block-matrix comprising

the Υνµ tensors as its constituent blocks, becomes non-positive definite, which is

unphysical [Rotne and Prager, 1969]. Instead, the Rotne-Prager-Yamakawa (RPY)

modification [Rotne and Prager, 1969; Yamakawa, 1970] of the Oseen-Burgers ten-

sor, which ensures that the diffusion block-matrix remains positive-definite always,

is used in this study. In this case,

C =



(
1 +

2

3

a2

r2
µν

)
δ +

(
1− 2a2

r2
µν

)
rµνrµν

r2
µν

, if rµν ≥ 2a,

rµν

2a

[(
8

3
− 3rµν

4a

)
δ +

(rµν

4a

) rµνrµν

r2
µν

]
, if rµν < 2a.

(2.47)

The Sections above have summarized the key features of the bead-spring model

of dilute polymer solutions incorporating the FE, HI and EV. It is frequently useful

to analyze predictions of the model in dimensionless terms. The following Section

discusses the conversion of the model’s equations into dimensionless form.
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2.4 Dimensionless equations

The Fokker-Planck equation for ψ can be written after explicitly including the con-

tributions from the spring and EV forces:

∂ψ

∂t
=−

Ns∑
i=1

∂

∂Qi

·

{
κ ·Qi −

H

ζ

Ns∑
j=1

Ãij · ξjQj +
1

ζ

Ns∑
j,k=1

Ãij · wjkQk

}
ψ

+
kbT

ζ

Ns∑
i, j=1

∂

∂Qi

· Ãij ·
∂ψ

∂Qj

.

(2.48)

To express this equation in a dimensionless form, it is necessary to first decide on

the basic length and time scales in the model. In most studies where results are

expressed in dimensionless form, it has been customary to choose the length scale

`h =
√
kbT/H and the associated time scale λh = ζ/4H = ζ `2h/4kbT . The quantity

3 `h is the equilibrium root mean square end-to-end length of a single Hookean spring

in the absence of EV interactions, while λh is a measure of the time scale for a sub-

molecule represented as a Hookean spring to ergodically sample its configuration

space in a theta solvent at equilibrium. This choice is justifiable even in studies

using finitely extensible chains, when the objective is to explore the influence of

finite extensibility (FE) by comparing predictions against those obtained with Rouse

chains.

In the present study, however, the emphasis is largely on studying the influence

of HI and EV on the behaviour of FEBS chains. Moreover, a significant portion of

this work is devoted to understanding the influence of the degree of coarse-graining

Nk, s in predicting the behaviour of molecules with fixed Nk. In these situations,

the recent investigations of Sunthar and Prakash [2005] show that

`s ≡
Rs√

3
= `hχ , (2.49)

is the appropriate basic length scale. As in the conventional scheme, the associated

time scale

λs ≡
ζ `2s

4kbT
. (2.50)
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In the Hookean limit, the length and time scales reduce to `h and λh, respectively.

Dimensionless quantities formed using these length and time-scales are identified

with a “∗” in superscript.

With t∗ ≡ t/λs, Q∗
i ≡ Qi/ `s, κ∗ ≡ λsκ, the Fokker-Planck equation can be

recast in dimensionless terms as

∂ψ

∂t∗
=−

Ns∑
i=1

∂

∂Q∗
i

·

{
κ∗ ·Q∗

i −
H∗

4

Ns∑
j=1

Ãij · ξjQ∗
j +

1

4

Ns∑
j,k=1

Ãij · w∗
jkQ

∗
k

}
ψ

+
1

4

Ns∑
i, j=1

∂

∂Q∗
i

· Ãij ·
∂ψ

∂Q∗
j

,

(2.51)

where

H∗ ≡ H `2s
kbT

=
`2s
`2h

= χ2 , (2.52)

is the dimensionless spring constant, and

w∗
jk ≡

wjk `
2
s

kbT
, (2.53)

is the dimensionless EV force nonlinearity. It is to be noted here that the tensors

Ãij are already dimensionless. For the special case of a dumbbell model (N = 2),

the dimensionless Fokker-Planck equation above reduces to

∂ψ

∂t∗
= − ∂

∂Q∗ ·
{

κ∗ ·Q∗ − 1

4
Ã ·H∗

effQ
∗
}
ψ +

1

4

∂

∂Q∗ · Ã · ∂ψ
∂Q∗ , (2.54)

where H∗
eff ≡ H∗ξ − w∗ = H∗ξ − (z∗/d∗5) exp(−Q∗2/2d∗2) and Ã = 2(δ− ζΩ).

It is useful to relate the dimensionless parameters in the bead-spring model to

the basic structural parameters of the sub-molecule underlying each spring. From

the definition of `s in Eq. (2.49) and using R2
s = b2kNk, s, one obtains

`2s =
b2kNk, s

3
. (2.55)
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In studies using `h as the basic length scale, the parameter Q0 is represented in di-

mensionless terms by the well known finite extensibility parameter, b ≡ Q2
0/ `

2
h [Bird

et al., 1987b]. The counterpart of this FE parameter in the non-dimensionalization

scheme adopted in this study is

b∗ ≡ Q2
0

`2s
. (2.56)

Since Q0 = bkNk, s, using Eq. (2.56) above, it is seen that

b∗ = 3Nk, s . (2.57)

Because of this direct relation of b∗ to the degree of coarse-graining Nk, s, the latter

is often reported in this study instead of b∗ when results are presented. Using this

definition, the dimensionless FENE nonlinearity

ξ(Q∗
j) =

1

1−Q∗ 2
j /b∗

. (2.58)

Similarly, combining the definition of H∗ in Eq. (2.52) with Eq. (2.23) earlier, one

obtains

H∗ =
3Nk, s − 5

3Nk, s

=
b∗ − 5

b∗
. (2.59)

Interestingly, Eq. (2.59) above shows that when b∗ = 5 or Nk, s = 5/3, H∗ =

0, and the spring force responsible for maintaining the connectivity of the chain,

vanishes. This is an artifice of the FENE expression used to model the spring force,

and Nk, s = 5/3 is a “hard” lower limit on Nk, s below which the FENE spring-force

law will lead to non-physical results. However, since the FENE expression is only

an approximation for the inverse-Langevin force law, which is itself only valid when

Nk, s & 10, for smaller values of Nk, s, it may be necessary to use exact expressions

for the spring force derived from equilibrium statistical mechanics [Yamakawa, 1971].

Values of Nk, s > 10 are used in most situations examined in this study.

Corresponding dimensionless versions of the other parameters in the bead-spring

model, viz., a, v, d̃ can be defined such that the standard definitions for models with
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Rouse chains are recovered in the Hookean limit.

The hydrodynamic interaction parameter, h∗, is defined as

h∗ =
a√
π `s

. (2.60)

With this definition, the dimensionless tensor ζΩνµ occurring in the definitions of

the diffusion tensors [Eqs. (2.4) and (2.8)] can be written as

ζΩνµ =
3
√
πh∗

4 r∗µν

C(r∗µν) , (2.61)

where r∗µν = (1/ `s)rµν . Since ζ = 6πηsa = 6π3/2ηs `sh
∗, Eq. (2.50) defining the basic

time-scale λs can also be written as

λs =
3π3/2

2

ηs

kbT
h∗ `3s . (2.62)

Thus, the time-scale used for rendering the mathematical model dimensionless is

itself dependent on a phenomenological constant in the model. This has implications

while comparing dimensionless model predictions with experiment, and is discussed

later in Chapter 8.

The dimensionless version of the strength of the NGEV potential v,

z∗ ≡ v

(2π)3/2 `3s
, (2.63)

is referred to as the excluded volume parameter, while the dimensionless range of

the potential

d∗ ≡ d̃

`s
. (2.64)

Therefore, the NGEV potential defined in Eq. (2.40) can be expressed in dimension-

less terms as

E∗
µν =

Eµν

kbT
=

z∗

d∗ 3
exp

[
−
r∗ 2
µν

2d∗ 2

]
, (2.65)
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and %∗µν = %µν `
2
s/kbT = E∗

µν/d
∗ 2.

In summary, for any given number of beadsN , the chief dimensionless parameters

of the bead-spring model described above are H∗, b∗, h∗, z∗ and d∗. Out of these,

H∗ and b∗ depend solely on the degree of coarse-graining Nk, s, and are immediately

calculated once the Nk for the polymer molecule to be modeled is specified, and a

choice of Ns is made. Using the FENE spring force expression places an upper limit

on the choice ofNs while modeling a molecule of knownNk. As will be shown shortly,

the use of a spring-force expression based on equilibrium statistical mechanics also

places a lower limit on the values of Ns that can be chosen while modeling the

behaviour of polymer solutions in homogeneous flows. To compare the predictions

of the rheological properties of the FEBS model with experiment at some time t and

for a given homogeneous flow field κ, the values of the length and time scales, `s

and λs, need to be calculated, for which one requires besides bk and Nk, the solvent

viscosity ηs, the solution temperature T , and, as will be shown below, the number

density of the polymer in solution np.

The significance of the HI parameter h∗, and the values used for these parameters

is discussed later in Chapters 4, 7 and 8. In the current study, a detailed analysis of

the influence of the parameters of the NGEV potential is not performed. Attention

is restricted to examining a few interesting qualitative features of the predictions

with the NGEV potential in Chapter 4, where the significance of the parameters

z∗ and d∗ is discussed briefly. An approximate treatment of this potential in the

presence of HI is described in Chapter 5.

It is noted that as Nk, s → 1, `s → bk/
√

3. In this limit, the drag coefficient ζ of

a sub-molecule represented by a spring, and its excluded volume v, must respectively

approach ζk and vk, the phenomenological parameters introduced previously in this

Chapter characterizing a single Kuhn segment . The dimensionless versions of these

parameters characterizing the Kuhn segment are

h∗k ≡
√

3

π

ak

bk
, (2.66)
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and

z∗k ≡
(

3

2π

)3/2
vk

b3k
. (2.67)

Further, using Eq. (2.62), the time scale of a single Kuhn step is equivalently defined:

λk ≡
3π3/2

2

ηs

kbT
h∗k

b3k
33/2

=
π3/2

√
12

ηs

kbT
h∗kb

3
k . (2.68)

The following Section defines the two types of rheometric flows studied in this work

and the macroscopic properties of interest in these flows.

2.5 Macroscopic properties

The macroscopically observed properties of dilute polymer solutions are predicted

using the bead-spring model by first relating these properties to expectations of

functions of the polymer configuration. The expectations can then, in principle, be

evaluated using the solution of the Fokker-Planck equation for ψ. The macroscopic

solution properties of interest in this work, and expressions for these in terms of

configurational expectations are discussed in this Section. Since the primary focus of

this work is on the modeling of the rheological properties of dilute polymer solutions,

the main flow patterns of interest are first described below.

2.5.1 Shear and uniaxial extensional flows

In this study, attention is restricted to simple shear and uniaxial extensional flows.

For a simple homogeneous shear flow characterized by the shear-rate γ̇, the contin-

uum solvent’s velocity components in Cartesian coordinates are given by vx = γ̇(t) y,

vy = 0 and vz = 0. The tensor κ∗ = λs∇v is

κ∗(t∗) = γ̇∗(t∗)κ̃ , (2.69a)
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where γ̇∗ = γ̇λs is the time dependent dimensionless shear-rate, and

κ̃ =


0 1 0

0 0 0

0 0 0

 , (2.69b)

defines the structure of the homogeneous shear flow in Cartesian coordinates. In a

uniaxial extensional flow with an extension-rate ε̇, the velocity field is specified by

vx = ε̇(t)x, vy = −(ε̇(t)/2)y and vz = −(ε̇(t)/2)z. Therefore,

κ∗(t∗) = ε̇∗(t∗)κ̃ , (2.70a)

where ε̇∗ = ε̇λs is the time dependent dimensionless extension-rate, and the flow

structure tensor

κ̃ =


1 0 0

0 −1
2

0

0 0 −1
2

 . (2.70b)

In this work the convention suggested by Bird et al. [1987a] is followed wherein γ̇

is also used to denote the strain rate for a general homogenous flow whose velocity

gradient is expressed as κ∗ = γ̇∗κ̃ where κ̃ represents the flow structure,

γ̇∗ =

√
1

2
γ̇∗ : γ̇∗ , (2.71)

and,

γ̇∗ = κ∗ + κ∗t , (2.72)

is the rate-of-strain tensor.

The dimensionless shear-rate γ̇∗ = γ̇λs and extension-rate ε̇∗ = ε̇λs are in fact

ratios of the local characteristic diffusive time-scale of a single spring λs to the

time-scales γ̇−1 and ε̇−1 of the imposed flows, respectively, and are Peclet numbers

for any sub-molecule represented as a spring. The use of the bead-spring model
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described in the earlier Sections is restricted to flows where the bead Peclet number

γ̇∗ or ε̇∗ is not significantly larger than unity. This constraint stems from the central

assumption in deriving the spring force law that the sub-molecule represented by

a single spring always has enough time to ergodically sample all the configurations

consistent with its end-to-end vector. This restricts the use of such spring force laws

to experiments whose time-scales are larger than the time-scale of diffusive processes

at the level of the sub-molecule. Ghosh et al. [2001] have shown that when bead

Peclet numbers are much larger than unity, the predictions of a FENE dumbbell

model differ considerably from those obtained with a bead-rod model with the same

number of Kuhn segments.

The dimensionless strain rates γ̇∗ and ε̇∗ are in general functions of time. In

this study, the time dependence of solution properties is examined for the following

kinds of unsteady flows.

Sudden imposition of steady shear or uniaxial extensional flow:

γ̇∗(t∗) , ε̇∗(t∗) =

0 , t∗ < 0 ,

γ̇∗0 , ε̇
∗
0 , t∗ ≥ 0 .

(2.73)

Sudden imposition followed by cessation of steady uniaxial extensional flow:

ε̇∗(t∗) =


0 , t∗ < 0 ,

ε̇∗0 , 0 ≤ t∗ ≤ t∗max (the stress-growth phase) ,

0 , t∗ > t∗max (the stress-relaxation phase) .

(2.74)

The word “steady” used in the description of these flows refers to the fact that the

imposed strain rates γ̇∗0 and ε̇∗0 are constant. However, the solution as a whole is

in an unsteady state since the properties of the solution change in response to the

imposition (or cessation) of the flow. steady-state is reached when all properties

reach time-independent values which are functions solely of the imposed steady

strain rate and the other physical parameters characterizing the solution. For the

sake of notational simplicity, the subscript 0 will be dropped in the discussions on

unsteady flow, and references to γ̇∗ and ε̇∗ made in this context should be understood
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to mean the constants γ̇∗0 and ε̇∗0, respectively.

The time-dependence of properties in an unsteady state is often expressed in

terms γ = γ̇0t = γ̇∗0t
∗ or ε = ε̇0t = ε̇∗0t

∗ for shear and extensional flows, respectively.

These quantities take on the meaning of strain measures during the period in which

the imposed strain-rate is non-zero. For a flow described by Eq. (2.74), however,

although the Hencky strain is constant (εmax = ε̇∗0t
∗
max) for all times after t∗max when

flow stops, the time variation of properties in both stress-growth and relaxation

phases is presented in the same graph by plotting them against ε̇∗0t
∗.

2.5.2 The stress tensor and material functions

In a polymer solution, the stress tensor 1 τ = π − pδ, where π is the total Cauchy

stress tensor and p is the pressure, is separated into a contribution arising from the

continuum Newtonian solvent given by −ηs(κ + κt) and that due to the presence

of the polymer molecules denoted as τp. That is, τ = −ηs(κ + κt) + τp, where

the polymer contribution τp for a general polymer solution is a function of the

concentration np. The dimensionless version of the polymer stress contribution is

defined as

τ∗
p =

1

npkbT
τp . (2.75)

The present model for dilute polymer solutions is only strictly valid in the dilute

solution limit np → 0, in which case τp → 0, by definition. However, the ratio

(1/np)τp and therefore τ∗
p, remains non-zero in this limit, and can be estimated in

experiments with non-zero np, as long as the data are collected in a regime where the

stress varies linearly with the concentration. Although theories for dilute solutions

essentially predict properties in the limit, limnp→0 τ∗
p, this value can still be used to

predict the stresses for small concentrations where τp varies linearly with np, since

τp = npkbT (limnp→0 τ∗
p) + . . . In experimental conditions where terms proportional

to n2
p or higher are observed to dominate, a dilute solution theory which does not

account explicitly for intermolecular interactions can no longer be used to model

1The sign convention suggested by Bird et al. [1987a] for the stress tensor is used in this study,
wherein tensile stresses are negative and compressive stresses are positive.
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the polymer solution, since the dependence on n2
p signals the onset of interactions

between pairs of molecules. The critical concentration below which it is permitted to

validly compare the predictions the bead-spring model used herein with experiment

is not known a priori, and can be anticipated to be dependent on flow conditions,

since molecules may be forced closer together by the flow. In Chapter 8, this aspect

is explored further using the predictions of the bead-spring model.

The polymer contribution to the stress tensor, which is a macroscopic observ-

able, is connected to the microscopic dynamics prescribed by the Fokker-Planck

equation of the bead-spring model through the Kramer’s expression for the polymer

contribution to the total extra stress τ [Bird et al., 1987b]:

τp = npkbTNsδ− np

Ns∑
i=1

〈QiF
φ, c
i 〉 , (2.76)

where the angular brackets around any function of the configuration denote an

expectation of that function:

〈f({Q∗
i })〉 =

∫
f({Q∗

i })ψ({Q∗
i })dQ∗

1 . . . dQ
∗
Ns
. (2.77)

After resolving the total spring and EV contributions to the connector force in the

equation above, Eq. (2.76) above can be written in dimensionless terms as

τ∗
p = Nsδ−H∗

Ns∑
i=1

〈ξiQ∗
i Q

∗
i 〉+

Ns∑
i,j=1

〈w∗
ijQ

∗
i Q

∗
j〉 . (2.78)

Using the definition of wij in Eq. (2.39), the equation above can also be written as

τ∗
p = Nsδ−H∗

Ns∑
i=1

〈ξiQ∗
i Q

∗
i 〉+

N∑
µ, ν=1
µ 6=ν

〈%∗µνr
∗
µνr

∗
µν〉 . (2.79)

The last term on the right-hand side in the equations above represent the direct

contribution of EV interactions to the polymer stress. Doi and Edwards [1986]

show that for a polymer molecule modeled as an infinite continuous chain with δ-

function EV interactions between any pair of points on the chain, the direct EV
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contribution is isotropic, and therefore rheologically unimportant. This argument

has been cited to justify neglecting this term in many studies, although they are

based on simulations that employ finite, discrete chains using soft EV potentials,

in contrast to the model used by Doi and Edwards [Cascales and Garcia de la

Torre, 1991; Hernandez Cifre and Garcia de la Torre, 1999; Knudsen et al., 1996;

Li and Larson, 2000b]. In simulations of dumbbells with the NGEV potential, the

contribution of this term to the rheological properties is found to be non-trivial, its

relative size depending strongly on the values of the parameters used in the model

[Prabhakar and Prakash, 2002]. On the other hand, since the predictions of finite

chains with the NGEV potential are found to approach those of continuous chains

with δ-function EV interactions in the limit of infinitely long chains [Kumar and

Prakash, 2003], it is anticipated that the significance of the direct EV contribution

will diminish for long chains. Nevertheless, for the sake of completeness, this term

is retained while evaluating τ∗
p in the simulations performed in this study.

For a simple shear flow defined in Eq. (2.73) characterized by the imposed steady

shear-rate γ̇∗0 , the rheological properties of interest are the polymer’s contribution

to the (dimensional) viscosity ηp, the dimensionless first normal-stress difference

coefficient Ψ1, and the dimensionless second normal-stress difference coefficient Ψ2,

which are respectively defined by the following relations:

ηp ≡ − τp, yx

γ̇0

, (2.80)

Ψ1 ≡ − τp, xx − τp, yy

γ̇ 2
0

, (2.81)

Ψ2 ≡ − τp, yy − τp, zz

γ̇ 2
0

. (2.82)

In the case of a uniaxial extensional flow specified by Eq. (2.73), the polymer con-

tribution to the dimensionless extensional viscosity, denoted as η∗p, is given by

ηp ≡ − τp, xx − τp, yy

ε̇0

. (2.83)
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The dimensionless versions of these properties are

η∗p ≡
ηp

npkbTλs

, (2.84)

Ψ∗
1 ≡

Ψ1

npkbTλ2
s

, (2.85)

Ψ∗
2 ≡

Ψ2

npkbTλ2
s

, (2.86)

and,

η∗p ≡
ηp

npkbTλs

, (2.87)

(2.88)

It must be noted here that the dependence of λs on the model parameter h∗, implies

that expression of experimental data for these rheological properties in the same di-

mensionless form as above, requires the use of a model parameter. This dependence

is undesirable while studying the influence of the parameter h∗ on the comparison

of theory with experiment. A solution to this problem is proposed in Chapter 8.

For the flow pattern described in Eq. (2.74), rheological data is presented in

this thesis in terms of N∗
1 , the magnitude of the polymer’s contribution to the

dimensionless first normal stress difference:

N∗
1,p = |τ ∗p, xx − τ ∗p, yy| . (2.89)

Although Bird et al. [1987a] recommend distinguishing these time dependent mate-

rial functions from their time-independent values at steady-state by using a “+” or

“−” in superscript, this notation is not followed in this thesis, as the nature of the

time-dependence will be clear from the context, or will be explicitly stated.

In much of the experimental literature on dilute polymer solutions, the shear

viscosity is expressed in terms of an “intrinsic viscosity”

[η] ≡ lim
c→0

ηp

c ηs

, (2.90)
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where c = npM/Na is the mass concentration of the polymer, M is the molecular

weight of the polymer and Na is the Avogadro number. As mentioned earlier, in

the dilute solution limit, ratios such as ηp/c have a non-vanishing value, although

ηp itself approaches 0. In the dilute regime, ηp = [η]cηs, and therefore

[η]M

Na

=
3π3/2

2
η∗ph

∗. (2.91)

A similar quantity can also be defined for extensional flows, in which case the in-

trinsic viscosity is denoted as [η].

2.5.2.1 Linear viscoelastic properties

In analogy with the dilute solution limit, a zero-shear-rate limit exists in which

material functions such as the viscosity and first and second normal-stress difference

coefficients are non-zero although the stress itself becomes vanishingly small as the

shear-rate approach zero. Zero-shear-rate properties are identified with a “0” in

subscript e.g. η∗p, 0, Ψ∗
1, 0 and Ψ∗

2, 0, where for instance

η∗p, 0 ≡ lim
γ̇∗→0

η∗p . (2.92)

Theoretical predictions for these properties can be obtained by extrapolating the

results obtained at several low values of shear-rate to the zero shear-rate limit. It is

also possible to calculate the zero-shear-rate viscosity as

η∗p, 0 =

∫ ∞

0

G∗
p(t

∗)dt∗ , (2.93)

where G∗
p is the near-equilibrium stress relaxation modulus. The relaxation modulus

G∗
p is the limiting function defined as

G∗
p(t

∗) ≡ − lim
γ0→0

τ∗p, yx(t
∗)

γ0

, (2.94)

where τ∗p,yx(t
∗) is the variation in the shear stress measured after imposing a sudden

shearing displacement whose shear-rate is given by γ̇∗ = γ0δ(t
∗). The relaxation

modulus can be shown to be equal to the following equilibrium autocorrelation
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(defined in Appendix A):

G∗
p(t

∗) = 〈I∗yx(t
∗)I∗yx(0)〉eq , (2.95)

where the tensor I∗ is defined as

I∗ = H∗
Ns∑
i=1

ξiQ
∗
i Q

∗
i −

Ns∑
i,j=1

w∗
ijQ

∗
i Q

∗
j . (2.96)

The Green-Kubo relation shown above is derived in Appendix A.

2.5.3 Other macroscopic properties

Besides the rheological properties listed above, it is necessary to also obtain infor-

mation related to the average gross physical size and shape of polymer molecules as

they stretch and orient in response to the imposition of a flow on the solution. A

useful measure of the average dimensions of polymer molecules in solution is given

by the gyration tensor,

G ≡ 1

N

N∑
ν=1

〈RνRν〉 , (2.97)

where Rν is the displacement vector of the ν-th bead from the centre-of-mass of the

polymer chain, Rν = rν − (1/N)
∑N

µ=1 rµ. Using standard relations for bead-spring

chains [Bird et al., 1987b] it can be shown that the dimensionless gyration tensor

G∗ = (1/ `2s)G is expressible in terms of the dimensionless second moments of the

probability distribution ψ:

G∗ =
1

N

Ns∑
i,j=1

Cij〈Q∗
i Q

∗
j 〉 , (2.98)

where

Cij =
1

2

{
i+ j − |i− j| − 2ij

N

}
, i, j = 1, . . . , Ns , (2.99)
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are the elements of the Kramer’s matrix [Bird et al., 1987b; Öttinger, 1987a]. The

quantity,

R∗
g ≡

√
tr G∗ , (2.100)

is commonly referred to as the radius of gyration. The value of the radius of gyration

at equilibrium, R∗
g,eq, when G∗ is isotropic, serves as a useful estimate of the average

radius of polymer coils.

Another measure of the average size of a polymer chain is the mean square

end-to-end distance,

R2
e ≡ 〈r2

1, N〉 , (2.101)

whose dimensionless version R∗ 2
e = R2

e/ `
2
s is also related to the second moments of

the probability distribution through

R∗ 2
e =

Ns∑
i,j=1

tr 〈Q∗
i Q

∗
j 〉 . (2.102)

Unlike the radius of gyration, which can be measured using static and dynamic light

scattering techniques [Ströbl, 1996], R∗ 2
e is not experimentally accessible. However,

prediction of R∗ 2
e is useful since it is a good indicator of the extent to which the

model chain is stretched.

2.5.4 Evolution equation for second moments

The discussion above shows that all the macroscopic properties of interest in dilute

polymer solution can be described in terms expectations of configuration dependent

functions. It is possible to obtain formally the equation for the time evolution of

a configuration dependent function B, by multiplying the Fokker-Planck equation

with the function and then integrating over all possible configurations. In terms of

the dimensionless connector vectors, the equation thus obtained for homogeneous
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flows is

d〈B〉
dt∗

=
Ns∑

i,j=1

[
κ∗ : 〈Q∗

j

∂B

∂Q∗
i

〉 − H∗

4
〈Ãij : ξjQ

∗
j

∂B

∂Q∗
i

〉+
1

4

Ns∑
k=1

〈Ãij : w∗
jkQ

∗
k

∂B

∂Q∗
i

〉

]

+
1

4

Ns∑
i,j=1

〈Ãij :
∂2B

∂Q∗
j∂Q

∗
i

〉.

(2.103)

The general equation above can be used to generate the time evolution equations

for any of the macroscopic properties described earlier. However, as a direct conse-

quence of the nonlinearities in the model arising from FE, HI, and EV, the resulting

equations are not closed with respect to the expectations whose evolution equa-

tions are desired. For such nonlinear models, Brownian dynamics simulations are

usually the only viable way of obtaining exact predictions of properties away from

equilibrium. Nevertheless, it is possible to obtain approximate predictions by mak-

ing assumptions which lead to sets of closed equations. The starting point for most

such closure approximations is the following set of evolution equations for the second

moments of the probability distribution ψ:

〈Q∗
i Q

∗
j 〉(1)

≡
d〈Q∗

i Q
∗
j 〉

dt∗
− κ∗ · 〈Q∗

i Q
∗
j 〉 − 〈Q∗

i Q
∗
j 〉 · κ∗t

= −H
∗

4

Ns∑
m=1

〈Q∗
i Q

∗
mξm · Ãmj + Ãim · ξmQ∗

mQ∗
j〉

+
1

4

Ns∑
m,n=1

〈Q∗
i Q

∗
nw

∗
nm · Ãmj + Ãim · w∗

mnQ
∗
nQ

∗
j〉+

1

2
〈Ãij〉,

(2.104)

where the subscript “(1)” denotes the contravariant convected time derivative of a

tensor [Bird et al., 1987a].

2.5.5 Characteristic large-scale relaxation times at equilib-

rium

Dynamic properties measured or predicted near equilibrium can be used to estimate

the time scale in which the overall configuration of a polymer coil at equilibrium will
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change in response to a imposed force. This characteristic large-scale response or

“relaxation” time—temporarily denoted as Λ—is important in rheological measure-

ments since it provides an unambiguous way in which the strength of the flow can

be measured. For any general homogeneous flow, the reciprocal of the strain-rate γ̇

can be taken to be the characteristic time scale of the imposed flow which forces a

polymer coil to change its configuration. As γ̇ → 0, the time scale of the experiment

approaches infinity, and for very weak flows the polymer solution is only marginally

perturbed from it equilibrium state. For such low strain rates, the rheological prop-

erties correspond to the linear viscoelastic properties described earlier. If, on the

other hand, γ̇ is so large that the experimental time scale is much smaller than Λ,

then the system can no longer be regarded as being only marginally perturbed from

its equilibrium state. For such flows, properties depend in a nonlinear fashion on

the imposed strain rate. The Weissenberg number, which is ratio of Λ to the exper-

imental time scale γ̇−1, can therefore be used to judge whether a flow is “weak” or

“strong”.

There are several measures of the characteristic equilibrium relaxation time of

a polymer coil, and a Weissenberg number can be defined with each of these. For

instance, it is possible to define the following relaxation time using the zero-shear-

rate viscosity:

Λη,0 ≡
ηp,0

npkbT
=

[η]0Mηs

NakbT
. (2.105)

where [η]0 is the zero-shear-rate intrinsic viscosity of the solution. In dimensionless

terms, the definition above reduces to

Λ∗
η,0 ≡

Λη,0

λs

= η∗p, 0 . (2.106)

The Weissenberg number defined with this time constant,

β ≡ Λη,0γ̇ = η∗p, 0γ̇
∗ , (2.107)

is frequently used in reporting data in shear flows, and is referred to as the shear

Weissenberg number in this study. In studies on extensional flows, a different time
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constant is typically used to define a Weissenberg number. This time constant

is known as the “longest” relaxation time, denoted in this work as Λ1,0, and the

corresponding Weissenberg number is

Wi ≡ Λ1,0ε̇ = Λ∗
1,0ε̇

∗ . (2.108)

The estimation of Λ1,0 is described in Chapter 8. It is useful to also define a Weis-

senberg number in an extensional flow using Λη,0, wherein Wiη = Λη,0ε̇.



Chapter 3

Brownian Dynamics Simulations

In the previous Chapter, the master equations for FEBS chains for the configura-

tional probability distribution functions were presented. It was shown that predic-

tions of macroscopic observables are related to expectations of functions of the chain

configuration. While in principle, these expectations can be calculated once the

Fokker-Planck equations are solved for the probability densities, analytical closed-

form solutions are in general unavailable for Fokker-Planck equations that are non-

linear in the independent variables, and direct numerical solutions are not easy.

However, in most cases one is not interested in the probability distribution per se,

but in the expectations. The technique of Brownian Dynamics (BD) simulations

allows the calculation of the desired expectations without actually evaluating the

probability density. This technique is based on the formal equivalence of a Fokker-

Planck equation for the probability density of random variables, to Itô stochastic

differential equations (SDE) for the random variables. The mathematical founda-

tion for this equivalence, and its application to the solution of problems in polymer

kinetic theory has been reviewed by Öttinger [1996a].

This Chapter presents the details of the numerical integration schemes used in

the BD simulations performed in this study. One of the significant outcomes of

this work has been the development of an unconditionally stable and highly efficient

numerical algorithm for simulations of FEBS chains with EV and HI in strong flows

[Prabhakar and Prakash, 2004]. This numerical scheme is described in Section 3.2.

Before that however, a simulation algorithm for Hookean dumbbells with EV and

47
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HI is first presented in the following Section. The dumbbell model was used early in

this study to obtain qualitative insight into the coupling between EV and HI, and

the influence of these phenomena in steady shear flows [Prabhakar and Prakash,

2002].

3.1 Numerical integration scheme for Hookean

dumbbells with EV and HI

The connector vector form of the Fokker-Planck equation in Eq. (2.54) for a general

dumbbell model with nonlinear springs and EV and HI, reduces to the following for

Hookean springs (ξ = 1;H∗ = 1):

∂ψ

∂t∗
= − ∂

∂Q∗ ·
{

κ∗ ·Q∗ − 1

4
Ã ·H∗

effQ
∗
}
ψ +

1

4

∂

∂Q∗ · Ã · ∂ψ
∂Q∗ , (2.54)

where Ã = 2(δ− ζΩ) as before, but H∗
eff = 1− w∗ = 1− (z∗/d∗5) exp(−Q∗2/2d∗2).

For the simulations of the dumbbell model in this study, a regularization of the

Oseen-Burgers tensor suggested by Zylka and Öttinger [1989] is used instead of the

RPY form of the HI tensor shown in Eq. (2.47) of Chapter 2. In this case,

ζΩ =
3
√
πh∗

4ζQ∗ (Q∗2 + c2)3

(
f δ + g

Q∗Q∗

Q∗2

)
, (3.1)

where c = 2
√
πh∗/

√
3,

f = Q∗6 +
7

2
c2Q∗4 +

9

2
c4Q∗2, (3.2)

and,

g = Q∗6 +
3

2
c2Q∗4 − 3

2
c4Q∗2 . (3.3)

As a result of this regularization, the singularity in the Oseen-Burgers tensor at

Q∗ = 0 is removed and the tensor Ã is positive-definite for any Q∗. The merits and

demerits of the regularized Oseen tensor defined above have been discussed elsewhere
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[Öttinger, 1996a; Zylka and Öttinger, 1989]. Briefly, the regularized Oseen tensor has

a smooth dependence on the distance between the beadsQ∗, whereas the RPY tensor

has two branches depending on the magnitude of Q∗ relative to 2(a/ `s) = 2
√
πh∗.

Besides making the implementation of the numerical scheme marginally easier, an

important motivation for proposing this continuous alternative of the Oseen-Burgers

tensor is its use in the development of higher-order integration schemes, which may

involve derivatives of the diffusion matrix. Further, for Q∗ ≥ 2
√
πh∗, the regularized

Oseen tensor agrees with the RPY tensor to order Q∗−3, and is an equally accurate

representation of the effect of finite bead size (to orderQ∗−5). On the other hand, use

of the regularized Oseen-Burgers tensor does not lead to a positive-definite diffusion

matrix for bead-spring chains, which is why the RPY tensor is generally preferred

for BD simulations of chains with HI.

From the theory of stochastic processes [Öttinger, 1996a], the following Itô sto-

chastic differential equation corresponding to the Fokker-Planck equation for the

dumbbell model is written by inspecting Eq. (2.54):

dQ∗ =

{
κ∗ ·Q∗ − 1

4
Ã(Q∗) ·H∗

eff(Q
∗)Q∗

}
dt∗ +

1√
2
B (Q∗) · dW . (3.4)

Here, W is a 3-dimensional vector each of whose components is an independent

(dimensionless) Wiener process, and B(Q∗) is a 3× 3 matrix function whose com-

ponents need to be chosen such that they satisfy

B ·Bt = Ã . (3.5)

Since the equation above is used to calculate the values of the components of B

once the components of Ã are given, this equation is referred to as the “decomposi-

tion” of the diffusion matrix Ã. This relation is also described as the “fluctuation-

dissipation” equation, since it relates B, a quantity controlling the strength of the

fluctuations in the system to the diffusion matrix Ã, which characterizes the dissi-

pative processes in the system. The calculation of the B tensor is taken up after

the following description of the scheme used to integrate the SDE in Eq. (3.4).

To numerically integrate Eq. (3.4), a Runge-Kutta-like derivative-free algorithm

is used. This scheme has been shown by Öttinger [1996a] to be well-suited for
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simulation of dumbbells with HI, since it is better than other methods both in

terms of computational intensity and the order of convergence. For an integration

starting from t∗ = 0 and ending at t∗ = t∗max, the time interval [0, t∗max] is divided into

nmax discrete time-steps of equal size ∆t∗ = t∗max/nmax. To calculate the dumbbell

configuration at the end of the n-th time step Q∗
n+1, an estimate, Q̃∗

n+1, is first

obtained using an Euler-Maruyama discretization of Eq. (3.4) as a predictor step:

Q̃∗
n+1,= Q∗

n + J (Q∗
n)∆t∗ + B(Q∗

n) · ∆Wn , (3.6)

where Q∗
n is the value of the vector Q∗ at the previous completed time-step, J (Q∗) ={

κ∗ ·Q∗ − 1
4
Ã(Q∗) ·H∗

eff(Q
∗)Q∗

}
denotes the drift term in Eq. (3.4) and ∆Wn is a

Wiener increment, whose estimation is discussed shortly. In addition, the following

supporting vectors are also calculated:

Γα
n = Q∗

n +
1

3
J (Q∗

n)∆t∗ +
1√
2
bα(Q∗

n)∆t∗ (3.7)

Γ̃α
n = Q∗

n +
1

3
J (Q∗

n)∆t∗ − 1√
2
bα(Q∗

n)∆t∗ , (3.8)

where α = 1, 2, 3 and bα is the α-th column vector of the matrix B(Q∗
n). The value

of Q∗
n+1 is then calculated using the corrector step:

Q∗
n+1 = Q∗

n +
1

2

[
J (Q̃∗

n+1) + J (Q∗
n)
]
∆t∗ − 1

2
√

2
B(Q∗

n) ·∆Wn

+
1

4
√

2

3∑
α=1

[
B(Γα

n) + B(Γ̃α
n)
]
·∆Wn + Λn , (3.9)

where the α-th component (α = 1, 2, 3) of the 3-dimensional vector Λn is given by:

(Λn)α =
1

4
√

2∆t∗

3∑
β, γ=1

(∆Wn∆Wn − ∆t∗δ + ∆Vn)β γ

[
Bα β(Γγ

n)−Bα β(Γ̃γ
n)
]
.

(3.10)

Here, ∆Vn is an anti-symmetric tensor, whose three components above the diago-

nal are generated in the same way that the components of Wn are generated, as

described below.
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From the definition of a Wiener process, it is shown that the Wiener incre-

ment ∆Wn is a Gaussian random variable with mean 〈∆Wn〉 = 0 and variance

〈∆W 2
n 〉 = ∆tn [Öttinger, 1996a]. Thus, Wiener increments required in the imple-

mentations of numerical integration schemes are best simulated by using computer-

generated random numbers which obey a Gaussian distribution with the desired

mean and variance. However, the generation of Gaussian random numbers is com-

putationally expensive and it is desirable to approximate the Wiener increments

using random numbers that are more efficient to generate. This is justified as fol-

lows. In simulations such as those employed in this study, the major goal is the

evaluation of expectations, and the individual stochastic trajectories themselves are

of little interest. In the language of the theory of stochastic processes, one is only

interested in generating a weak solution to the SDE. For weak solutions and for

sufficiently small ∆t∗, the error in the expectation of any well-behaved function f

estimated using a discretization of the SDE, varies with ∆t as

|〈f〉 − 〈f〉∆t∗| ≤ cf (∆t
∗)p. (3.11)

Here, p is the order of weak convergence of the numerical scheme, and cf is a

positive constant which depends on the function f and time t∗, but is independent

of ∆t∗. Since the errors introduced due to the discretization itself scales as (∆t∗)p,

one can use a non-Gaussian random variable M to approximate a Gaussian Wiener

increment, as long as all the first 2p-th central moments of the distribution of M

are identical to those of the Wiener increment. In the simulations performed in this

study, the following random variable suggested by Öttinger [1996a] is used in place

of a Wiener increment:

M =
√

∆t∗
(
U − 1

2

) [
c1

∣∣∣∣U − 1

2

∣∣∣∣+ c2

]
, (3.12)

where U is a random variable that is uniformly distributed in [0, 1], and the constants

c1 and c2 are 10.72458949 and -0.71691890 respectively. This choice of M and c1 and

c2 ensures that the approximation of a Wiener increment by M is accurate to second

order in ∆t∗. In computer simulations in this study, each component of ∆Wn and of

the upper-diagonal part of ∆Vn [Eqs. (3.6), (3.8) and (3.9)] is approximated at every
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time step using the rule in Eq. (3.12) after generating a pseudorandom number U

using an algorithm combining two linear congruential generators [Öttinger, 1996a;

Press et al., 1992].

The calculation of the tensor B in each time-step remains to be specified. As

mentioned above, the decomposition rule in Eq. (3.5) is used to calculate B given

the tensor Ã. Since the HI tensor is chosen such that the diffusion tensor Ã is always

positive-definite for all configurations Q∗ of the dumbbell, this decomposition can

be performed. However, since Ã is also symmetric, the decomposition rule leads

to only 6 independent equations for the 9 components of B. As a result, there are

infinitely many tensors B that can satisfy the decomposition rule. For simulations

of Hookean dumbbells with EV and HI performed in this study, a scheme suggested

by Öttinger [1996a] is implemented. Firstly, the tensor B is chosen to be symmetric,

which means that B is the matrix square-root tensor of Ã. Taking advantage of the

fact that the tensor Ã has the form g(Q∗)δ + g̃(Q∗) Q∗Q∗/Q∗2, B is chosen to be

B(Q∗) =
√
g(Q∗)δ +

(√
g(Q∗) + g̃(Q∗) −

√
g(Q∗)

) Q∗Q∗

Q∗2 . (3.13)

With this expression for B, matrix inversion and other matrix manipulations are

avoided.

For simulations in this study, the initial condition Q∗
0 at t∗ = 0 is chosen such

that the distribution of Q∗
0 across an ensemble of trajectories is the same as the

equilibrium probability distribution ψeq. In the absence of EV interactions (z∗ = 0),

this is achieved by using three computer-generated Gaussian random numbers with

zero mean and unit variance for the three components of Q∗
0, since in this case

ψeq ∼ exp(−Q∗2/2). For dumbbells with EV interactions, the initial Q∗
0 at t∗ = 0

consistent with ψeq ∼ exp(−H∗
effQ

∗2/2) is generated by starting with a Gaussian

random vector, and integrating the SDE under no-flow conditions for the time period

−100 ≤ t∗ ≤ 0.

The estimation, at some time t∗n, n ∈ {0, . . . , nmax}, of the expectation of some

well-behaved function f(Q∗) for which 〈f(Q∗)〉 exists for all t∗ ∈ [0, t∗max] is accom-

plished by calculating at t∗n, f , the arithmetic mean of f across an ensemble of Nt



3.1. Dumbbells 53

trajectories:

〈f〉 ≈ f =
1

Nt

Nt∑
j=1

f(j) , (3.14)

where f(j) is the value of f realized in the j-th trajectory at t∗n. The standard

error in this “ensemble average” estimate of the true expectation is calculated as√
Var(f)/Nt where Var(f) is the variance of f , whose value is in turn estimated by

[Öttinger, 1996a]

Var(f) ≈ 1

Nt − 1

Nt∑
j=1

f 2
(j) −

Nt

Nt − 1
f

2
. (3.15)

Static properties at equilibrium and steady-state properties at larger shear-rates

(γ̇∗ ≥ 0.1) are calculated by simulating a single long trajectory (after discarding

the initial transients) and dividing the trajectory into Nt large blocks. The time

average of f within the j-th block takes the place of f(j) in Eqs. (3.14) and (3.15)

above. In addition, the ensemble averages estimated in this fashion carry the error

due to discretization of the time-step. For all macroscopic properties calculated for

the dumbbell model, results of simulations with successively smaller time steps were

extrapolated to zero time-step size to obtain the predictions in the limit of vanish-

ingly small time-step size [Öttinger, 1996a]. The dimensionless time-step width sizes

ranged from 0.05 down to 0.005.

Predictions at lower shear-rates were generated using a large ensemble of 106

trajectories. In addition, a variance reduction scheme suggested by Wagner and

Öttinger [1997] using equilibrium trajectories as control variates was also used to

reduce the error in the simulations.

The algorithm described thus far relates to the simulations of Hookean dumbbells

with EV and HI. The following Section elaborates the numerical scheme used to

perform simulations of FEBS chains with EV and HI.
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3.2 Numerical integration scheme for FEBS chains

For a clearer description of the numerical scheme for bead-spring chains, it is advan-

tageous to start with the Fokker-Planck equation for the probability distribution Ψ

of the bead position-vectors [Eq. (2.3)], which in dimensionless form is,

∂Ψ

∂t∗
= −

N∑
ν=1

∂

∂r∗ν
·

{
κ∗ · r∗ν +

1

4

∑
µ

Υνµ · (F s ∗
µ + F e ∗

µ )

}
Ψ +

1

4

N∑
ν,µ=1

∂

∂r∗ν
·Υνµ ·

∂Ψ

∂r∗µ
,

(3.16)

where the spring and EV forces on the µ-th bead, F s
µ and F e

µ , have been made

dimensionless by dividing with kbT/ `s. The Itô SDE corresponding to this Fokker-

Planck equation is

dr∗ν =

{
κ∗ · r∗ν +

1

4

∑
µ

Υνµ · (F s ∗
µ + F e ∗

µ )

}
∆t∗ +

1√
2

N∑
µ=1

Bνµ · dWµ, (3.17)

where for all µ = 1, . . . , N , Wµ is a 3-dimensional vector whose components are

independent Wiener processes, and

N∑
θ=1

Bνθ ·Bt
µθ = Υνµ (3.18)

is the equivalent of Eq. (3.5) for bead-spring chains with HI.

Instead of r∗ν , the SDE above in Eq. (3.17) can be written for R, the chain

configuration vector consisting of the 3N coordinates of the dimensionless position

vectors of the N beads, with Ri = r∗α
ν , where i = 3(ν − 1) + α, ν = 1, . . . , N , and

α = 1, 2, 3. Similarly, the 3N -dimensional chain spring-force and EV force vectors,

FS and FE respectively, consist of the 3N components of the corresponding bead

forces. The 3N × 3N matrix K is a diagonal block-matrix, whose 3 × 3 diagonal-

blocks are each equal to the tensor κ∗, while all the off-diagonal 3 × 3 blocks are

equal to 0. The diffusion matrix D and the matrix B are defined as block matrices,

each consisting of N × N blocks having dimensions of 3 × 3, with the (ν, µ)-th

block of D containing the components of the Υνµ tensor, and that of B being equal

to Bνµ. Since Υνµ = Υt
νµ = Υµν = Υt

µν , and the HI tensor is defined using
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the RPY formulation, the diffusion matrix D is symmetric positive-definite for all

configurations of a chain. Then, the decomposition rule in Eq. (3.18) is expressed

as

B · Bt = D. (3.19)

With these definitions, the Îto SDE for the chain configuration equivalent is

dR =

[
K · R +

1

4
D · (Fs + Fe)

]
dt∗ +

1√
2

B · dW, (3.20)

where W is a 3N -dimensional Wiener process.

3.2.1 Decomposition of the diffusion matrix

Unlike the situation in the dumbbell model described earlier, it is not in general

possible to derive a simple analytical expression to evaluate B from D using the

decomposition rule in Eq. (3.19). As before, there is no unique way to carry out the

decomposition. Assuming that B is a lower (or upper) triangular matrix leads to

its calculation using a Cholesky decomposition of D. The computational intensity

of such a decomposition is known to scale as N3. In this study, a more efficient

method of handling the stochastic term in the SDE proposed by Fixman [1986] is

used, whose CPU-time requirement has been shown to scale roughly as N2.25.

Fixman’s method assumes that B is symmetric and can hence be regarded as

the matrix square-root of the diffusion matrix D, that is B =
√

D. The next step in

this method is to introduce a Chebyshev polynomial approximation for the square

root function. In the case of scalars, the Chebyshev polynomial approximation for

the square-root of x ∈ [xmin, xmax] is given by

√
x ≈

Nc−1∑
p=0

cpTp[y(x)]−
c0
2
, (3.21)

where Nc is the number of terms used in the Chebyshev polynomial approximation

of the function on the left-hand side of the equation above, and y(x) is an invertible

mapping of the domain [xmin, xmax] into the domain [−1, 1]. For instance, y =
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2(x−xmin)/(xmax−xmin)−1, in a linear mapping. The functions Tp are the Chebyshev

polynomials which are calculated using the recurrence relation,

Tp(y) = 2yTp−1(y)− Tp−2(y), (3.22)

with T0(y) = 1 and T1(y) = y. The constant coefficients cp are related to the zeroes

of the Chebyshev polynomial TNc . The k-th zero of the Chebyshev polynomial TNc

is

yk = cos

(
π{k − 1/2}

Nc

)
, (3.23)

and the coefficients cp are given by

cp =
2

Nc

Nc∑
k=1

√
x(yk) cos(pyk) , (3.24)

where x(yk) = y−1(yk) = xmin + (yk + 1)/2(xmax − xmin) for the linear mapping

specified earlier. The determination of Nc, the number of terms in the Chebyshev

approximation, is crucial to the efficient implementation of the approximation, and

is discussed shortly.

The Chebyshev polynomial approximation for the matrix square root of the

matrix D is constructed by writing Eq. (3.21) in a matrix form:

√
D ≈

Nc−1∑
p=0

cpTp[Y(D)]− c0
2

1 . (3.25)

where 1 denotes the 3N × 3N -dimensional identity matrix. In this case, the linear

mapping

Y(D) =

(
2

dmax − dmin

)
D−

(
dmax + dmin

dmax − dmin

)
1 , (3.26)

ensures that the eigenvalues of Y lie in the domain [−1, 1] when the eigenvalues of D
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are within [dmin, dmax]. The matrix version of the recurrence relation in Eq. (3.22),

Tp(Y) = 2Y · Tp−1(Y)− Tp−2(Y) , (3.27)

with T0(Y) = 1 and T1(Y) = Y is used to calculate Tp. The coefficients cp in

Eq. (3.25) are calculated using Eqs. (3.24) and (3.23), but with dmin and dmax in

place of xmin and xmax respectively to calculate x(yk).

In Eq. (3.27), the number of floating point operations involved in the matrix

multiplication of Y with Tp−1 scales as N3. Therefore, for a fixed value of Nc,

the CPU-time required for each instance of calculating B scales as N3, and the

Chebyshev approximation by itself offers no significant gains over the Cholesky

decomposition of D. However, Fixman pointed out that in the numerical integration

of an SDE one is interested in the product B · dW, and the individual columns of

the matrix B are in themselves not of much interest. Multiplying Eq. (3.27) by dW

leads to

dVp(Y) = Tp(Y) · dW = 2Y · dVp−1(Y)− dVp−2(Y), (3.28)

with dV0(Y) = dW and dV1(Y) = Y · dW. Therefore, one directly obtains

dS =
√

D · dW ≈
Nc−1∑
p=0

cp dVp [Y(D)]− c0
2
dW . (3.29)

For a given Nc, the cost of the direct calculation of the 3N -dimensional vector dS

without the intermediate calculation of B is proportional to NcN
2.

What remains to be specified are the bounds dmin and dmax, and the order of

the polynomial approximation Nc. Although there are several standard methods for

calculating exactly the maximum and minimum eigenvalues for any given diffusion

matrix, these are computationally intensive. However, it is not necessary to calculate

the largest and smallest eigenvalues exactly, but only obtain good estimates of upper

and lower bounds for these values, respectively. Estimates based on suggestions by

Fixman [1986] are used in this study. The following Rayleigh quotient is used for
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the upper bound:

dmax =
2

3N
D : (u+u+) , (3.30)

where u+ is a 3N -dimensional vector all of whose elements are equal to 1. For the

lower bound,

dmin =
1

6N
D : (u−u−) , (3.31)

where u− is a 3N -dimensional vector with alternating 1’s and -1’s. The physical

reasons for this choice have been elaborated by Kröger et al. [2000]. The choice of

Nc is related to the accuracy of the polynomial approximation. One of the salient

features of the Chebyshev polynomial approximation is that it achieves a practically

uniform error across the entire domain [dmin, dmax]. Consequently, for a fixed value

of Nc, the root-mean-squared deviation from the exact value of the square-root

function grows as the size of the domain increases. Fixman showed that, close to

equilibrium, the value of Nc required to keep the deviations below a fixed tolerance

must be increased as (dmax/dmin)
0.5. Therefore, at every time-step in the numerical

integration, dmax and dmin are calculated and Nc is determined using the following

rule suggested by Kröger et al. [2000]:

Nc = nint

[(
dmax

dmin

)1/2
]

+ 1 , (3.32)

where nint is the nearest integer function. Near equilibrium, dmax/dmin ∼ N0.5

and therefore, Nc ∼ N1/4. The CPU-time requirement for the calculation of dS in

Fixman’s method thus scales as NcN
2 ∼ N9/4.

In situations where chains can be highly stretched, the computational intensity

is dominated by the stiffness of the SDE caused by the presence of the large spring

forces. The numerical integration scheme developed during the course of this study

handles these problems very efficiently, and is described next.
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3.2.2 The semi-implicit, predictor-corrector scheme

To numerically integrate Eq. (3.20), a semi-implicit, predictor-corrector scheme

was used in this work. In this scheme the numerical discretization of the SDE in

Eq. (3.20) above treats the spring forces (i.e Fs) implicitly, but the excluded-volume

forces (Fe) are handled using a predictor-corrector approach, while the terms re-

lated to HI (i.e the matrices D and B) are treated explicitly. Such an algorithm

has been implemented previously by Jendrejack et al. [2000]. However, these au-

thors used an iterative Newton method to solve the implicit part of the equation

(discussed in greater detail below), whereas the method discussed here uses a more

efficient algorithm based on an idea originally suggested by Öttinger [1996a] for

FENE dumbbells, and later adapted by Somasi et al. [2002] for FEBS chains. In

both cases, the models did not incorporate HI or EV effects. The numerical scheme

presented below [Prabhakar and Prakash, 2004] extends the ideas of Öttinger and

Somasi et al. to chains with HI and EV. A similar extension has also been proposed

by Hsieh et al. [2003]. Each time-step in this method proceeds in three major steps

which are described below.

Step 1

Firstly, a predictor step is used to obtain R̃n+1, the first-estimate of the configu-

ration vector after the n-th time step, by employing an Euler-Maruyama explicit

discretization of Eq. (3.20),

R̃n+1 = Rn +

[
K · Rn +

1

4
Dn · Fs

n +
1

4
Dn · Fe

n

]
∆t∗ +

1√
2
∆Sn . (3.33)

where ∆Sn = Bn ·∆Wn and will be referred to as the diffusion term.

Since Rn is known from the previous time-step, the components of the config-

uration dependent diffusion matrix Dn and force vectors Fs
n and Fe

n can be deter-

mined in the above equation. The components of the Wiener increment vector ∆Wn

are calculated in the same way as described in Section 3.1, using Eq. (3.12). For

BD simulations of chains, a fast uniform random number generator, combining a

Marsaglia-shift and a linear congruential generator, is used to generate the random

variable U in Eq. (3.12) [Press et al., 1996].
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Step 2

Using the estimate generated in the predictor step, the following corrector step is

constructed:

Rn+1 =Rn +

[
1

2

{
K · Rn + K · R̃n+1

}
+

1

8
Dn ·

{
Fs

n + Fs
n+1

}
+

1

8
Dn ·

{
Fe

n + F̃
e

n+1

}]
∆t∗ +

1√
2
∆Sn .

(3.34)

In the equation above, the vector F̃
e

n+1 is the excluded volume force vector evaluated

using the configuration estimate R̃n+1 predicted by Eq. (3.33). Hence, the equation

above shows that the EV contribution is handled through a predictor-corrector ap-

proach. The FENE force term, however, is treated implicitly, with the term Fs
n+1

formally being evaluated using the yet-to-be-determined Rn+1. In this equation, the

values of the diffusion matrix Dn and the related quantity, ∆Sn, are the same as

those used in Eq. (3.33) before, and the contributions stemming from HI are thus

treated explicitly in the numerical scheme. As discussed by Öttinger [1996a], explicit

treatment of the diffusion matrix is necessary in order to retain the Îto interpretation

(as opposed to the Stratonovich interpretation) of the diffusion term B · dW.

Using the implicit formulation outlined above and solving for Rn+1 leads to

greater stability of the numerical algorithm [Öttinger, 1996a], which in turn permits

the use of larger times steps leading to a reduction in the CPU-time required for

the simulation of a bead-spring chain. Iterative methods for the numerical solution

of the nonlinear set of equations for the components of Rn+1, such as Newton’s

method, involve the calculation and inversion of large Jacobian matrices. Somasi

et al. [2002] show that the computational overhead that this implies can outweigh

the gains achieved by the increase in the time-step size. In addition, in the course

of the iterations, it is possible that some springs have lengths greater than
√
b∗,

which could lead to unphysical results. Such effects can be handled in an ad hoc

manner by replacing the unnatural spring lengths obtained during the course of a

Newton iteration by values slightly less than
√
b∗ [Jendrejack et al., 2000]. However,

Somasi et al. show that these problems are circumvented and considerable gains

in computational efficiency over the Newton method are achieved by using a novel
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technique, which forms the next step in the integration scheme.

Step 3

The corrector step above in Eq. (3.34) is written in an alternative form by introduc-

ing an operator Dj, j = 1, . . . , Ns, which operates on any 3N ×M matrix to give a

3×M matrix formed by the subtraction of the three rows corresponding to the j-th

block of rows—which is a 3×M matrix—from the j+ 1-th block of three rows. For

instance, the operation Dj[R] yields the 3-dimensional vector r∗j+1− r∗j = Q∗
j ,which

is the connector vector from the j-th bead to the j + 1-th bead. The following

corrector step for the connector vector Q∗
j can then be derived, after some algebraic

manipulations, by applying the operator Dj to the whole of Eq. (3.34):

Q∗
j, n+1 = Dj [Pn+1] +

1

8
Dj

[
Dn · Fs

n+1

]
∆t∗ . (3.35)

Here, the term, Pn+1 denotes

Pn+1 = Rn +
[ 1

2

{
K · Rn + K · R̃n+1

}
+

1

8
Dn · Fs

n +
1

8
Dn ·

{
Fe

n + F̃
e

n+1

}]
∆t∗ +

1√
2

∆Sn .
(3.36)

Thus, Pn+1 contains no terms that depend implicitly on any component of Rn+1.

After this rearrangement, an iterative scheme similar to a Gauss-Seidel iteration

is applied to solve for the all the Q∗
j, n+1, j = 1, . . . , Ns. In the following discussion,

the time-step indices n and n + 1 are dropped for the sake of clarity. It is to be

noted that for any matrix-vector product of the form M ·V, Dj[M ·V] = Dj[M] ·V.

The super-matrix D has the structure

D =



δ ζΩ12 . . . . . . . . .
...

. . . δ ζΩj,j+1 . . . . . .

. . . ζΩj+1,j δ . . . . . .
...

. . . . . . . . . ζΩN−1,N δ


. (3.37)
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Therefore, dropping the superscript “S” and the “∗” for clarity,

Dj[D] · F =
[
. . . (Ωj+1,j − δ) (δ− ζΩj,j+1) . . .

]
· F (3.38)

= . . .+ (ζΩj+1,j · Fj − Fj) + (Fj+1 − ζΩj,j+1 · Fj+1) + . . . , (3.39)

= . . .+ ζΩj+1,j · Fj + F c
j−1 − 2F c

j + F c
j+1 − ζΩj,j+1 · Fj+1 + . . . , (3.40)

Thus, the full expansion of the matrix multiplication in the implicit second term

on the right-hand side of Eq. (3.35) contains the term, −(1/4)F c
j ∆t∗, which is the

FENE force in the j-th connector and is a hence solely a function of Qj. Although

there are other terms on the right-hand side of Eq. (3.35) that contain Qj, only

(1/4)F c
j ∆t∗ is transposed to the left-hand side. This transposition is formally in-

dicated by adding (1/4)F c
j to both sides of Eq. (3.35).

The resulting equation can be solved using a successive substitution algorithm

in which the equation for the p-th iteration, p = 1, 2, . . ., at a given j, is written as:

Q
(p)
j +

∆t∗

4
F

c (p)
j = Γ

(p−1)
j . (3.41)

Here,

Γ
(p−1)
j = Dj [P] +

1

8
Dj

[
D · F (p−1)

]
∆t∗ +

1

4
F

c (p−1)
j ∆t∗ . (3.42)

The left-hand side of Eq. (3.41) above is a function of Q
(p)
j alone. On the right-hand

side of Eq. (3.42) above, the quantities P and D do not change during the iterative

solution. On the right-hand side of Eq. (3.42), the super-vector

F (p−1) =



F
(p)
1

...

F
(p)
j−1

F
(p−1)
j

F
(p−1)
j+1

...

F
(p−1)
N


=



F
c (p)
1

...

F
c (p)
j−1 − F

c (p)
j−2

F
c (p−1)
j − F

c (p)
j−1

F
c (p−1)
j+1 − F

c (p−1)
j

...

−F
c (p−1)
N−1


. (3.43)
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The p-th iteration in this scheme consists of successively solving for Q
(p)
j using

Eqs. (3.41) and (3.42), starting from j = 1 and proceeding until j = Ns. The

method for solving the equation for a given j is described shortly. After solving for

each Q
(p)
j , the configuration R and the force Fs vectors are immediately updated by

using the newly determined Q
(p)
j , before proceeding to solve for Q

(p)
j+1. After solving

for QNs , p-th iteration is complete, and the entire configuration vector R (p)
n+1 at the

end of the p-th iteration is known (where n is the time-step index). If the relative

error

Eiter =
|R(p)

n+1 − R(p−1)
n+1 |

|R(p)
n+1|

, (3.44)

is greater than a specified tolerance Etol, the process is repeated for the next value

of p using Eq. (3.41) and starting from j = 1. The starting configurational guess

for the p = 1 iteration is chosen as Rn, and not the predictor R̃n+1. This choice is

observed to lead to a more stable algorithm, particularly at high elongational rates.

For FENE springs, the primary reason behind the efficiency of the algorithm

described above lies in the method of solution of Eq. (3.41) for the unknown Q
(p)
j .

On substituting for F
c (p)
j , one obtains for FENE springs(

1 +
1

4

∆t∗

1− |Q (p)
j | 2/b∗

)
Q

(p)
j = Γ

(p−1)
j . (3.45)

Öttinger [1996a] pointed out that the equation above can be quickly solved, since

it shows that the direction of Q
(p)
j is given by the direction of the right-hand side,

Γ
(p−1)
j , which is known, and the equation for the magnitude, x = |Q (p)

j | is a cubic

equation in x,

x3 −Gx2 − b∗
(

1 +
∆t∗

4

)
x+ b∗G = 0 , (3.46)

where G = |Γ(p−1)
j |. Given the values of b∗ and ∆t∗, the roots of this equation are

functions of the parameter G. It can be shown that this equation has exactly one

root in the domain (0,
√
b∗) when 0 < G < ∞, and this root can be obtained ana-

lytically using standard formulae for solutions of cubic equations [Öttinger, 1996a].
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The advantage with this algorithm is two-fold. Firstly, it achieves unconditional

stability by ensuring that the magnitudes of the connector vectors remain in the

domain (0,
√
b∗) during the entire iterative procedure. Secondly, since the closed-

form analytical solution avoids any further iterations. Further, since the value of

the desired root is solely determined by the parameter G, further optimization is

achieved by storing the values of the root for different predetermined values of G in a

look-up table at the beginning of the simulation. During the numerical integration,

the desired root corresponding to a value of G calculated for any Γ
(p−1)
j , is quickly

estimated by interpolating between entries in the look-up table [Somasi et al., 2002].

While the iterative procedure described above can be carried out until the error

Eiter is smaller than Etol, in the simulations performed in this study, a different

strategy is employed. The iteration loop for the chain configuration after the n-

th time-step is continued until either convergence is achieved, or the number of

iterations p = N , the number of beads in the chain. At this stage, the iteration loop

is stopped and the relative change between the predictor and the iterated corrector

Epc =
|Rn+1 − R̃n+1 |

|Rn+1|
, (3.47)

is computed. If this error is greater than the tolerance Etol, the time-step size ∆t∗ is

reduced by half, and the calculations are repeated beginning from Eq. (3.33) with the

smaller time-step size. Otherwise, the last calculated value of Rn+1 in the iteration

loop is accepted, and the integration proceeds to the next time-step. If Epc is found

to be smaller than the Etol by more than an order of magnitude, the size of the next

time-step is doubled before proceeding with the calculation for the next time-step.

This adaptive time-step scheme, suggested by Öttinger [1996a] for SDE’s en-

countered in simulations of polymer solutions, attempts to keep the local truncation

error (of which Epc is an estimate) within an acceptable tolerance by varying the

time-step. In a constant time-step scheme, the local truncation error on an average

grows as the SDE becomes stiffer. This can be checked by storing the variation

of Epc with t∗ for each trajectory, and then taking the ensemble average of the

truncation error at each fixed t∗. Figure. 3.1 plots the variation in the ensemble

average 〈Epc〉 in a typical simulation using the constant time-step size scheme, for
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Figure 3.1: Variation of 〈Epc〉 with respect to the Hencky strain ε, in a typical
simulation of start-up of extensional flow. Errors in estimation of 〈Epc〉 are smaller
than the sizes of the symbols used. Values of the simulation parameters used are
shown in the the following Figure.
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Figure 3.2: Variation in the mean reciprocal of time-step size in the adaptive time-
step scheme (black circles). The blue dashed line shows the value of 1/∆t∗ for a
constant time-step scheme of comparable accuracy. The area under the curves is
proportional to the CPU-time required for integration.



3.2. FEBS chains 66

different values of the time-step size. Also plotted is the 〈Epc〉 for a simulation with

an adaptive time-step scheme, with a fixed tolerance whose level is indicated by the

horizontal line in Fig. 3.1.

The data shown were obtained with FEBS chains with N = 25 in an extensional

flow simulation. In Fig. 3.2, the variation of the mean 1/∆t∗ in the adaptive time-

step scheme is shown. The mean total number of time-steps executed in a single

trajectory simulated using the adaptive scheme can be estimated by
∫ t∗max

0
〈∆t∗−1〉dt∗.

From Fig. 3.2, it can be seen that significant savings can be achieved in comparison

with a constant time-step scheme of similar accuracy. The gain in the efficiency of

computation is of course highly dependent on the parameters of the model and the

imposed flow conditions and cannot be quantified a priori in general. Nevertheless,

it is observed that a reduction of as much as 1/2 to 1/3 of the CPU-time is achievable,

particularly in simulations of strong extensional flow.

3.2.3 Generation of equilibrium configurations for FEBS

chains

For simulations starting with equilibrium initial conditions, the initial configuration

for each stochastic trajectory must be consistent with the equilibrium probability

distribution for the bead-spring chain model. For chains with Ns FENE springs, the

dimensionless length Q∗ of each spring must satisfy the probability distribution

PQ dQ
∗ = N

(
1−Q∗ 2/b∗

)b∗/2
Q∗ 2 dQ∗ (3.48)

where

N−1 =

∫ √
b∗

0

(
1−Q∗ 2/b∗

)b∗/2
Q∗ 2 dQ∗ (3.49)

while orientations of the connector vectors are completely random.

A random number X distributed uniformly in the interval (0, 1) can be used to

generate another random number satisfying the FENE distribution above, using a

one-to-one transformation Q∗ = Q∗(X) such that PXdX = 1dX = PQ dQ
∗. Hence,

the Jacobian of the transformation is |dX/dQ∗| = N (1 − Q∗ 2/b∗)b∗/2Q∗ 2. For
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X > 0, Q∗ > 0, the inverse transformation is obtained as

X(Q∗) = N
∫ Q∗

0

(
1− t2/b∗

)b∗/2
t2dt. (3.50)

Instead of inverting this equation analytically, a look-up table for X is calculated

by numerically evaluating the integral above for different values of Q∗ in the range

(0,
√
b∗) at the start of the simulation.

“FENE random numbers” are then calculated by first generating a uniform ran-

dom number X in (0, 1) and then finding the corresponding Q∗ by interpolating

between the entries in the look-up table. The values of Q∗ thus generated is used

as the magnitude of the connector vector. The random orientation of the connector

vector is calculated by generating uniform random numbers on the unit sphere.



Chapter 4

Multiplicative separation of the

influences of excluded volume,

hydrodynamic interactions and

finite extensibility

In this Chapter, Brownian dynamics simulations are used to study an interesting

qualitative feature of the predictions of bead-spring models. The phenomena of EV

and HI both lead to a coupling of the dynamics of all the beads in a chain (or

a dumbbell), even if those beads are far apart along the chain backbone. In this

sense, therefore, these two nonlinear interactions are “long-range” effects, and will

be referred together as “long-range interactions”. In contrast, FE is the result of a

“local” nonlinear effect. At the level of the Fokker-Planck equation for the model,

a simplification leading to a decoupling of the nonlinear terms is not immediately

obvious, and therefore one expects the nature of the coupling between these non-

linear phenomena to be quite complex. Nevertheless, the results presented in this

Chapter show that, to a good approximation, the individual influences of EV, HI

and FE on most rheological properties of interest can be separated into independent

multiplicative factors.

Before proceeding further, it must be noted that in this Chapter, the basic length

scale used for construction of dimensionless quantities is `h =
√
kbT/H, and the

68
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corresponding time-scale is λh = ζ/4H = ζ `2h/4kbT . The definitions of the key

dimensionless parameters governing HI and EV are h∗ = a/
√
π `h, z

∗ = v/(2π)3/2 `3h

and d∗ = d̃/ `h, while the parameter controlling the strength of the FENE nonlin-

earity is the well known FE parameter, b = Q0/ `h. The results presented in this

Chapter were obtained during the initial part of this study, at which stage `h was

chosen as the basic length scale firstly as a matter of convention, and also to ensure

continuity with already published literature exploring the qualitative influence of HI,

EV and FE in bead-spring chain models. Here, the choice of `h as the basic length

scale is justified, since the emphasis is on understanding the qualitative differences

stemming from the incorporation of HI, EV and/or FE. Therefore, the Rouse model

with Hookean springs serves a standard reference model, for which `h is the natural

choice for the length scale.

In the following Section, the equilibrium and non-equilibrium behaviour of dumb-

bell models with different combinations of the three nonlinear phenomena is exam-

ined. The results for bead-spring chains with N = 20 are then examined in Section

4.2 in the light of the insight gained from the dumbbell models.

4.1 Dumbbell models

As the simplest models of polymer molecules, dumbbell models serve as a useful

starting point in understanding the consequences of including or neglecting different

phenomena in the mathematical description of dilute polymer solutions. The small

number of degrees of freedom in such models means that simulations can be quickly

performed, and large regions in parameter space can be explored. In addition, exact

values for static properties at equilibrium such as the mean-squared end-to-end

distance 〈Q∗2〉eq can be easily evaluated by simple numerical quadrature, since the

equilibrium Boltzmann distribution is known and the calculation of these properties

can be typically reduced to evaluating integrals over a single variable. For instance,

for Hookean springs with EV interactions between the beads, one has

〈Q∗2〉eq =

∫∞
0

Q∗4 exp[−(1/2)Q∗2 − E∗] dQ∗∫∞
0

Q∗2 exp[−(1/2)Q∗2 − E∗] dQ∗ , (4.1)



4.1. Dumbbell models 70

while for FENE springs with EV,

〈Q∗2〉eq =

∫∞
0

Q∗4(1−Q∗2/b)b/2 exp[−E∗] dQ∗∫∞
0

Q∗2(1−Q∗2/b)b/2 exp[−E∗] dQ∗ , (4.2)

where, for an NGEV potential, E∗ = (z∗/d∗3) exp[−Q∗2/2d∗2]. For the FENE dumb-

bell model with NGEV interactions, static properties are solely determined by the

parameters z∗, d∗ and b, and as b → ∞, the results approach those obtained for

Hookean dumbbells using Eq. (4.1) above. The influence of the parameters on the

prediction of 〈Q∗2〉eq is examined below.

4.1.1 Static properties at equilibrium

In the absence of EV interactions, 〈Q∗2〉eq is related analytically to b by [Bird et al.,

1987b]

〈Q∗2〉eq = 3
b

b+ 5
. (4.3)

As b→∞, one recovers the Hookean dumbbell result,

〈Q∗2〉eq = 3 . (4.4)

The effect of including EV on the static properties of the polymer chain is usually

studied in terms of “swelling” ratios [Yamakawa, 1971]. The swelling ratio for 〈Q∗2〉eq
is defined as

α2
e,eq =

〈Q∗2〉eq
〈Q∗2〉θeq

, (4.5)

where the “θ” in the denominator indicates the value of 〈Q∗2〉eq predicted under

theta conditions in the absence of interactions, by Eqs. (4.3) (for FENE springs) or

(4.4) (for Hookean springs). Since, for z∗ 6= 0, 〈Q∗2〉eq depends on b, as well as z∗

and d∗, in general, α2
e,eq = α2

e,eq(z
∗, d∗, b).

Figure 4.1, which plots α2
e,eq predicted for two different values of z∗ and a range of

b values, against the parameter d∗, reveals some characteristic features of predictions
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Figure 4.1: Equilibrium swelling ratio α2
e,eq versus the range of the NGEV potential

d∗, obtained using numerical quadrature and Eqs. (4.1) and (4.2).

obtained with finite chains using the NGEV potential, that are now well understood

[Kumar and Prakash, 2003; Prakash and Öttinger, 1999]. Firstly, for all positive

values of d∗ and z∗, α2
e,eq is greater than unity, since the presence of the EV repulsion

causes chains to expand relative to their dimensions in a theta solution; a classic

signature of the EV effect and pointed out long ago by Flory [1949]. Since z∗

quantifies the strength of the repulsion between the beads, a larger value of z∗ at

any fixed value of d∗ leads, on an average, to a greater expansion of the polymer

coil, or the dumbbell in this case. In the NGEV potential, increasing d∗ at a fixed

z∗, increases the spatial range of the potential, but also decreases the maximum

gradient in the potential, leading to a decrease in the average EV force between the

beads [Prabhakar and Prakash, 2002]. Thus, as d∗ → ∞, the influence of the EV

potential diminishes and α2
e,eq → 1. However, this decrease in the EV effect as d∗

increases is not monotonic.

As shown in Fig. 4.1, properties also approach their theta state values for any

non-zero z∗, as d∗ → 0. At first sight, this appears problematic, since the original
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motivation for using the NGEV potential was that it serves as a regularization of the

δ-function. Several important results for universal behaviour in good solvents have

been obtained in analytical treatments using δ-function EV interactions [Schäfer,

1999; Yamakawa, 1971]. However, even the most sophisticated of the analytical

methods need to introduce approximations at some point. With BD simulations,

it is possible to obtain the exact results which can then be used to discriminate

between the different analytical approaches. To keep simulations and analysis on an

equal footing, it is useful to attempt to obtain exact results for the same δ-function

EV potential that is used in most analytical approaches. The NGEV potential was

first used by [Prakash and Öttinger, 1999] in a dumbbell model with the intention

of extrapolating results obtained for non-zero d∗ values to the d∗ → 0 limit, since

in this limit the NGEV approached a δ-function. However, Prakash and Öttinger

observed that in the limit d∗ → 0, the value of 〈Q∗2〉eq is identical to that predicted

for the theta state. This behaviour was also observed for all other static and dynamic

properties.

These results show that a δ-function EV potential in a dumbbell model has no

influence at all on any of the properties, no matter how large a value is chosen for z∗.

This can be understood by noting that with δ-function repulsions between the beads,

the probability distribution for any finite value of N and under any flow situation,

differs from the theta state probability distribution only on a set of points of zero

measure. Therefore, the expectations of smooth functions of chain configuration do

not change if δ-function repulsions are used in finite, discrete chains.

However, as pointed out earlier, non-trivial analytical results are in fact obtained

with δ-function EV repulsions. The key to resolving this apparent paradox is that

analytical results are technically valid only in the N →∞ limit. While for any finite

chain size, as d∗ → 0, exact results will approach those predicted for the theta state,

the infinite chain limit is fundamentally different. As shown by Kumar and Prakash

[2003] in the context of a bead-spring model with the NGEV potential, the limits

N →∞ and d∗ → 0 do not commute. Non-trivial results can be obtained by taking

the limit N → ∞ first, with a fixed non-zero d∗. Remarkably, in this limit, the

predictions of large scale properties such as the swelling ratios become independent

of d∗, and thus actually carrying out the limit d∗ → 0 is not necessary.
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Returning to the dumbbell model, the discussion above explains why α2
e,eq ap-

proaches the theta state value of unity as d∗ →∞ and d∗ → 0 in Fig. 4.1. At some

intermediate d∗, the influence of the EV potential on the swelling ratio reaches a

maximum.

It is interesting to note in Fig. 4.1 that the parameter b has a much weaker effect

on α2
e,eq in the range of b values examined. In other words, for any fixed value of d∗,

α2
e,eq(z

∗, b) is nearly the same as α2
e,eq(z

∗,∞), the latter denoting the result obtained

with Hookean springs. Therefore, one obtains the following approximate result,

〈Q∗2〉eq (z∗, b) ≈ 〈Q∗2〉eq (0, b)α2
e,eq(z

∗,∞), (4.6)

≈ 〈Q∗2〉eq (0, b)

[
〈Q∗2〉eq (z∗,∞)

〈Q∗2〉eq (0,∞)

]
, (4.7)

which shows that the overall effect of EV and FE on 〈Q∗2〉eq is approximately sep-

arable into a product of individual contributions stemming solely from FE and EV,

respectively.

The influence of the model parameters on the steady-state shear viscosity is

discussed below.

4.1.2 Steady-state shear viscosity

For dumbbell models without HI, and for any total spring potential φ∗, a retarded-

motion expansion of the probability distribution in the velocity gradient can be used

to derive the following expansion for stress tensor [Bird et al., 1987b]:

τ∗
p =

1

3
〈Q∗2〉eqγ̇∗ +

1

30
〈Q∗4〉eq {2 γ̇∗ · γ̇∗ − (γ̇∗ · ω∗ − ω∗ · γ̇∗)}+ . . . , (4.8)

where γ̇∗ = κ∗ + κ∗t, and ω∗ = κ∗ − κ∗t is the vorticity tensor [Bird et al., 1987a].

Using this result, the zero-shear-rate properties η∗p, 0 and Ψ∗
1, 0 are related to the

equilibrium moments:

η∗p, 0 =
1

3
〈Q∗2〉eq; Ψ∗

1, 0 =
2

15
〈Q∗4〉eq . (4.9)
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Figure 4.2: Exact BD simulations prediction of the time decay of the dimensionless
relaxation modulusG∗

p (black line) for a typical set of parameter values for a Hookean
dumbbell model with HI and EV. The dashed red curve is a stretched-exponential
fit through the BD simulations data.

Hence, the variation of η∗p, 0 in a dumbbell model without HI with respect to the

parameters z∗, d∗ and b is identical to that observed in Fig. 4.1.

For models with fluctuating (configuration-dependent) HI, a retarded motion

expansion cannot be used to obtain closed-form results for the linear viscoelastic

properties. Instead, the zero-shear-rate viscosity is obtained for dumbbell models

with HI using Eq. (2.93) in Chapter 2, wherein the relaxation modulus G∗
p is evalu-

ated with BD simulations under no-flow conditions using the Green-Kubo relation

in Eq. (2.95).

Figure 4.2 shows the decay in time of the relaxation modulus G∗
p for a typical set

of parameter values. At large t∗, the value of this function becomes of the same order

as the errors in the simulations. Therefore, in the calculation of η∗p, 0, the numerical

integration of the BD simulations’ data shown in Fig. 4.2 has to be terminated at

some t∗ = t∗c where the value of G∗
p is larger by at least one order of magnitude

than the error in its estimation. The value of t∗c depends on the set of parameters
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Figure 4.3: Dependence of the exponent ε in Eq. eqrefe:strexp on the model pa-
rameters d∗, z∗ and h∗. The errors in the simulations’ results are smaller than the
symbols used. 2

used. In order to obtain an estimate of uncertainty in the calculation of η∗p, 0 due to

truncating the integral in Eq. (2.93) at t∗c, a “stretched-exponential” function of the

following form is fitted to the G∗
p-versus-t∗ data for t∗ ≤ t∗c:

G∗
p(t

∗) = G∗
p(0) exp(−t∗/µ)ε . (4.10)

Here, G∗
p(0) is the value of G∗

p at t∗ = 0 predicted by the simulations. The constants

µ and ε are obtained using least-squares regression. It is observed that the data are

well described by the stretched exponential decay, as demonstrated by Fig. 4.2. The

error due to the truncation of the integral is then estimated as:

Etrunc = G∗
p(0)

∫ ∞

t∗c

exp(−t∗/µ)ε dt∗ . (4.11)

This integral can be numerically evaluated in terms of incomplete Gamma func-

tions. For the simulations performed in this work, the values of Etrunc were small in



4.1. Dumbbell models 76

comparison with the error due to Brownian fluctuations [Prabhakar and Prakash,

2002].

Although it is known that the stretched exponential expression describes the

relaxation behavior of many polymeric fluids well [De Gennes, 2002; Phillies and

Peczak, 1988], the reason for using this expression here is purely empirical. The

simulations’ data for the relaxation modulus could have also been fitted by a su-

perposition of two or more exponentials. However, one would need to obtain four

or more parameters. In spite of its ad hoc use here, the parameters µ and ε of

the stretched exponential are observed to vary quite systematically with the model

parameters. As is well known, in the case of the Hookean dumbbell without EV

or HI, the exponent ε and the dimensionless time constant µ are identically equal

to unity. Figure 4.3 shows that the exponent ε is only weakly dependent on the

HI parameter h∗, but depends strongly on z∗. The time constant µ on the other

hand is found to strongly depend on all the parameters h∗, and/or z∗ and d∗ when

HI and/or EV is included (not shown). These results show that HI influences the

relaxation behaviour only through the time constant, whereas EV also exerts its

influence through ε. This interesting dependence is however not explored further in

this study.

The data for the zero-shear-rate viscosity can be expressed in terms of a length

scale [Graessley et al., 1999],

Rv, 0 ≡
(
ηp,0

npηs

)1/3

. (4.12)

Therefore, it is possible to identify a swelling ratio αη, 0 ≡ Rv, 0/R
θ
v, 0 similar to αe,eq

introduced earlier such that

α3
η, 0 =

ηp,0

ηθ
p,0

=
η∗p, 0

η∗ θ
p, 0

. (4.13)

Here, for any fixed value of d∗, η∗p, 0 = η∗p, 0(h
∗, z∗, b) for FENE dumbbells with EV

and HI, whereas in the absence of EV interactions, η∗ θ
p, 0 = η∗ θ

p, 0(h
∗, 0, b).

For Hookean dumbbells (b = ∞), it is observed in Fig. 4.4 that predictions of

α3
η,0 obtained with h∗ = 0 (“free-draining” dumbbells) are close to those obtained



4.1. Dumbbell models 77

0 0.5 1 1.5 2

1

1.5

2

2.5

d
*

α3
η,

0

h
*
 = 0

h
*
 = 0.15

h
*
 = 0.25

Figure 4.4: Exact predictions for α3
η,0 for a Hookean dumbbell model with excluded

volume and hydrodynamic interactions, versus the range of the narrow Gaussian
excluded volume potential d∗.

with non-zero h∗, for both the values of z∗ studied. In other words, the sensitivity

of α3
η,0 to h∗ seems much weaker in Fig. 4.4 than to z∗. These results suggest that

in the Hookean dumbbell model with HI and EV, for any value of d∗,

η∗p, 0(h
∗, z∗,∞)

η∗p, 0(h
∗, 0,∞)

≈
η∗p, 0(0, z

∗,∞)

η∗p, 0(0, 0,∞)
,

or,

η∗p, 0(h
∗, z∗,∞) ≈ η∗p, 0(0, 0,∞)

[
η∗p, 0(h

∗, 0,∞)

η∗p, 0(0, 0,∞)

] [
η∗p, 0(0, z

∗,∞)

η∗p, 0(0, 0,∞)

]
. (4.14)

As before, the “∞” indicates that the results above are for Hookean springs, and

ηp,0(0, 0,∞) is the prediction for a plain Hookean dumbbell without EV or HI. In

this case, it is seen that the overall prediction for a model with EV and HI can be

approximately separated as the product of independent multiplicative factors arising

from each long-range nonlinearity. This result mirrors the nature of the coupling
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between the nonlinearities in Eq. (4.7) between EV and FE in the absence of HI.

The shear-rate dependence of the steady-state viscosity can be studied in terms

of a ratio αη defined for higher shear-rates as in Eq. (4.13), that is α3
η = η∗p/η

∗ θ
p .

The variation of α3
η with respect to shear-rate for a fixed value of d∗ is shown in

Figure 4.5 for different dumbbell models. For both the values of z∗ considered (1

and 10), it appears that the predictions of the models are less sensitive to either h∗

or b for the range of parameter values examined. In other words, the data suggest

that at fixed γ̇∗ and d∗,

η∗p(h
∗, z∗, b)

η∗p(h
∗, 0, b)

≈
η∗p(0, z

∗,∞)

η∗p(0, 0,∞)
,

or,

η∗p(h
∗, z∗, b) ≈ η∗p(h

∗, 0, b)

[
η∗p(0, z

∗,∞)

η∗p(0, 0,∞)

]
. (4.15)

The right-hand side of the equation above contains η∗p(h
∗, 0, b), the prediction of a

dumbbell model with FE and HI, but no EV. To analyze the nature of the coupling

between FE and HI in the absence of EV, the following ratio is defined:

χη ≡
η∗p(h

∗, 0, b)

η∗p(0, 0, b)
. (4.16)

Figure 4.6 plots this ratio as a function of the strain rate for different dumbbell

models without EV interactions. It is observed that χη is more sensitive to h∗ than

to b, and therefore

η∗p(h
∗, 0, b)

η∗p(0, 0, b)
≈
η∗p(h

∗, 0,∞)

η∗p(0, 0,∞)
,

or,

η∗p(h
∗, 0, b) ≈ η∗p(0, 0, b)

[
η∗p(h

∗, 0,∞)

η∗p(0, 0,∞)

]
. (4.17)
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Figure 4.5: Exact predictions for the variation of the swelling ratio α3
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models including FE and/or HI.
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EV interactions, but including FE and/or HI.
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Combining this approximate result with that in Eq. (4.15), one obtains

η∗p(h
∗, z∗, b) ≈ η∗p(0, 0, b)

[
η∗p(h

∗, 0,∞)

η∗p(0, 0,∞)

] [
η∗p(0, z

∗,∞)

η∗p(0, 0,∞)

]
. (4.18)

Therefore, the predictions of model combining all the three nonlinear effects of

FE, HI and EV seem to be well approximated as the product of three independent

factors, each of which can be predicted using simpler models which incorporate the

nonlinearities in isolation. The following section examines whether this approximate

decoupling is also observed in bead-spring chains.

4.2 Chain models

4.2.1 Choice of parameter values

Rather thanexploring the nature of the coupling between the nonlinear phenomena

in detail across a large domain in parameter space, the simulations whose results are

presented in this section are performed for a small set of parameter values typically

encountered in the literature on bead-spring chain models. Besides the number

of beads N , and the dimensionless velocity gradient tensor κ∗, the dimensionless

parameters in the model are b, h∗, z∗ and d∗. The rationale behind the choices of

values for these parameters is discussed briefly below.

Although it is currently possible to simulate chains with much larger numbers

of beads, recent studies indicate that chains with N ∼ 20 are able to capture all

qualitative features of longer chains [Hsieh et al., 2003; Jendrejack et al., 2000;

Knudsen et al., 1996; Kröger et al., 2000; Li and Larson, 2000a,b]. As stated before

in Chapter 2, the FENE parameter b is related to the number of Kuhn segments

per spring, as through b = 3Nk, s − 5. Since the FENE spring-force law (which

is an approximation to the inverse Langevin force) is valid when Nk, s > O(10),

simulations are typically performed with b ≥ 50. Therefore, a value of b = 50 is

chosen to study the effect of FE on the nature of the coupling between the nonlinear

phenomena. The typical range of the HI parameter h∗ used to examine the influence

of this parameter on predictions of the bead-spring model is 0.1 . h∗ . 0.3 [Öttinger,

1987c]. For N ≥ 20, it is well known that chains with h∗ = 0.25 are able to reproduce



4.2. Chain models 81

experimental results for the linear viscoelastic properties of solutions at the θ-state.

The reason for this has been analyzed by several workers [Kröger et al., 2000; Osaki,

1972; Zimm, 1956] and is discussed later in Chapter 8. This value is chosen for h∗

in simulations of chains with HI.

As is well known, the excluded volume parameter z∗ is related to another para-

meter z which measures the quality of the solvent, and [Kumar and Prakash, 2003;

Öttinger, 1989b; Schäfer, 1999; Yamakawa, 1971]

z ≡ z∗N1/2 . (4.19)

Theories for excluded volume effects in dilute polymer solutions show that for very

long chains, the dependence of ratios such as α2
e, eq and α3

η on the excluded volume

parameter z∗ always occurs through the combination z∗
√
N . For instance, predic-

tions obtained for α2
e, eq for different (large) values of N and different values of z∗, can

be nearly collapsed on to master curves when α2
e, eq is plotted against the parameter

z defined in Eq. (4.19) above. Theories also suggest that z∗ depends on temperature

as z∗ ∼ (1 − Tθ/T ), where Tθ is the theta temperature of the polymer-solvent sys-

tem. This is corroborated by experiments, where it is observed that measurements

of ratios such as α2
g, eq ≡ Rg, eq/R

θ
g, eq for different polymer-solvent systems, mole-

cular weights and temperatures can be collapsed on to master curves by plotting

α2
g, eq against v0(1−Tθ/T )M1/2, where v0 is an empirically determined constant that

depends solely on the polymer-solvent system [Berry, 1966; Graessley et al., 1999;

Miyaki and Fujita, 1981].

Asymptotic predictions of the variation of α2
e, eq or α2

g, eq with z can be obtained

by taking the limits z∗ → 0 and N → ∞ while keeping z constant. Although this

behaviour is quite well known and has been studied extensively analytically [Schäfer,

1999; Yamakawa, 1971], Kumar and Prakash [2003] recently obtained predictions

for universal master curves for equilibrium swelling ratios by extrapolating the data

obtained in BD simulations using different chain lengths to the infinite chain limit.

These authors further showed that the α2
g, eq-versus-z behaviour thus obtained is in

excellent agreement with the experimental master plot obtained using the data of

Miyaki and Fujita [1981].

Returning to the choice of the value of z∗ in this section, it is observed that for



4.2. Chain models 82

the range of polymer molecular weights currently available, values of z lie between

0 (the value for the theta state) and 10 for most experimental systems [Miyaki and

Fujita, 1981; Schäfer, 1999; Yamakawa, 1971]. Here, a value of z∗ = 1/
√

20 = 0.2236

corresponding to z = 1 is chosen. Although this appears to be a small value, as will

be shown shortly, the effect of EV interactions is significant even with this choice.

The parameter d∗ is set to unity, since it has been observed that for chains with

N = 20, a choice of d∗ ≈ 1 results in the maximum influence of EV when z = 1

[Kumar and Prakash, 2003].

4.2.2 Modulation ratios

Keeping in mind the earlier observations of the simple nature of the coupling between

the nonlinear phenomena in the case of the dumbbell model, it is useful to define the

following ratios. For a given κ∗ and at any instant t∗, it is expected that any property

π predicted by a bead-spring chain model of with known N and with d∗ = 1, would

in general depend on the parameters h∗, z∗, and b, and therefore π = π(h∗, z∗, b).

The ratio, σπ, quantifies the value of the property π due to the inclusion of EV

and HI, relative to its value in a model in which both effects are absent i.e z∗ = 0

and h∗ = 0. Using the notation πfe to represent π(0, 0, b),

σπ(z∗, h∗, b) ≡ π(z∗, h∗, b)

πfe
. (4.20)

As b → ∞, πfe approaches the value of π predicted by the Rouse model, which is

denoted as πR = π(0, 0,∞). The value of σπ for models using Hookean springs is

therefore independent of b, and σπ,∞(z∗, h∗) ≡ π(z∗, h∗,∞)/πR. Similar ratios may

be defined for models featuring either EV or HI, but not both. For a free-draining

model (h∗ = 0) in a good solvent (z∗ 6= 0), the σπ ratio is independent of h∗ and is

represented as ξπ, where

ξπ(z∗, b) ≡ π(z∗, 0, b)

πFE
. (4.21)
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For a model for the θ-state (z∗ = 0) but incorporating HI,

χπ(h∗, b) ≡ π(0, h∗, b)

πFE
. (4.22)

The ratios ξπ,∞(z∗) and χπ,∞(h∗) may be correspondingly defined for models with

Hookean springs, and are independent of b.

In the subsequent discussion, the subscripts π and ∞ will be dropped while

describing qualitative features that are generally valid. In addition, since the ratios

defined above appear to “modulate” the prediction of a plain FENE model to give

the result of a model incorporating long-range interactions, the ratios σ, ξ and χ

will be referred to as “modulation ratios”.

4.2.3 Multiplicative decoupling of nonlinear phenomena

Figure 4.7 shows the dependence of the modulation ratios for the steady-state mean-

squared end-to-end distance, i.e. π = R∗ 2
e , with the dimensionless shear-rate, γ̇∗.

The modulation ratios for this property are identified with an “R” in subscript.

From Fig. 4.7, it is evident that the values of z∗ and h∗ chosen here cause significant

changes in property values of the properties, demonstrating that these parameter

values are representative of strong EV and HI effects.

As expected, the ξ ratios are greater than unity, reflecting the fact that EV

causes a swelling the overall chain dimensions. On the other hand, the χ ratios

are close to unity at small shear-rates (since HI has no influence on the equilibrium

R∗ 2
e ), but decrease rapidly at moderate shear-rates (β ∼ 1). This is explained by the

reduction in the drag forces experienced by the beads in the interior of a polymer

coil as a consequence of the partial screening of the solvent velocity field caused by

HI. Hence, a chain with HI deforms to a lesser extent than a free-draining chain in

a shear flow. As shear-rate increases further, however, and the chain expands, the

influences of both EV and HI diminish, and the ratios approach unity. Interestingly,

it is seen that to a good extent, ξR ≈ ξR,∞, and χR ≈ χR,∞, indicating that FE

has no significant influence on the ratios, for values of b in the range 50 ≤ b <∞.

In Fig. 4.7 (c), the modulation ratio σR (solid circles), which measures the com-

bined influence of EV and HI in a finitely extensible chain, has a value greater than
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Figure 4.7: steady-state modulation ratios for the mean-squared end-to-end dis-
tance, versus the dimensionless shear-rate, γ̇∗. In (c), σ̃R = ξR χR and σ̃R,∞ =
ξR,∞ χR,∞.

1 at low shear-rates, but quickly decreases below unity, indicating that the influence

of HI dominates with increasing shear-rate. This shows that, although EV and HI

have opposing influences on the overall behaviour of the chain [De Gennes, 1979],

they may not always cancel out each other. What is noticeable, however, is that

the values of σ̃R = ξR χR calculated using the ratios shown in Figs. 4.7 (a) and

(b) are quite close to σR for the entire range of shear-rates considered. Further,

recalling the earlier observation that b has little influence on ξR and χR, plotting

σ̃R,∞ = ξR,∞ χR,∞ on the same Figure shows that, to a reasonable extent, this
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product is also reasonably close to σR for all shear-rates.

Based on these observations for R∗ 2
e , one could conjecture that an exact property

π ≡ σπ π
FE [Eq. (4.20)] predicted by a model incorporating EV, HI and FE, can be

approximated as follows:

π(z∗, h∗, b) = ξπ(z∗, b)χπ(h∗, b)πFE(b). (4.23)

This equation indicates that the combined influence of EV and HI is separable into

the independent factors ξπ and χπ. These functions are, however, dependent on

b. Thus, this approximation achieves partial separation of the three nonlinearities,

and will be referred to as the “PS” approximation in the rest of this article. An

even stronger statement can be made in light of the results Figs. 4.7 (a) and (b) by

replacing ξπ and χπ by ξπ,∞ and χπ,∞ in the equation above, whereby

π(z∗, h∗, b) = ξπ,∞(z∗)χπ,∞(h∗)πFE(b). (4.24)

This approximation assumes that the influences of EV, HI and FE are fully separable

(“FS”), with the contribution due to FE being the prediction of the plain FENE

model. Figure (4.8) compares the predictions of the two approximations above for

R∗ 2
e , and it is seen that the deviations from the exact results are small relative to

the overall scale of the plot.

An advantage of relations such as those above is that one can use simpler models

as “building blocks” to approximate the complete model. For example, in Eq. (4.24),

ξ∞ and χ∞ can be evaluated using Rouse chains with EV and HI, respectively,

while πFE is the property predicted by a plain FENE model. Although this may

offer no significant improvement from a simulation perspective, since it entails the

simulation of three separate models in the place of one, this feature can nevertheless

be exploited in the development of approximation schemes: it is sufficient to develop

good approximations for each of the simpler individual cases, and then combine

their predictions to approximate the complete model. Exact results from Brownian

dynamics simulations are used to further examine the efficacy of the approximations

above.

Considering the predictions for the steady-state rheological properties, η∗p and
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Figure 4.8: Comparison of the predictions of the approximations, with exact results
for steady-state dimensionless mean-squared end-to-end distance versus the dimen-
sionless shear-rate, γ̇∗. The “∗” symbols represent exact simulation results for a
FENE chain with no interactions and the curve has been drawn to guide the eye.
The “PS” in the legend refers to the approximation introduced in Eq. (4.23), while
“FS” corresponds to Eq. (4.24). The rest of the notation used in the legend has
been introduced in Fig. 4.7.

Ψ∗
1 in Figs. 4.9 and 4.10 respectively, it is seen that both the approximations per-

form well. Predictions using the PS approximation (grey diamonds) are in closer

agreement with the exact results (black circles), than those of the FS approximation

(open diamonds). In the case of the second normal-stress difference coefficient Ψ∗
2,

however, the modulation ratios are undefined, since Ψ∗
2 = 0 at the steady-state,

in any model with h∗ = 0. Since this property is relatively small and difficult to

measure experimentally, it is not considered any further in this Chapter.

Since the FS approximation is obtained by replacing σ̃ with σ̃∞, the deviation

of this approximation indicates the extent to which FE modifies the ratios ξ and

χ. For instance, Figs. 4.9 and 4.10 show that at the high shear-rate of γ̇∗ = 1, the

results obtained using the FS approximation are practically the same as the plain

FENE results. This results from the fact that ξ∞ and χ∞ are very close to unity at
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Figure 4.9: Comparison of the predictions of the approximations, with exact results
for the dimensionless viscosity. The curves through the plain FENE results have
been drawn to guide the eye.
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Figure 4.10: Comparison of the predictions of the approximations, with exact results
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the plain FENE results have been drawn to guide the eye.
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Figure 4.11: Comparison of the predictions of the approximations with exact results
for transient growth of dimensionless shear viscosity on the sudden imposition of a
constant shear-rate. The error bars are roughly of the same size, or smaller than
the symbols used, and have been omitted for clarity.

very high shear-rates. On the other hand, the prediction of the PS approximation

is below that of the FS approximation in both Fig. 4.9 and 4.10, indicating that

ξ χ < ξ∞ χ∞ for η∗p and Ψ∗
1.

Figure 4.11 shows results for the transient behaviour of the viscosity on the

sudden imposition of a constant value of the shear-rate in the nonlinear regime.

The growth in the viscosity is characterized by a large overshoot in the plain FENE

model [Doyle and Shaqfeh, 1998; Herrchen and Öttinger, 1997; van den Brule, 1993].

Inclusion of EV in the model tends to increase this overshoot, whereas HI attenuates

it strongly (not shown). For the parameter values considered in Fig. 4.11, HI is the

dominant effect, resulting in a smaller overshoot than the plain FENE model. The

PS approximation does well in predicting this strong attenuation of the overshoot

and is in good agreement with the exact results, whereas the FS approximation is

only moderately successful. The influence of HI on the overshoot in η∗p and Ψ∗
1 is

examined in greater detail in Chapter 6.
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Figure 4.12: Comparison of the predictions of the approximations with exact results,
for transient growth of dimensionless elongational viscosity, versus the Hencky strain
ε = ε̇∗t∗.

In elongational flows, it is well known that chains with Hookean springs do not

reach a steady-state when the Weissenberg number Wi is greater than the critical

value at which the coil-stretch transition occurs, Wic. For such values of Wi, an

alternative definition of the ratios σπ,∞, ξπ,∞ and χπ,∞ is used where a reasonably

large value of b is taken to be a “reference” value, and the following assignment is

made: σπ,∞ = σπ(z∗, h∗, bref). The ratios ξπ,∞ and χπ,∞ are analogously defined. To

avoid introducing any new notation, the subscript “∞” here implies a model with

b = bref. The results shown below have been obtained with bref = 500.

For the transient growth of the elongational viscosity on sudden imposition of

uniaxial extensional flow at a dimensionless elongation rate ε̇∗ = 1, it is observed in

Fig. 4.12 that although the agreement of the PS approximation with the exact results

is excellent, the FS approximation does rather poorly, and is in fact worse than

the plain FENE model for a large portion of the initial growth. These qualitative

features are not expected to change significantly at higher elongation rates, since all

the transient elongational viscosity curves begin to collapse on to a unique envelope
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Figure 4.13: Comparison of the predictions of the approximations with exact results,
for transient growth of dimensionless elongational viscosity, at ε̇∗ = 0.01.

as the elongation rate increases, and for N = 20 the curve for ε̇∗ = 1 is already

close to this envelope (not shown). At a low strain rate (Fig. 4.13), however, even

the PS approximation begins to break down at large values of the Hencky strain.

This is unexpected, because in the case of shear flows, it was observed that both

the approximations performed well at low shear-rates, closer to linear viscoelastic

regime.

These differences are further highlighted when the modulation ratios are exam-

ined (Fig. 4.14). A significant difference between this case and all the other situations

examined earlier, is that the modulation ratios decrease to much smaller values with

increasing strain than before. This stems from the fact that the viscosity of the plain

FENE chain grows to much higher values than that predicted by models with HI,

at this elongation rate, as shown in Fig. 4.14.

An insight into this behaviour is gained by noting that the critical elongation

rate ε̇c for the coil-stretch transition transition depends on whether or not a model

includes HI [Magda et al., 1988]. Hernandez Cifre and Garcia de la Torre [1999]



4.2. Chain models 91

0 2 4 6 8 10
10 -3

10 -2

10 -1

1

ε

σ
η

PS
FS
Exact

−

ε* = 0.01·
N = 20

z*= 0.22,  h* = 0.25 
b = 50

Figure 4.14: Comparison of the predictions of the approximations with exact results,
for transient behaviour of the modulation ratio for elongational viscosity, at ε̇∗ =
0.01.

showed that EV has little effect on the value of ε̇∗c. However, HI plays a more

dominant role in determining ε̇∗c. Hernandez Cifre and Garcia de la Torre found

using simulations of FEBS chains with fluctuating HI that, with or without EV,

ε̇∗HI
c = 1.175N−1.5 , (4.25)

whereas, without HI,

ε̇∗ no HI
c = 2.383N−2. (4.26)

As is well known [Bird et al., 1987b], the Rouse model predicts

ε̇∗Rouse
c = sin2(π/2N) ≈ π2

4
N−2 = 2.467N−2 , for large N , (4.27)

Using Eqs. (4.25) and (4.26) with N = 20, one obtains ε̇∗HI
c = 0.013 and ε̇∗ no HI

c =

7.075× 10−3. Therefore, the results shown in the Figs. 6 and 7 correspond to a case
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where ε̇∗ no HI
c < ε̇∗ < ε̇∗HI

c . As a result, the elongational viscosity for the plain FENE

model grows to much larger values than those predicted by models with HI. The

modulation ratios σ and χ then decrease to very small values, whereas the ξ’s are

close to unity since a model with EV alone has the same ε̇∗c as a plain FENE model.

The behaviour above also suggests that it may be more effective to determine the

modulation ratios and the predictions of the FEBS model without HI and EV at

the same Weissenberg number Wi (Eq. (2.108)), rather than at fixed dimensionless

strain rates.

It was observed in simulations of dumbbells and 6-bead chains that both the

approximations were quite accurate, in shear and extensional flows. In fact, it was

found that for these small values of N , EV and HI appeared to couple additively

[Prabhakar and Prakash, 2002]. This is a result of the fact that the ratios ξ and χ

for low values of N deviate only marginally from unity. Therefore, if ξ = 1 + δEV

and χ = 1+δHI, then σ̃ = ξ χ ≈ 1+δEV+δHI = ξ+χ−1. Thus, it is reasonable to

conclude that these approximations can be used for N ∼ O(10), for all shear-rates,

and for elongation rates that are above Wi HI
c .

The accuracy of the FS approximation as N increases may be estimated by

considering analytical predictions of the asymptotic behaviour of long chains in

the limit N → ∞. Firstly, as pointed out already above, it may be necessary to

calculate the obtain the predictions of the different models at the same Weissenberg

number and strain, rather than the dimensionless strain rate and time. Secondly,

Öttinger [1987b] showed using an approximate model incorporating FE and HI (but

no EV) that at any fixed Weissenberg number and strain, the predictions of FEBS

chain models approach those obtained with Rouse chains as N becomes very large.

In other words, as N becomes large, the modulation ratios χ, ξ and σ approach

predictions with Hookean springs, χ∞, ξ∞ and σ∞.

Furthermore, a Renormalization Group (RG) analysis of Rouse chains with HI

and/ or EV show that at any fixed Weissenberg number, the steady-state rheological

properties in shear flows approach power-law behaviour with respect to N , as N →
∞ [Öttinger, 1989b; Zylka and Öttinger, 1991], and η∗p ∼ N3ν . The exponent ν

is found to be a function of the solvent quality parameter z introduced previously

in Eq. (4.19) in this Chapter, and a “draining parameter”, h ≡ h∗
√
N , which is
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discussed later in Chapter 7. As pointed out earlier, in the absence of EV effects,

z = 0. When z∗ 6= 0, z → ∞ as N → ∞ at a fixed z∗. This limit is commonly

referred to as the “excluded volume limit” [Kumar and Prakash, 2003]. In the

absence of HI, h = 0 for free-draining chains. The limit h → ∞ is attained as

N →∞ with h∗ kept constant, and is referred to “non-draining” limit. The limiting

values for ν calculated from the results of Öttinger [1989b] are shown in Table 4.1.

Table 4.1: The scaling exponent ν predicted by the RG calculations of Öttinger
[1989b]. Viscosity η∗p scales with N as N3ν . Here, z ≡ z∗

√
Ns as in Eq. (4.19) and

h ≡ h∗
√
Ns is the draining parameter.

Model z h ν

Rouse model 0 0 2
3

Theta chains, non-draining limit 0 →∞ 1
2

EV limit, free-draining chains →∞ 0 1
2

+ 5
32

EV limit, non-draining chains →∞ →∞ 1
2

+ 1
16

Combining the observation stated above that the influence of the FE parameter

b vanishes for large N , with the exponents in Table 4.1, one obtains the following

asymptotic scaling relationships as N →∞:

ση → ση,∞ → N−5/16, (4.28)

χη → χη,∞ → N−1/2, (4.29)

ξη → ξη,∞ → N−1/32, (4.30)

σ̃η → σ̃η,∞ = χη,∞ ξη,∞ → N−17/32 . (4.31)

In the FS approximation for chains with Hookean springs, the ratio ση,∞ is replaced

by σ̃η,∞. The relations above indicate that the ratio of σ̃η,∞ to ση,∞ decreases slowly

as N−3/32. In other words, at a fixed Weissenberg number the FS approximations

predictions are estimated to deviate from the exact results for the viscosity roughly

as N−1/10. Since for N = 20 the FS approximation seems to do reasonably well,
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it may be possible to use these approximations even for much larger N . However,

since Ψ∗
1 ∼ N6 ν , the deviations will grow faster as N−1/5 for the first normal stress

difference coefficient.



Chapter 5

Closure approximations:

Governing equations

The Fokker-Planck equation for the configurational distribution function presented

in Chapter 2 is the master equation governing the dynamics of the bead-spring

model. The equivalent Itô stochastic differential equations can be integrated to

directly calculate ensemble averages of interest without formally solving the Fokker-

Planck equation for the distribution function. Although such BD simulations are

computationally intense, exact analytical solutions for the distribution function are

in general unavailable. The crux of the analytical intractability of the Fokker-Planck

equation lies in the nonlinearities due to the spring force, excluded volume and/or hy-

drodynamic interactions. This is seen by considering the exact equation [Eq. (2.104)]

for the evolution of the dimensionless second moment 〈Q∗
i Q

∗
j 〉 for a bead-spring

model in which all three nonlinear phenomena of FE, EV and HI are represented:

〈Q∗
i Q

∗
j 〉(1)

=
d〈Q∗

i Q
∗
j 〉

dt∗
− κ∗ · 〈Q∗

i Q
∗
j 〉 − 〈Q∗

i Q
∗
j 〉 · κ∗t

= −H
∗

4

Ns∑
m=1

〈Q∗
i Q

∗
mξm · Ãmj + Ãim · ξmQ∗

mQ∗
j〉

+
1

4

Ns∑
m,n=1

〈Q∗
i Q

∗
nw

∗
nm · Ãmj + Ãim · w∗

mnQ
∗
nQ

∗
j〉+

1

2
〈Ãij〉 .

(5.1)
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It must be noted here that in this Chapter and for the rest of this thesis, the

notation reverts back to using `s = Rs/
√

3 [Eq. (2.49)] as the basic length scale.

As a result of the nonlinearities in the functions ξ, E and Ω introduced by the

spring force law, EV, and HI respectively, the equation above for 〈Q∗
i Q

∗
j 〉 involves

averages of complicated functions of the connector vectors on the right-hand side.

These averages cannot be expressed as functions of the 〈Q∗
i Q

∗
j 〉 tensors, and require

additional evolution equations of their own, which in turn involve more complicated

averages, and so on. In other words, the evolution equations for the second moments,

and for most other macroscopic averages including the polymer stress tensor τ∗
p, are

not closed with respect to the averages in question.

One approach to generating approximate solutions is to make modifications to

Eq. (5.1) above which lead to a set of closed equations for the second moments

〈Q∗
i Q

∗
j 〉. To be useful, the modifications should also consistently lead to expressions

of all properties of interest, such as those occurring in the Kramer’s expression for

the stress,

τ∗
p = Nsδ−H∗

Ns∑
i=1

〈ξiQ∗
i Q

∗
i 〉+

Ns∑
i,j=1

〈w∗
ijQ

∗
i Q

∗
j〉 , (2.78)

in terms of the approximate second moments 〈Q∗
i Q

∗
j 〉, so that approximate pre-

dictions of the time evolution of macroscopic properties can be obtained. Since

the quality of “closure approximations” cannot be ascertained a priori for arbitrary

flows, it is necessary to test these approximations for a variety of flow situations and

strengths by comparing their predictions with exact results obtained using other

methods, such as BD simulations.

In this Chapter, the governing equations of some closure approximations for

bead-spring models with HI, EV and/or FE are presented. Approximations for

Rouse chains with HI are first discussed in Section 5.2. These approximations are

well known, and the basic aim of this section is to show how the influence of fluc-

tuations in HI are modeled with the well known Gaussian closure approximation.

Approximate treatments of nonlinear forces in the absence of HI are next consid-

ered in Section 5.3. The Gaussian approximation for excluded volume interactions

is first reviewed, and it is shown that the use of this approximation—which accounts
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for the effect of fluctuations in EV interactions—can be interpreted in terms of a

mean-field excluded volume potential. With this insight, a new closure approxi-

mation to handle the FENE nonlinearity is proposed. The resulting “FENE-PG”

approximation is shown to be more general than the widely used FENE-P approx-

imation. Following this, approximate models combining HI with nonlinear forces

are taken up for discussion in Section 5.4. This is first attempted using a Hookean

dumbbell model with EV and HI, and it is shown that the Gaussian approximation

approach needs to be modified in order to ensure that the equilibrium solution is

independent of hydrodynamic interactions. With this modification, an approximate

model is derived that simultaneously incorporates the influence of fluctuations in all

the three nonlinear phenomena of HI, EV and FE. In Section 5.5, some additional

approximations for speeding up calculations are discussed, before concluding with a

brief look in Section 5.6 at the numerical methods used to obtain solutions with the

approximate models.

Before proceeding further, however, it is useful to first consider a few features

that are common to all the closure approximations considered in the present work.

5.1 Common features

In what follows, the dimensionless second moments predicted by the approximations

are denoted as σ∗
ij to distinguish them from the exact second moments 〈Q∗

i Q
∗
j 〉.

In all the approximations considered in this work, the evolution equation for the

second moments has the form

σ∗
ij,(1) = −1

4

Ns∑
m=1

[σ∗
im ·Mmj + M

t

mi · σ∗
mj] +

1

2
Dij . (5.2)

The various approximations studied here differ in their expressions for the dimen-

sionless tensors M ij and Dij. These tensors contain expectations involving the

nonlinearities ξi, Ãij and w∗
ij. However, all these expectations are themselves non-

linear functions of the second moments σ∗
ij. The equations above thus constitute a

set of N2
s coupled, nonlinear ordinary differential equations (ODE’s) for the approx-

imate second moments σ∗
ij. By comparing Eq. (5.2) with Eq. (5.1), it is possible to
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see that the tensors Dij are related to the average 〈Ãij〉. These tensors thus share

the symmetry of the diffusion tensors and Dij = D
t

ji = D
t

ij = Dji.

It is straightforward to show that the following Fokker-Planck equation,

∂ψ̂

∂t∗
= −

Ns∑
i=1

∂

∂Q∗
i

·

{
κ∗ ·Q∗

i −
1

4

Ns∑
j=1

M
t

ji ·Q∗
j

}
ψ̂ +

1

4

Ns∑
i, j=1

Dij :
∂2ψ̂

∂Q∗
i∂Q

∗
j

, (5.3)

leads to the same governing equation for the second moments as in Eq. (5.2). In

other words, the tensors σ∗
ij are the second moments of the distribution function ψ̂

governed by the Fokker-Planck equation in Eq. (5.3). In kinetic theory, approxima-

tions governed by equations of the form above are usually referred to as “mean-field”

approximations [Hütter et al., 2003; Hütter and Öttinger, 1996; Öttinger, 1996a].

An important feature of a mean-field approximation such as those considered here,

is that unlike the Fokker-Planck equation for the original model, the equation above

for the approximations is now nonlinear in ψ̂ through its dependence on its expec-

tations, but is linear with respect the connector vectors Q∗
i .

It is well known that if the 3Ns× 3Ns block-matrix whose 3× 3 blocks comprise

the tensors Dij is positive-definite, the solution to a Fokker-Planck equation of the

form shown above is a multi-variate Gaussian [Öttinger, 1987b],

ψ̂ = N exp

[
−1

2

Ns∑
i,j=1

Q∗
i · ρ∗

ij ·Q∗
j

]
, (5.4)

where N is a normalization factor, and the tensors ρ∗
ij are related to the second

moments σ∗
ij of the Gaussian distribution ψ̂ through the following set of equations

Ns∑
m=1

σ∗
im · ρ∗

mj = δijδ . (5.5)

Since Eq. (5.2) is completely expressed in terms of the tensors σ∗
ij alone, on obtaining

these tensors at time t∗ after integrating Eq. (5.2), Eq. (5.5) can be treated as a set

of N2
s linear algebraic equations for the tensors ρ∗

ij, and therefore, as is well known,

the Gaussian distribution ψ̂ is completely specified once its second moments σ∗
ij are

known. It is usually not required to explicitly calculate the tensors ρ∗
ij, and Eq. (5.5)
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above is used in algebraic manipulations to eliminate the ρ∗
ij tensors in favour of the

σ∗
ij tensors.

The Gaussian nature of the approximate probability distribution is the key to

achieving closure of Eq. (5.1), since the known form of the distribution and its

well studied properties can be used to reduce some of the complicated expectations

occurring in the original equation for the second moments, and in the equation

for the stress [Eq. (2.78)], to algebraic functions of the second moments σ∗
ij. An

important property of Gaussian distributions is Wick’s decomposition rule. For any

Gaussian random variable x with mean 〈x〉 = 0, given a function f(x),

〈xf(x)〉 = 〈xx〉 · 〈∂f
∂x
〉 = 〈∂f

∂x
〉 · 〈xx〉 , (5.6)

provided the expectation 〈∂f/∂x〉 exists for the Gaussian distribution, ψ̂.

While developing closure approximations, it is desirable to retain the indepen-

dence of the exact solution at equilibrium from the HI parameter h∗. The equi-

librium solution of Eq. (5.2) is obtained by setting the convected derivative on the

left-hand side of that equation to 0. The isotropic conditions at equilibrium imply

that σ∗
ij, eq = σ∗ij, eqδ, M ij, eq = M ij, eqδ = M ji, eqδ, and Dij, eq = Dij, eqδ. Using

these results, Eq. (5.2) can be reduced to

0 = −1

4

Ns∑
m=1

[σ∗im, eqMmj, eq +M im, eqσ
∗
mj, eq] +

1

2
Dij, eq . (5.7)

As stated earlier, the quantities Dij, eq are obtained by averaging the diffusion ten-

sors. In the approximations considered in this work, the Ns × Ns matrix whose

elements are Dij, eq is symmetric and positive definite. Denoting the (i, j)-th ele-

ment of the inverse of the matrix consisting of the Dij, eq’s as D
−1

ij, eq, Eq. (5.7) above

can be written as

0 =
Ns∑

m=1

[UimDmj, eq +Dim, eq Umj] , (5.8)
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where,

Uij ≡
Ns∑

k,l =1

σ∗ik, eqMkl, eqD
−1

lj, eq − δij . (5.9)

Equation (5.8) is a homogeneous linear equation for the quantities Uij, whose unique

solution for all i, j = 1, . . . , Ns is,

Uij = 0 .

(5.10)

Therefore, using Eq. (5.9), one obtains

Ns∑
k,l =1

σ∗ik, eqMkl, eqD
−1

lj, eq = δij , (5.11)

or,

Ns∑
m=1

M im, eqD
−1

mj, eq = ρ∗ij, eq . (5.12)

Thus, it is evident that σ∗ij, eq, and hence the Gaussian distribution at equilibrium

in the closure approximations, will be independent of the parameter h∗ only if the

left-hand side of Eq. (5.12) above is independent of that parameter. As shall be

shown in this Chapter, not all closure approximations lead to h∗-independent second

moments.

With this background in mind, the details of the closure approximations used in

this study are presented below. Section 5.2 reviews some well known approximations

for treating HI. The approximations in Section 5.2 are outlined for Rouse chains, in

the absence of complexities arising from FE and EV effects. In Section 5.3, approx-

imations for free-draining chains without HI are considered. The approximations

for HI, EV and FE are then brought together in Section 5.4. In spite of the gains

in computational efficiency with the closure approximations, it is still not possible

to explore the behaviour of very long chains. Further improvements in speed can
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be achieved by reducing the number of equations to be integrated by employing ad-

ditional diagonalization assumptions. The equations for these approximations are

derived for chains without EV interactions in Section 5.5. Finally, the numerical

methods used in the calculations performed in this study are briefly discussed in

Section 5.6.

5.2 Rouse chains with hydrodynamic interactions

As discussed in Chapter 2, with `s = Rs/
√

3, H∗ = H `2s/kbT = 1 for Rouse chains.

In the absence of EV interactions Eqs. (5.1) and Eq. (2.78) above reduce respectively

to

〈Q∗
i Q

∗
j 〉(1)

= −1

4

Ns∑
m=1

〈Q∗
i Q

∗
m · Ãmj + Ãim ·Q∗

mQ∗
j〉+

1

2
〈Ãij〉 , (5.13)

and

τ∗
p = Nsδ−

Ns∑
i=1

σ∗
ii . (5.14)

Thus, for Rouse chains, the polymer stress is directly related to the second moments

of the distribution. A good starting point for discussing closure approximations for

bead-spring models in general, and for chains with HI in particular, is the Zimm

model.

5.2.1 Equilibrium Averaging: The Zimm model

Following Kirkwood and Riseman’s [1948] treatment of hydrodynamic interactions

in bead-rod chains, Zimm introduced “equilibrium-averaging” 1 of hydrodynamic

interactions, which involves replacing the tensor Ωνµ with its equilibrium average

1In much of the earlier literature on closure approximations, the word “preaveraging” is generally
used. In this thesis, this term is avoided, and the kind of averaging used is explicitly stated. The
replacement of fluctuating nonlinearities by averages of any kind are generally referred to as “mean-
field” approximations.



5.2. Approximations for HI 102

〈Ωνµ〉eq =
∫

ΩνµPeq(rµν) drµν , where Peq(rµν) is the equilibrium probability distri-

bution for the displacement rµν = rν − rµ between the ν-th and µ-th beads. In the

absence of EV interactions, the equilibrium distribution for chains with Hookean

springs is a Gaussian distribution for which (in dimensional terms)

σij, eq = δij `
2
sδ , (5.15)

where `s = `h =
√
kbT/H for Hookean springs. The displacement rµν is related to

the connector vectors through [Eq. (2.26)],

rµν =
Ns∑
i=1

∆Θi
µνQi . (5.16)

Since rµν is a linear combinations of the connector vectors, Peq(rµν) is also a

Gaussian distribution whose variance

Sµν, eq ≡ 〈rµνrµν〉eq =
Ns∑

i,j=1

∆Θij
µνσij, eq = |ν − µ| `2sδ . (5.17)

Although the Oseen-Burgers description of HI is known to be inaccurate when

the pair-wise separation of beads is comparable to the size of the beads, in the

development of closure approximations for chains with HI, it is especially advan-

tageous to use the Oseen-Burgers definition of the HI tensor. A deeper reason for

this choice is that the hydrodynamic behaviour of long polymer chains is dominated

by the interactions between non-adjacent beads. On an average, for large values of

N , the separation between most non-adjacent bead pairs is much larger than their

sizes. Since the strength of HI decreases slowly as the reciprocal of the inter-bead

separation, it is the long (spatial) range nature of the interaction that is important

to the accuracy of approximations. Therefore, the short-range inaccuracy of the

Oseen-Burgers description is relatively unimportant [Öttinger, 1987a; Zimm, 1980].

The Oseen-Burgers form of the HI tensor can be derived as the Greens function

of the linearized Navier-Stokes equation, and can hence be represented as [Doi and
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Edwards, 1986]

Ω(r) =
1

(2π)3ηs

∫
1

k2

(
δ− kk

k2

)
eik · r dk , (5.18)

where, in the context of polymer molecules, r is the displacement between a pair of

hydrodynamically interacting points on the chain. Using this in conjunction with

the Gaussian equilibrium probability distribution function Peq leads to [Bird et al.,

1987b]

〈Ωµν〉eq =
2

3(2π)3/2ηs

1

`2s
√
|ν − µ|

δ . (5.19)

Substituting this result in the definition of the diffusion tensors leads to a modified

diffusion tensor given by

〈Ã〉ij, eq = Ãijδ =

[
Aij +

2 ζ

3(2π)3/2ηs

1

`s

(
2√
|i− j|

− 1√
|i− j + 1|

− 1√
|i− j − 1|

)]
δ,

(5.20)

where the convention 1/
√

0 = 0 is used. The Ns×Ns matrix formed by Ãij is known

as the modified Rouse matrix [Bird et al., 1987b]. This result also points naturally

to the definition of a dimensionless hydrodynamic interaction parameter h∗ as

h∗ =
ζ

6π3/2ηs `s
=

a√
π `s

. (5.21)

where, in this context, `2s = `2h. With this definition, Eq. (5.20) can be recast as

〈Ã〉ij, eq = Ãijδ =

[
Aij +

√
2h∗

(
2√
|i− j|

− 1√
|i− j + 1|

− 1√
|i− j − 1|

)]
δ.

(5.22)
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The following governing equation for the Zimm model is the obtained by replac-

ing Ãij with Ãijδ for all i, j = 1, . . . , Ns in Eq. (5.13):

σ∗
ij,(1) = −1

4

Ns∑
m=1

[σ∗
imÃmj + Ãimσ∗

mj] +
1

2
Ãijδ . (5.23)

Since the elements of the modified Rouse matrix Ãim are constants, the right-hand

side of the equation above depends solely on the second moments σ∗
ij, and closure

is thus achieved. Comparing Eq. (5.23) with Eq. (5.2), it is clear that for the Zimm

model, M ij = Dij = Ãijδ. Moreover, this equality immediately leads to ρ∗
ij, eq =

δijδ at equilibrium [Eq. (5.12)], from which one trivially obtains the equilibrium

second moments σ∗
ij, eq = δijδ, which are in fact the exact second moments of the

equilibrium distribution for Rouse chains. Starting with these equilibrium initial

conditions, the evolution of the stress in unsteady flows can be computed after

integrating the set of ODE’s in Eq. (5.23) above.

The predictions of linear viscoelastic properties of dilute solutions under theta

conditions with the Zimm model are in good agreement with experimental data

[Johnson et al., 1970; Sahouani and Lodge, 1992; Yamakawa, 1971]. This model

successfully reproduces the experimentally observed molecular weight scaling of lin-

ear viscoelastic properties in theta solutions, and clearly establishes HI as a key

phenomenon in the dynamics of dilute polymer solutions. However, the equilibrium-

averaging of HI in the Zimm model results in predictions of shear-rate independent

steady-state viscosity, ηp, and first normal stress difference coefficient, Ψ1. This

contrasts with experiment in which ηp, [Noda et al., 1968] and Ψ1 [Gupta et al.,

2000; Hsieh and Larson, 2004] are observed to depend on shear-rate.

5.2.2 Consistent-averaging of HI

Fixman [1966b] showed that shear-rate dependent material functions could be ob-

tained by using non-equilibrium averages of the hydrodynamic interaction tensors,

instead of the equilibrium averages. Fixman used a “boson-operator” formalism

along with additional approximations (discussed in greater detail in Section 5.5)



5.2. Approximations for HI 105

to directly solve the modified Fokker-Planck equation for the approximate prob-

ability distribution, and obtained numerical results using an iterative technique

[Magda et al., 1988]. Öttinger [1987a] used the same idea of non-equilibrium aver-

aged HI tensors, but avoided the additional approximations and the complexities of

the boson-operator technique by considering evolution equations for the second mo-

ments. Öttinger’s treatment of “consistently-averaged” HI is followed in this study

due to its conceptual simplicity, and is reproduced below.

Öttinger pointed out that the replacement of the configuration dependent diffu-

sion tensors Ãij in Eq. (5.13) with their averages Aij ≡ 〈Ãij〉 calculated consistently

using the non-equilibrium distribution function leads to the following equation for

the second moments

σ∗
ij,(1) = −1

4

Ns∑
m=1

[σ∗
im ·Amj + Aim · σ∗

mj] +
1

2
Aij . (5.24)

In the equation above, the averages Aij are assumed to be calculated “consistently”,

that is, with respect to the approximate distribution ψ̂. Thus, in this approximation,

M ij = Dij = Aij [Eq. (5.2)].

The definition of Ãij in Eq. (2.8) shows that any averaged version of the diffusion

tensors requires averaging of the HI tensors. Since the modified distribution ψ̂ for

the connector vectors is a Gaussian, the corresponding distribution P̂ (rµν) for the

(dimensional) displacement rµν is also a Gaussian of the form:

P̂ (rµν) =
1√

(2π)3 det[Sµν ]
exp

[
−1

2
S−1

µν : rµνrµν

]
, (5.25)

where Sµν ≡ 〈rµνrµν〉 is the variance of the non-equilibrium Gaussian probability

distribution P̂ .

At this juncture, it is useful to introduce the following second-rank function of

a second-rank tensor s [Öttinger, 1987a; Zylka and Öttinger, 1991]

H(s) ≡ 3

2(2π)3/2

∫
1

k2

(
δ− kk

k2

)
exp(−1

2
kk : s) dk . (5.26)
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The function H has the following important properties:

H = Ht , (5.27)

H(δ) = δ , (5.28)

and,

H(λs) = λ−1/2H(s) . (5.29)

The average of the HI tensor Ω(rµν) evaluated with P̂ can be expressed in terms of

the H function:

〈ζΩ〉 =
2 ζ

3(2π)3/2ηs

H(Sµν) ,

=
√

2h∗H(S∗
µν) , (5.30)

where S∗
µν ≡ (1/ `2s)Sµν is the dimensionless variance of the Gaussian distribution

P̂ .

Using the equations above, the diffusion tensors Aij in the model with consis-

tently averaged HI can be expressed as

Aij ≡ 〈Ãij〉 = Aijδ +
√

2h∗ [Hij + Hi+1, j+1 −Hi+1, j −Hi, j+1] , (5.31)

where Hµν denotes H(S∗
µν). As in Eq. (5.17), the dimensionless variances S∗

µν can

be written as linear combinations of the second moment tensors σ∗
ij,

S∗
µν =

Ns∑
i,j=1

∆Θij
µνσ

∗
ij , (5.32)

and hence the consistently-averaged diffusion tensors Aij are all functions of the

second moment tensors alone. At equilibrium, for bead-spring chains without EV

interactions, S∗
µν, eq = |ν − µ|δ. Therefore, exploiting the properties of the HI func-

tion in Eqs. (5.28) and (5.29), one obtains H(S∗
νµ, eq) = |ν − µ|−1/2δ. Substituting

this result in Eq. (5.31) recovers the equilibrium-averaged result in Eq. (5.22). The
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equilibrium distribution obtained with consistently-averaged approximation is the

same as that obtained in the Zimm model.

The predictions of this model (also called the “Generalized-Zimm” model) have

been extensively analyzed by Öttinger [1987a]. It is straightforward to show that, for

Rouse chains, the second moment equations with the consistent-averaging approxi-

mation are identical with those obtained with equilibrium-averaging up to first order

in the velocity gradient (see Appendix A). Therefore, the values of the zero-shear-

rate viscosity predicted with both the approximations are the same. In addition,

Öttinger has also shown that the predictions of Ψ∗
1,0 are equal. However, a non-

zero positive value of Ψ∗
2,0 is predicted with the consistent-averaging approximation,

whereas the Zimm model predicts Ψ∗
2 = 0 at all shear-rates. As remarked earlier,

consistent-averaging of HI leads to shear-rate dependent predictions for the steady-

state properties η∗p, Ψ∗
1, and Ψ∗

2. Thus, the approximation represents an improvement

over the original Zimm model.

An interesting prediction of this model is that the steady-state predictions for ηp

and Ψ1 in shear are non-monotonic functions of the shear-rate. For chains with finite

N , these properties decrease (“shear-thinning”) from their linear viscoelastic plateau

values at moderate shear-rates, before reaching a minimum followed by an upturn

(“shear-thickening”) and an eventual levelling-off at large shear-rates. With larger

values of N , the predicted shear-thickening becomes increasingly prominent. This

behaviour is discussed in greater detail in the following Chapter. Zylka [1991] showed

however that predictions for η∗p and Ψ∗
1 for steady shear flows using consistently-

averaged HI are only in qualitative agreement with the results of BD simulations,

whereas the “Gaussian approximation” describd below is much more accurate at

high shear-rates.

5.2.3 Gaussian approximation for HI

Noting that the replacement of the diffusion tensors Ãij with their averages Aij in

the consistent-averaging approximation ignores the influence of fluctuations in HI,

Öttinger [1989a] and Wedgewood [1989] suggested the “Gaussian approximation” to

study the effect of fluctuations in HI. This approximation has recently been shown

[Ilg et al., 2002] to be a special case of a more general approach.
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In this latter approach, the macroscopic behaviour of the dilute polymer solu-

tion is sought to be completely described in terms of a set of n macroscopic “state

variables”, which are in general linear functionals of the original distribution func-

tion. A typical choice for the state variables is the second- and/or higher-order

moments of the original distribution function. Using some criteria, a distribution

function of known form having n unknown parameters is used to approximate the

original distribution function. Equations relating the parameters in this approxi-

mate canonical distribution function (CDF) to the state variables are then obtained

by formally requiring that the predictions of the state variables using the CDF be

equal in value to those obtained with the original distribution. As a consequence of

this, the original n parameters in the CDF are expressible in terms of the n state

variables. Finally, the specific mathematical properties of the CDF are exploited to

simplify the complicated averages on the right-hand sides of the evolution equations

for the state variables. The choice of the CDF is thus guided by the simplifications

that can be made through its use. The resulting evolution equations so obtained

are closed with respect to the n parameters of the CDF. The formal connection

between the state variables and the parameters of the CDF then implies that the

evolution equations are also closed with respect to the state variables. All other

ensemble averages, such as the stress tensor, are evaluated using the CDF, and are

hence expressible as functions entirely of the parameters of the CDF, and there-

fore the state variables. Therefore, after integrating the evolution equations for the

state variables, the time variation of the other macroscopic properties of the system

can be calculated. A simple introduction to the idea of using CDF’s for developing

closure approximations for polymer kinetic theory models is given by Lielens et al.

[1998].

Choosing the N2
s second moments of the distribution as the state variables and a

Gaussian distribution as the CDF leads to the Gaussian approximation of Öttinger

and Wedgewood. This choice permits the use of Eq. (5.6) to decompose the com-

plicated averages occurring in the equation for the second moment into functions of

the second moments, thus enabling closure. The central motivation for the Gaussian

approximation however goes beyond algebraic simplification. In Eq. (5.13), (and its

more general version Eq. (5.1)), one encounters averages of the form 〈xxf(x)〉,



5.2. Approximations for HI 109

where x is the random variable of interest, and f is a nonlinear function of x. The

consistent-averaging replacement of f with its average 〈f〉, neglects fluctuations in

f , and gives

〈xxf〉 = 〈xx〉〈f〉. (5.33)

If the true distribution had indeed been a Gaussian, applying the Wick’s decompo-

sition rule [Eq. (5.6)] leads to

〈xxf〉 = 〈xx〉〈f〉+ 〈xx〉 · 〈∂f
∂x

x〉 . (5.34)

Thus, for a true distribution that is Gaussian, it is seen that fluctuations in f are

accounted for by the second term on the right-hand side of the equation above.

Therefore, replacing all averages of the form 〈xxf〉 occurring in Eq. (5.13) with the

terms on the right-hand side of the equation above, will result in an exact solution

for the second moments if the true distribution is a Gaussian. The exact non-

equilibrium solution of the original Fokker-Planck equation for Rouse chains with

HI is in fact non-Gaussian. Nevertheless, the Gaussian approximation accounts for

fluctuations in the nonlinearity introduced by HI in an approximate sense.

Turning to the details of the approximation for Rouse chains with HI and no EV,

the decomposition of the average 〈Q∗
i Q

∗
m · Ãmj〉 in Eq. (5.13) can be obtained be

considering the general (dimensional) average 〈QiζΩνµQj〉, which is resolved using

the Wick’s theorem as follows [Öttinger, 1989a]:

〈QiζΩνµQj〉 =
Ns∑
l=1

〈QiQl 〉 · 〈
∂

∂Ql

(ζΩνµQj)〉,

= 〈Qi〈ζΩνµ〉Qj〉+
Ns∑
l=1

〈QiQl 〉 · 〈
∂(ζΩνµ)

∂Ql

Qj〉,

= 〈Qi〈ζΩνµ〉Qj〉+ 〈Qirµν〉 · 〈
∂(ζΩνµ)

∂rµν

rµν〉 · S−1
µν · 〈rµνQj〉 . (5.35)
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Introducing the fourth-rank function of a second-rank tensor s [Zylka, 1991]

K(s) ≡ −2

(2π)3/2

∫
1

k2
k

(
δ− kk

k2

)
k exp(−1

2
kk : s) dk , (5.36)

it is possible to show that using Eq. (5.18) that

〈∂(ζΩνµ)

∂rµν

〉 =
ζ

2(2π)3/2ηs

K(Sµν) · Sµν . (5.37)

Like the H function introduced earlier in Eq. (5.26), the K function is also a

homogeneous function, and

K(λs) = λ−3/2K(s) . (5.38)

The result derived in Eq. (5.35) can be expressed in the following dimensionless

form in terms of the H and K functions:

〈Q∗
i ζΩνµQ

∗
j〉 =

√
2h∗〈Q∗

i H(S∗
µν)Q

∗
i 〉+

3
√

2h∗

4
〈Q∗

i r
∗
µν〉 ·K(S∗

µν) · 〈r∗µνQ
∗
j〉 .

(5.39)

The first term on the right-hand side of the last line of Eq. (5.39) above containing

the H function arises from the average of the HI tensor, while the term containing

the K function accounts for the influence of the fluctuations in the HI tensor.

Using these results, the governing equation for the dimensionless second moments

in the Gaussian approximation for Rouse chains with HI can be obtained as

σ∗
ij,(1) = −1

4

Ns∑
m=1

[
σ∗

im · (Amj + ∆mj) + (Aim + ∆t
mi) · σ∗

mj

]
+

1

2
Aij , (5.40)

where the dimensionless tensors

∆pq ≡
Ns∑

r,s=1

Γps
rq : σ∗

sr,
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and,

∆t
pq =

Ns∑
r,s=1

σ∗
rs : Γsp

qr , (5.41)

with

Γps
rq ≡

3
√

2h∗

4
[∆Θps

rqKrq + ∆Θps
r+1, q+1Kr+1, q+1 −∆Θps

r+1, qKr+1, q −∆Θps
r, q+1Kr, q+1] ,

(5.42)

where Kµν denotes the dimensionless function K(S∗
µν). The inner product of K

with a second-rank tensor a is defined in component form as

(K : a)αβ =
3∑

γ,δ =1

Kαβγδ aδγ, (5.43)

and,

(a : K)αβ =
3∑

γ,δ =1

aδγ Kγδαβ for α, β = 1,2,3 . (5.44)

Comparing Eq. (5.40) with Eq. (5.24) for the consistent-averaging approxima-

tion, it is seen that the equations are identical except for the appearance of the

tensors ∆ij in the governing equation for the Gaussian approximation, which repre-

sent the contribution of fluctuations in HI to the evolution of the second moments

of the distribution. Further, comparing Eqs. (5.40) and Eq. (5.13) shows that

M ij = Aij + ∆ij , (5.45)

whereas,

Dij = Aij . (5.46)

Thus, in contrast to the Zimm and consistent-averaging approximations, M ij 6= Dij
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in the Gaussian approximation.

Interestingly however, this difference between the M ij and Dij vanishes at equi-

librium. At equilibrium, all the variances S∗
µν are isotropic. As a consequence of

the divergence-free nature of the Oseen-Burgers tensor, (∂/∂r) ·Ω(r) = 0, it can

be shown that using the definitions in Eqs. (5.36) and (5.37) that

K : δ = δ : K = 0 . (5.47)

Using Eqs. (5.47), (5.41) and (5.42) one can thus show that the fluctuation tensors

vanish identically at equilibrium when S∗
µν, eq = |ν − µ|δ. Therefore, the equations

for the second moments obtained at equilibrium with the equilibrium-averaging,

consistent-averaging and Gaussian approximations are identical. It will be shown

later in this Chapter that when EV and/or FE are also included, directly applying

the Gaussian approximation leads to an unphysical dependence of the equilibrium

distribution on h∗.

Although their equilibrium distributions are identical, the predictions of the lin-

ear viscoelastic properties ηp,0, Ψ1,0 and Ψ2,0 with the Gaussian approximation are

found to be different from those obtained with the consistent-averaging approxima-

tion, with Ψ2,0 being negative in comparison with the positive value predicted by

consistent-averaging of HI. Predictions with this approximation for Rouse chains are

compared with the exact results of BD simulations in the next Chapter.

Hütter and Öttinger [Hütter and Öttinger, 1996; Öttinger, 1996a] have shown

that the Gaussian approximation violates the conventional forms of the fluctuation

dissipation theorems. The origin of this violation is shown in Appendix A to lie in

the inequality of the M ij and Dij tensors away from equilibrium, since the tensors

∆ij are non-zero even for marginal perturbations away from equilibrium. Hütter

and Öttinger, however, suggest that the conventional forms of fluctuation-dissipation

theorems cannot be used directly in models with mean-field interactions, and need

to be suitably modified for such models. Interestingly, the Gaussian approximation

has been shown to possess an important property. For the choice of the second

moments as the state variables, and in all mean-field models in which the total
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potential energy can be expressed as

φ =
Ns∑
i=1

dS

d(Q2)

∣∣∣∣
Q2= tr σii

Q2
i , (5.48)

Ilg et al. [2002] have shown that the Gaussian distribution is the canonical distrib-

ution function that maximizes the non-equilibrium Gibbs entropy.

5.3 Free-draining chains with excluded volume

interactions and/or finite extensibility

In this Section, approximations for handling nonlinearities originating from the in-

tramolecular potential φ are discussed, in the absence of HI. For free-draining chains,

Ãij = Aijδ, and hence from Eq. (5.1), one obtains

〈Q∗
i Q

∗
j 〉(1)

= −H
∗

4

Ns∑
m=1

〈Q∗
i Q

∗
mξm〉Amj + Aim〈ξmQ∗

mQ∗
j〉

+
1

4

Ns∑
m,n=1

〈Q∗
i Q

∗
nw

∗
nm〉Amj + Aim〈w∗

mnQ
∗
nQ

∗
j〉+

1

2
Aijδ .

(5.49)

The equation for the polymer stress is the same as given in Eq. (2.78). To facilitate

the discussion below, the terms contributed to Eq. (2.78) for the polymer stress by

the nonlinear spring force and EV interactions are denoted as τ∗
p

,FE and τ∗
p

,EV,

respectively. Since the effects of FE and EV are represented by independent terms

in Eq. (5.49) above, simplification of each of the terms is taken up separately.

5.3.1 Mean-field excluded volume interactions

Considering the term due to EV interactions first, it is useful to recall some of

the definitions related to this term. The EV nonlinearity w∗
ij is related to the EV
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connector force through

F e, c ∗
j =

∂(φe/kbT )

∂Q∗
j

= −
Ns∑

m=1

w∗
jmQ∗

m . (5.50)

Additionally,

w∗
ij = w∗

ji ≡
N∑

µ, ν=1
µ 6=ν

∆Θij
µν%

∗
µν , (5.51)

where

%∗µν ≡
%µν `

2
s

kbT
≡ −

dE∗
µν

d(r∗ 2
µν )

(5.52)

and is related to the EV force exerted on the ν-th bead by the µ-th bead through

F e ∗
µν = −

∂E∗
µν

∂r∗µν

= 2%∗µνr
∗
µν . (5.53)

An extension of the consistent-averaging idea discussed earlier in the context

of HI to handle the EV nonlinearity suggests the substitution of w∗
jk with its non-

equilibrium average 〈w∗
jk〉. From Eq. (5.51) above, it is seen that the calculation of

this average requires the average 〈%∗µν〉 evaluated with the approximate probability

distribution P̂ (r∗µν) which as observed earlier is a Gaussian in the case of models

with mean-field interactions. In the case of the NGEV potential,

E∗
µν =

z∗

d∗ 3
exp

[
−
r∗ 2
µν

2d∗ 2

]
. (5.54)

and hence

%∗µν = − z∗

2d∗ 5
exp

[
−
r∗ 2
µν

2d∗ 2

]
= −

E∗
µν

2d∗ 2
, (5.55)
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for which it is straightforward to show that the Gaussian average

〈%∗µν〉 = − z∗

2d∗ 2

1√
det [d∗ 2δ + S ∗

µν ]
. (5.56)

As pointed out earlier, one of the motivations for using the NGEV potential is that

it permits analysis of the predictions of the model as the EV potential approaches a

δ-function. With the NGEV potential, this is achieved by considering predictions in

the limit d∗ → 0. However, for finite S∗
µν , the average in the equation above diverges

as d∗ → 0, whereas as observed in the previous Chapter, results of BD simulations

remain well defined as the parameter d∗ approaches this limit.

Prakash and Öttinger [Prakash, 2001a,b, 2002; Prakash and Öttinger, 1999]

avoided this difficulty and instead extended the idea of the Gaussian approxima-

tion to free-draining Rouse dumbbells and chains with NGEV interactions. As in

the case of its application for chains with HI, the approximation involves assum-

ing that the probability distribution function is Gaussian, and then using Wick’s

theorem to decompose the expectation 〈Q∗
i Q

∗
kw

∗
km〉 in Eq. (5.49). Using Eq. (5.51)

above and Eq. (2.26) earlier, it is seen that

Ns∑
k=1

〈Q∗
i Q

∗
kw

∗
km〉 =

N∑
µ, ν=1
µ 6=ν

Ns∑
k=1

∆Θkm
µν 〈Q∗

i Q
∗
k%

∗
µν〉 .

=
N∑

µ, ν=1
µ 6=ν

∆Θm
µν〈Q∗

i r
∗
µν%

∗
µν〉 . (5.57)

Using Eq. (5.53), it is seen that the average on the right-hand side,

〈Q∗
i r

∗
µν%

∗
µν〉 = −1

2

〈
Q∗

i

∂E∗
µν

∂r∗µν

〉
=

1

2

〈
Q∗

i F e ∗
µν

〉
. (5.58)

Invoking the Gaussian approximation, it is straightforward to apply Wick’s decom-

position theorem to show that,〈
Q∗

i

∂E∗
µν

∂r∗µν

〉
= 〈Q∗

i r
∗
µν〉 ·

〈
∂2E∗

µν

∂r∗µνr
∗
µν

〉
. (5.59)
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The expression on the right-hand side could have also been directly obtained if

the following mean-field pair-wise bead EV potential,

E
∗
µν =

1

2

〈
∂2E∗

µν

∂r∗µνr
∗
µν

〉
: r∗µνr

∗
µν , (5.60)

had been used in place of the exact EV potential E∗
µν . In other words, applying the

Gaussian approximation as suggested by Prakash and Öttinger [1999] to simplify

the average due to the EV effect in free-draining chains is equivalent to using the

quadratic mean-field EV potential above, and one thus obtains

〈
Q∗

i

∂E∗
µν

∂r∗µν

〉
=

〈
Q∗

i

∂E
∗
µν

∂r∗µν

〉
. (5.61)

Furthermore, the mean-field EV force exerted on the ν-th bead by the µ-th bead is

therefore

F
e ∗
µν ≡ −

∂E
∗
µν

∂r∗µν

, (5.62)

= −
〈
∂2E∗

µν

∂r∗µνr
∗
µν

〉
· r∗µν . (5.63)

Prakash and Öttinger [1999] point out that Fixman’s [1966a] original boson-

operator approach for a model with δ-function EV interactions also yields a modified

potential of the same form as in Eq. (5.60). Although the Gaussian approximation

for EV has been studied in great detail, the interpretation of the approximation

through the mean-field potential in Eq. (5.60) above has not received much attention

before. This interpretation is shown shortly to be highly useful in constructing

approximations for chains combining nonlinear intramolecular potentials with HI.

Noting that, for any scalar function f of the magnitude of a vector x,

∂f

∂x
= 2

df

d(x2)
x , (5.64)
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and,

∂2f

∂x∂x
= 2

df

d(x2)
δ + 4

d2f

d(x2)2
xx , (5.65)

by comparing Eq. (5.53) with Eq. (5.64) above, the mean-field EV potential in

Eq. (5.60) can be expressed in terms of %∗µν as

E
∗
µν = −

[
〈%∗µν〉δ + 2

〈
d%∗µν

d(r∗ 2
µν )

r∗µνr
∗
µν

〉]
: r∗µνr

∗
µν , (5.66)

The average 〈%∗µν〉 was encountered above in the discussion of consistently-averaging

the EV nonlinearity. The second term within the brackets in the equation above

thus represents the effect of fluctuations in the EV interactions.

Although the development thus far is valid for any EV potential, calculations

are greatly simplified due the Gaussian nature of both the NGEV potential and the

distribution P̂ . Thus, one obtains for the NGEV potential,

E
∗
µν = −z

∗

2
Vµν : r∗µνr

∗
µν , (5.67)

where,

Vµν ≡ V (S∗
µν) ≡

1√
det[d∗ 2δ + S∗

µν ]
[d∗ 2δ + S∗

µν ]
−1 . (5.68)

The mean-field EV force derived using the NGEV potential is therefore

F
e ∗
µν = −

∂E
∗
µν

∂r∗µν

= z∗Vµν · r∗µν . (5.69)

Substituting the original pair-wise EV force F e ∗
µν in Eq. (5.58) with the mean-

field force F
e ∗
µν , leads to the following modification of the EV contribution to the
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equation for second moments, Eq. (5.49):

Ns∑
k=1

〈Q∗
i Q

∗
kw

∗
km〉 =

1

2

N∑
µ, ν=1
µ 6=ν

∆Θm
µν〈Q∗

i F
e ∗
µν〉 ,

=
z∗

2

N∑
µ, ν=1
µ 6=ν

∆Θm
µν〈Q∗

i r
∗
µν〉 · Vµν ,

= z∗
Ns∑

k=1

σ∗
ik · Jkm , (5.70)

where,

Jkm ≡ 1

2

N∑
µ, ν=1
µ 6=ν

∆Θkm
µν Vµν . (5.71)

Further, the mean-field EV connector force is

F
e ,c ∗
j = −1

2

N∑
µ, ν=1
µ 6=ν

F
e ∗
µν∆Θj

µν , (5.72)

= −z
∗

2

N∑
µ, ν=1
µ 6=ν

Vµν · r∗µν∆Θj
µν , (5.73)

= −z∗
Ns∑

k=1

Jjk ·Q∗
k . (5.74)

Here, it may be pointed out that Jij = Jji = Jt
ij. Using these relations, the EV

contribution to the polymer stress is obtained as

τ∗
p

,EV = z∗
Ns∑

i,j =1

σ∗
ij · Jij =

z∗

2

N∑
µ, ν=1
µ 6=ν

S∗
µν · Vµν . (5.75)

In contrast to the consistent averaging treatment of EV considered earlier, Eq. (5.68)
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shows that in the d∗ → 0 limit,

Vµν =
1√

det S∗
µν

S∗−1
µν , (5.76)

remains finite. Therefore, the inclusion of fluctuations in EV interactions is crucial

in obtaining physically meaningful results as d∗ becomes very small. Interestingly,

the equation above shows that in the δ-function limit, the direct EV contribution

to the polymer stress in Eq. (5.75) above becomes isotropic, and hence rheologi-

cally unimportant. Nevertheless, as shown by Prakash and Öttinger, EV exerts its

influence through its contribution to the equations for the second moments in the

Gaussian approximation, which does not vanish as d∗ → 0.

A thorough examination of the Gaussian approximation for free-draining Rouse

chains with the NGEV potential has been carried out by Prakash and co-workers

[Kumar and Prakash, 2003, 2004; Prakash, 2001b, 2002; Prakash and Öttinger, 1999].

Their analysis shows that a perturbation expansion of the governing equations of

the Gaussian approximation in the z∗ parameter yields equations that are identical

to those obtained with a similar expansion constructed with the exact model. In

other words, the Gaussian approximation for EV is exact to first order in z∗. This

important property is also shared by the Gaussian approximation with HI, which is

exact to first order in the HI parameter h∗ [Öttinger and Rabin, 1989]. These studies

have shown that the qualitative features predicted with the approximation for finite

values of N , such as the expansion of the coil size at equilibrium and strong shear-

thinning, mirror the behaviour observed with BD simulations. It is further found

for finite chains that quantitative agreement with exact BD simulations’ results

is obtained only beyond a threshold value of d∗, which depends on the value of

N chosen. Below this value of d∗, the results of BD simulations approach the

Rouse model’s predictions as d∗ → 0. However, predictions with the Gaussian

approximation approach non-Rouse values in this limit.

Nevertheless, the approximation proposed by Prakash and Öttinger can serve

as a useful starting point for closure approximations for bead-spring chain models

with EV. Furthermore, the idea of using the Gaussian approximation to account for

fluctuations in the EV forces can also be applied to other intramolecular potentials,
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including nonlinear spring force laws as shown below.

5.3.2 Mean-field spring forces

Recognizing that in Eq. (5.49),

H∗〈Q∗
i Q

∗
mξm〉 =

〈
Q∗

i

∂S∗
m

∂Q∗
m

〉
, (5.77)

where S∗
m = S(Q∗

m) is a general spring force potential, it is possible in principle to

use the Gaussian approximation and proceed along the same lines as in Eq. (5.69)

to obtain 〈
Q∗

i

∂S∗
m

∂Q∗
m

〉
= σ∗

im ·
〈

∂2S∗
m

∂Q∗
m∂Q

∗
m

〉
, (5.78)

=

〈
Q∗

i

∂S
∗
m

∂Q∗
m

〉
, (5.79)

where the quadratic mean-field spring potential S
∗
m is defined as follows:

S
∗
m ≡ 1

2

〈
∂2S∗

m

∂Q∗
m∂Q

∗
m

〉
: Q∗

mQ∗
m . (5.80)

Further, using ∂S∗
m/∂Q

∗
m = H∗ξmQ∗, and the equation above, one obtains

S
∗
m = H∗

[
〈ξm〉δ +

〈
∂ξm
∂Q∗

m

Q∗
m

〉]
. (5.81)

Using Eq. (5.64), ∂ξm/∂Q
∗
m = 2Q∗

m dξm/d(Q
∗
m

2), and it is seen that the second term

within the brackets on the right-hand side of the equation above has the same form

as the term on the left hand-side of Eq. (5.77). Recursive application of Wick’s

decomposition rule then leads to a series expansion,

S
∗
m = H∗

[
〈ξm〉δ +

∞∑
s=1

2s

〈
dsξm

d(Q∗ 2
m)s

〉
σ∗ s

mm

]
, (5.82)

where σ∗ s
mm denotes the matrix product of s copies of σ∗

mm.

As before the first term within the brackets on the right-hand side of the equation
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above containing 〈ξm〉, the average of the spring force nonlinearity is recognized as

that arising from a consistent-averaging treatment of that nonlinearity, while the

remaining terms accounts for the influence of fluctuations in the spring force. The

expansion above is valid provided the Gaussian averages 〈ξm〉 and 〈dsξm/ d(Q
∗ 2
m)s〉,

exist for all s = 1, . . . ,∞
For FENE springs,

ξm =
1

(1−Q∗ 2
m /b∗)

, (5.83)

and,

dsξm

d(Q∗ 2
m)s

=
s!

b∗ s

1

(1−Q∗ 2
m /b∗)s+1

. (5.84)

The Gaussian averages of these functions do not exist since all of them have non-

integrable singularities atQ∗ 2
m = b∗, whereas the Gaussian distribution has an infinite

range. To make analytical progress, further approximations are necessary and in this

study,

〈ξm〉 is replaced with
1

〈(1−Q∗ 2
m /b∗)〉

(5.85)

and,

〈
dsξm

d(Q∗ 2
m)s

〉
is replaced with

s!

b∗ s

1

〈(1−Q∗ 2
m /b∗)s+1〉

. (5.86)

Although these replacements may result in each of the terms remaining bounded

as long as 〈Q∗ 2
m 〉 = tr σ∗

mm < b∗, the convergence properties of the infinite series

in Eq. (5.82) after making the replacements above need to be analyzed carefully

before the full series is implemented. In this study, only the first term in the infinite

series in Eq. (5.82) is retained to represent spring force fluctuations. Thus for FENE

springs,

H∗〈Q∗
i Q

∗
mξm〉 = H∗σ∗

im ·Lm , (5.87)
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where,

Lm ≡ 1

〈(1−Q∗ 2
m /b∗)〉

δ +
2

b∗
1

〈(1−Q∗ 2
m /b∗)2〉

σ∗
mm ,

=
1

1− tr σ∗
mm/b

∗δ +
2/b∗

1− 2 tr σ∗
mm/b

∗ + [( tr σ∗
mm)2 + 2σ∗

mm : σ∗
mm]/b∗ 2

σ∗
mm .

(5.88)

The approximate expression above is also obtained by using a mean-field quadratic

spring potential

S
∗
m =

H∗

2
Lm : Q∗

mQ∗
m , (5.89)

that leads to a mean-field spring force, force,

F
s, c

m = H∗Lm ·Q∗
m . (5.90)

As mentioned above, neglecting the spring force fluctuation term in Lm is equivalent

to a consistent-averaging treatment of the FENE nonlinearity, which leads to the

well known FENE-P force law,

F
s, c

m = H∗ 1

1− tr σ∗
mm/b

∗Q
∗
m = H∗ξmQ∗

m (5.91)

proposed by Bird et al. [1980]. Incorporation of fluctuations through the Gaussian

approximation leads to the spring force expression in Eq. (5.90) which will be hence-

forth be referred to as the “FENE-PG” spring force law.

It must be noted here that the derivation of the FENE-PG spring force makes

three important assumptions, which can cause its predictions to deviate from the

exact results obtained with FENE spring.

1. The probability distribution for the connector vectors is Gaussian.

2. Higher order terms in the infinite series representing spring force fluctuations

are negligible.

3. Averages of the form 〈(1−Q∗ 2
m /b∗)−p〉 are replaced by 〈(1−Q∗ 2

m /b∗)p〉−1. Such

an approximation is referred to as a Peterlin replacement, or Peterlin closure.
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Here, it must be pointed out that for finite σ∗
mm, as b∗ → ∞, the fluctuation

contribution in Eq. (5.88) becomes vanishingly small, Lm → δ and the spring be-

comes more Hookean-like. On the other hand, as the bead-spring chain approaches

its full extension, and

σ∗
mm →


b∗ 0 0

0 0 0

0 0 0

 , (5.92)

the scalar prefactor in the fluctuation term in Eq. (5.88) approaches (1/b∗), which

however becomes negligible compared to the FENE-P contribution, which diverges.

Thus, as chains become highly stretched, predictions obtained with the FENE-P or

FENE-PG approximations are expected to be nearly identical.

Using Eqs. 5.70 and 5.87 in Eq. (5.49), the evolution equation for the second

moments in the Gaussian approximation for free-draining FEBS chains with EV

interactions is

σ∗
ij, (1) = −1

4

Ns∑
m,n = 1

(
σ∗

in · TnmAmj + AimTmn · σ∗
nj

)
+

1

2
Aijδ . (5.93)

where,

Tij ≡ H∗δijLjδ− z∗Jij . (5.94)

Comparing Eq. (5.93) with the general equation for second moments in Eq. (5.2), it

is seen that for free-draining chains with EV and FE,

M ij =
Ns∑

m=1

TimAmj; Dij = Aijδ . (5.95)

Further, the polymer stress predicted by the approximation is given by

τ∗
p = Nsδ−H∗

Ns∑
i=1

σ∗
ii ·Li + z∗

Ns∑
i,j=1

σ∗
ij · Jji = Nsδ−

Ns∑
i,j=1

σ∗
ij · Tji . (5.96)
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Although the FENE-PG approximation is new and has been developed in this

study, the FENE-P approximation has been studied in great detail by several work-

ers [Ghosh et al., 2001; Herrchen and Öttinger, 1997; Keunings, 1997; Öttinger,

1989b; van den Brule, 1993; Wedgewood and Bird, 1988; Wiest and Tanner, 1989;

Wiest et al., 1989]. As pointed out in many of these studies, perhaps the single

most important difference between the exact FENE and the mean-field FENE-P

and FENE-PG approximations lies in the nature of the configurational probability

distribution function. The singularity in the non-averaged FENE spring force strictly

restricts the lengths of the connector vectors to lie in the domain [0, Q0). However,

with the Peterlin closure, the solution of the modified Fokker-Planck equation with

FENE-P/PG springs is a Gaussian. Therefore, there is a non-zero probability that

a spring has a length greater than Q0. This has been clearly illustrated by Keunings

[1997] who used Brownian dynamics simulations of dumbbells with FENE-P springs

to show that in strong extensional flows, a significant proportion of the dumbbells

had length greater than the “maximum allowed” dimensionless extension Q0. How-

ever, in all the literature on the FENE-P model, the mean-squared lengths of the

springs are observed to always be lesser than Q2
0. In other words, the mean-field

FENE-P model appears to satisfy the maximum extension constraint in an average

sense.

It is observed in the studies cited above that predictions with the FENE-P ap-

proximation compare well with the FENE model for steady-state properties, in both

shear and uniaxial extensional flows. At first sight, this agreement seems fortuitous

since the probability distributions are so different in character. An explanation for

the good agreement at steady-state in a strong extensional flow is however possible.

This is based on the observation that the exact steady-state distribution function for

the length of the spring in a dumbbell model is sharply peaked around
√
〈Q2〉, and

can be well approximated by a δ-function [Lielens et al., 1998; Wiest and Tanner,

1989]. Lielens et al. showed that in a one-dimensional dumbbell model, assuming

the following function as a CDF

ψ(Q) =
1

2
δ(Q−

√
〈Q2〉) +

1

2
δ(Q+

√
〈Q2〉) (5.97)

and substituting it in the original equation for the second moment leads to a modified
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equation that is identical to the one obtained with the FENE-P approximation. The

FENE-P approximation does well at steady-state in strong extensional flows, where

the true single-link distributions for the lengths of the springs are close to being

δ-functions.

However, deviations between predictions obtained with free-draining FENE-P

chains and the results of BD simulations of FENE chains, are considerably larger in

unsteady flows [Herrchen and Öttinger, 1997; van den Brule, 1993]. For instance,

Fig. 5.1 shows that prediction of the FENE-P model for the growth of the extensional

viscosity η∗p agrees well with the results of BD simulations of FENE chains at small

strains immediately after the imposition of a sudden uniaxial extensional flow. In

this stage, chains are not stretched enough for the nonlinearity in the spring force to

make an impact. However, as soon the spring force nonlinearity becomes important,

deviations between the models begin to appear. In this regime of intermediate

strains before steady-state is attained, the the stress is at first underpredicted by

the FENE-P approximation, which is followed by a period of rapid stress growth

in which the FENE-P prediction overtakes the exact results. Subsequent to this, a

rapid levelling off to the steady-state value occurs in the prediction obtained with

the FENE-P approximation. In comparison, the approach to steady-state of the

η∗p results obtained with BD simulations is more gradual, although the steady-state

value is nearly the same. Thus, in start-up of extensional flows, predictions with the

FENE-P model for η∗p agree with BD simulations’ results during the early stages,

and at the steady-state, but display large deviations prior to the attainment of the

steady-state.

The deviations of the FENE-P approximation from the exact results can be ex-

plained as follows. At intermediate strains in extensional flows, chains are still in

the process of unravelling. Partially unravelled chains have several kinks which are

regions of low local chain tension, and therefore are locally relatively un-stretched.

Other parts of the chain, particularly those closer to the ends, are more stretched.

Hence, the distribution of spring lengths is broad and nearly uniform. The FENE-

P model cannot accurately capture the strong variation in spring lengths in this

dynamic regime. This picture indicates that, as in the case of hydrodynamic inter-

actions, the effect of fluctuations in the chain configuration on the spring force need
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Figure 5.1: Comparison of the prediction of the free-draining FENE-P model with
the results of BD simulations of FEBS chains with FENE springs, for the growth of
the polymer contribution to the dimensionless extensional viscosity after the impo-
sition of a steady uniaxial flow.

to be accounted for in order to develop accurate closure approximations for chains

with nonlinear spring force laws.

The FENE-PG force law developed in this work is not the only way in which

the FENE-P approximation can be improved upon. In conditions where springs can

be highly stretched, the true spring length distribution is better approximated as

the sum of a uniform distribution for smaller values of Q and a δ-function located

at a large Q closer to (but less than) Q0. This FENE-L approximation, and its

three-dimensional counterpart, are shown to be more accurate than the FENE-P

model, particularly in predicting the phenomenon of stress-conformational hysteresis

[Lielens et al., 1998, 1999; Sizaire et al., 1999]. Gorban et al. [2001] show that an

entropic argument can be used to improve upon the FENE-P approximation by first



5.3. Approximations for EV/FE 127

expanding the exact FENE potential in a Taylor’s series expansion about 〈Q2〉 as

S(Q2) = −1

2
HQ2

0 ln[1− (Q/Q0)
2],

= −1

2
HQ2

0

∞∑
m=0

1

m!

dmS(x)

dxm

∣∣∣∣
x=〈Q2〉

(Q2 − 〈Q2〉)m,

= S(〈Q2〉) +
1

2
H

1

1− 〈Q2〉/Q2
0

(Q2 − 〈Q2〉) + . . . , (5.98)

and then systematically regrouping terms in the series before truncating it. This

regrouping gives rise to a sequence of increasingly complex spring potentials, the sim-

plest of which is shown to be the quadratic potential corresponding to the FENE-P

force law. By using the next higher order potential (which is denoted as the “FENE-

P+1” potential by Gorban et al. [2001] ) in the sequence in a one-dimensional dumb-

bell model, these authors demonstrate that accuracy is significantly improved in an

unsteady elongational flow.

At this juncture, it becomes necessary to consider the values of the parameters

H∗ amd b∗ that should be used for the mean-field spring force laws described above.

This presents a rather subtle question: does one regard a FENE-P or FENE-PG

spring as an approximation to the original FENE spring, or as a model in their own

right [Keunings, 1997]? If one were to decide in favour of the former, then the value

of H∗ and b∗ should be the same as those used in the original FENE force. This

choice however implies that the equilibrium mean-squared extension of the springs

R2
s predicted by the approximations at the theta state would be different from that

obtained with FENE springs. It may be recalled that, the value of H in the FENE

force law is fixed in this work by equating the predicted R2
s to b2kNk, s [Eq. (2.17)].

Hence, if the same value of H is used in the FENE-P expression, its prediction of

R2
s will not equal b2kNk, s (assuming that in either case Q0 = bkNk, s). It is then

natural to use kbT/H and λh as the length and time scales for making quantities

dimensionless, since these are the quantities that are being kept constant across

the approximations. This has been case in the most of the literature on FENE-P

springs, where the emphasis has been on understanding the consequences of the

Peterlin approximation.

On the other hand, a mean-field approximation may be regarded as a model in
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its own right. This would suggest that its parameters be obtained by consistently

following the same procedure used for all other spring force models. That is, the

parameter H in the FENE-P/ PG models must also be fixed so that R2
s = b2kNk, s,

when Q0 = bkNk, s. This would ensure that the average equilibrium dimensions of

the chains are identical across the different models. This study adopts this latter

point of view, since numerical results obtained with the FENE-P model are com-

pared directly with experiment (in Chapter 8) without any reference to the original

FENE model. The idea here is that once the performance of a mean-field model is

established by comparison against simulation and experiment, it can be used more

regularly, in which case it is better to relate the parameters in the model to the

molecular parameters directly. Hence, while comparing the different models, it is

appropriate to use `2s = R2
s/3 = b2kNk, s/3 and the corresponding time scale λs as

the basic scales for obtaining equations and properties in dimensionless form.

With this choice, b∗ = Q2
0/ `

2
s = 3Nk, s as before. The dimensionless spring

force constant H∗ is determined by obtaining first the equilibrium predictions of the

Gaussian approximation for free-draining FEBS chains in the absence of EV (that

is, with z∗ = 0 in Eq. (5.93) above). From Eq. (5.93), it is clear that the equilibrium

second moments σ∗
ij, eq are the solutions to the following set of algebraic equations

in :

0 = −H
∗

4

Ns∑
m=1

(
σ∗

im, eq ·Lm, eqAmj + AimLm, eq · σ∗
mj, eq

)
+

1

2
Aijδ . (5.99)

Due to the isotropic nature of the equilibrium state, σ∗
ij, eq = σ∗ij, eqδ and Lm, eq =

Lm, eqδ. Hence, the equation above can be rearranged into the form shown in

Eq. (5.8):

0 =
Ns∑

m=1

(UimAmj + AimUmj) . (5.100)

As pointed out at the beginning of this Chapter, the solution to the set of equations

above is obtained by setting

Uij = H∗σ∗ij, eqLj, eq − δij = 0 . (5.101)
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The desired solution is σ∗
ij, eq = δijδ, and one thus obtains H∗Lj, eq = δ. Since all

springs are identical and Lj, eq = Leqδ, and therefore

H∗Leq = 1 . (5.102)

Using tr σ∗
jj eq = 3, b∗ = 3Nk, s, it can be shown using Eq. (5.88) that for FENE-PG

springs,

H∗ =
3N3

k, s − 9N2
k, s + 13Nk, s − 5

3N3
k, s − 4N2

k, s + 5Nk, s

. (5.103)

For FENE-P springs, Leq = ξeq, where ξm was introduced in Eq. (5.91) earlier, and

therefore

H∗ =
1

ξeq

= 1− 1

Nk, s

. (5.104)

When z∗ 6= 0, Tij, eq = Tij, eqδ at equilibrium, and using Eq. (5.93)

0 = −1

4

Ns∑
m,n = 1

(
σ∗im, eq Tmn, eqAnj + AimTmn,eq σ

∗
nj,eq

)
+

1

2
Aij . (5.105)

Further, using the definition of Tij in Eq. (5.94), it is seen that

Uij =
Ns∑

m=1

σ∗im, eq (H∗δmjLj, eq − z∗Jmj, eq)− δij = 0 . (5.106)

The equation above represents a set of nonlinear equations in σ∗ij, eq, and demon-

strates the well known fact that EV interactions introduce cross-correlations, and

σ∗ij, eq 6= 0, when i 6= j [Yamakawa, 1971].

In the discussion above, the Gaussian approximation for EV interactions has

been used to motivate the development of the FENE-PG spring force law to ac-

count for fluctuations in the spring force. In the next chapter, predictions of the

FENE-P and FENE-PG approximations are compared with the results of BD simu-

lations to understand the role of spring force fluctuations. As mentioned earlier, the

Gaussian approximation for EV interactions in Rouse chains has been well studied
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in literature. Except for some preliminary predictions for dumbbell models with HI,

which will be discussed in the following section, no calculations have been performed

with the Gaussian approximation for EV in this study. In the next section, equa-

tions are derived for a general mean-field model combining all the three phenomena

of HI, EV and FE.

5.4 FEBS chains with excluded volume and hy-

drodynamic interactions

In the previous sections, the Gaussian approximation was individually applied to

handle HI, EV and FE, and it was shown that this approximation accounts for

fluctuations in each of these nonlinear phenomena. However, directly following

the same procedure for models which simultaneously incorporate HI along with

EV and/or FE has some undesirable consequences. This was demonstrated in a

paper [Prabhakar and Prakash, 2002] published as a part of this study, in which

the Gaussian closure was applied to a Hookean dumbbell model with EV and HI.

In this section, the equations for this dumbbell model are first analyzed to identify

the reason behind the problems encountered in that paper, and an alternative is

suggested.

For a Hookean dumbbell model incorporating both EV and HI effects, Eq. (5.1)

can be simplified using Ns = 1, H∗ = 1, ξ1 = 1, Ã11 = Ã = 2[δ − ζΩ(Q)], and

w∗
11 = w∗ = (z∗/d∗ 5) exp[−Q∗ 2/2d∗ 2], to yield the following exact equation for the

second moment 〈Q∗Q∗ 〉

〈Q∗Q∗ 〉(1) = −1

4
〈Q∗Q∗ · Ã + Ã ·Q∗Q∗〉+

1

4
〈Q∗ Q∗w∗ · Ã + Ã · w∗QQ〉+

1

2
〈Ã〉.

(5.107)

The first average on the right-hand side involves HI alone and can be reduced using

the results derived in Eq. (5.39) to give

〈Q∗Q∗ · Ã〉 = σ∗ · [A(σ∗) + ∆(σ∗)] , (5.108)
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where,

A = 〈Ã〉 = 2δ− 2
√

2h∗H(σ∗) , (5.109)

and,

∆(σ∗) = −3
√

2h∗

2
K(σ∗) : σ∗ . (5.110)

Furthermore, K(σ∗) : σ∗ = 4H(σ∗)−4/3[ tr H(σ∗)]δ [Öttinger, 1989a], using which

the right-hand side in Eq. (5.108) can be expressed in terms of the H function alone.

However, the discussion below is presented using Eq. (5.108).

The second average on the right-hand side of Eq. (5.107) involves simultaneous

contributions from both EV and HI, and has not been encountered before. The

evaluation of this term becomes straightforward with the NGEV potential, since

the Gaussian form of the potential can be combined with the Gaussian distribution

to take advantage of the following result:

〈exp(−Q∗ 2/2d∗ 2)f(Q∗)〉 =
〈exp(−Q∗ 2/2d∗ 2)f(Q∗)〉
〈exp(−Q∗ 2/2d∗ 2)〉

〈exp(−Q∗ 2/2d∗ 2)〉,

= 〈f(Q)〉′ d∗ 3√
det[d∗ 2δ + σ∗]

(5.111)

where 〈. . .〉′ represents an average with a Gaussian distribution whose second mo-

ment is

Π ≡ [(1/d∗ 2)δ + σ∗−1]−1 = d∗ 2σ∗ · [d∗ 2δ + σ∗]−1 . (5.112)

Therefore, one obtains

〈Q∗Q∗w∗ · Ã〉 =
z∗

d∗ 5
〈Q∗Q∗ · Ã exp[−Q∗ 2/2d∗ 2]〉 ,

=
z∗

d∗ 5
〈Q∗Q∗ · Ã〉′ d∗ 3√

det[d∗ 2δ + σ∗]
,

=
z∗

d∗ 2
√

det[d∗ 2δ + σ∗]
Π · {A(Π) + ∆(Π)} . (5.113)
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Substituting from Eqs. (5.111) and (5.113) in Eq. (5.107) leads to

σ∗
(1) =− 1

2

[
σ∗ · {A(σ∗) + ∆(σ∗)}

]
+

z∗

2d∗ 2
√

det[d∗ 2δ + σ∗]

[
Π · {A(Π) + ∆(Π)}

]
+

1

2
A(σ∗) .

(5.114)

The equation above shows that the direct application of the Gaussian approximation

leads to a complex coupling of EV and HI through the functions A(Π) and ∆(Π).

At equilibrium, σ∗
eq = α2

eqδ, where α2
eq is the EV swelling ratio introduced pre-

viously in Chapter 4. Therefore, ∆(σ∗
eq) ∼ K(σ∗

eq) : σ∗
eq = 0. Since Πeq is also

isotropic, ∆(Πeq) also vanishes. Thus, σ∗
eq is obtained by solving

0 = −σ∗
eq ·A(σ∗

eq) +
z∗

d∗ 2
√

det[d∗ 2δ + σ∗
eq]

Πeq ·A(Πeq) + A(σ∗
eq) ,

= −σ∗
eq +

z∗

d∗ 2
√

det[d∗ 2δ + σ∗
eq]

Πeq ·A(Πeq) ·A(σ∗
eq)

−1 + δ . (5.115)

Since A(Πeq) ·A(σ∗
eq)

−1 6= δ in the equation above, the equilibrium solution for σ∗
eq

depends on the hydrodynamic interaction parameter, h∗. Simplifying further, one

obtains

0 = −α2
eq + α2

eq

z∗

(d∗ 2 + α2
eq)

5/2

(
αeq −

√
2h∗k

αeq −
√

2h∗

)
+ 1, (5.116)

where

k =

√
d∗ 2 + α2

eq

d∗
(5.117)

Figure 5.2 shows plots the physically valid root (real, > 1) of the equation above

for α2
eq, against the parameter d∗ for a fixed value of z∗. Although the variation

of α2
eq with d∗ appears to be qualitatively similar to the results of BD simulations,

the predictions of the approximation differ from the exact results in two important

respects. Firstly, the predictions of the approximation are seen to clearly depend on
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Figure 5.2: Equilibrium swelling ratio predicted with the direct application of the
Gaussian approximation for Hookean dumbbells with EV and HI.

h∗. In addition, it is found that for d∗ < d∗min where

d∗min = h∗
√

2

1− 2h∗ 2
, (5.118)

there is no root to Eq. (5.116) which is greater than unity.

The source of these problems with this model can be traced back to the terms

A(Π) and ∆(Π) in the excluded volume contribution Eq. (5.114). The complex

coupling of EV and HI in these terms is the consequence of using the Gaussian

ansatz to simplify the term 〈Q∗Q∗w∗ · Ã〉 = −〈Q∗F e ,c ∗ · Ã〉. It is clear that

the same undesirable influence of HI at equilibrium will occur for any nonlinear

connector force, including the FENE force.

One way in which the undesirable coupling of EV and HI can be removed is by

first replacing the EV potential with its mean-field version derived previously in the

context of free-draining chains, before attempting to simplify the EV term in the

second moment equation. In other words, the average −〈Q∗F e ,c ∗ · Ã〉 is replaced

first by −〈Q∗F
e ,c ∗ · Ã〉 = z∗〈Q∗Q∗ ·J · Ã〉 [Eq. (5.74)] where, using Eqs. (5.68) and
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(5.71),

J(σ∗) = V12(σ
∗) =

1√
det[d∗ 2δ + σ∗]

[d∗ 2δ + σ∗]−1 . (5.119)

Following this replacement, the Gaussian approximation can be applied to simplify

further to yield,

〈Q∗Q∗ · J · Ã〉 = σ∗ · J(σ∗) ·A(σ∗)− 3
√

2h∗

2
σ∗ ·K(σ∗) : [σ∗ · J(σ∗)] . (5.120)

With this result, the equation for the second moment for Hookean dumbbells with

EV and HI is

σ∗
(1) =− 1

2
σ∗ ·M +

1

2
A(σ∗) , (5.121)

where,

M = {δ− z∗J(σ∗)} ·A(σ∗)− 3
√

2h∗

2
K(σ∗) : [σ∗ · {δ− z∗J(σ∗)}] . (5.122)

At equilibrium, the term containing the K function in the expression for M vanishes

because both σ∗
eq and J(σ∗

eq) are isotropic. Hence, with Aeq = Aeqδ at equilibrium,

the equation for the second moment reduces to

0 = −1

2

[
σ∗eq{1− z∗J(σ∗eq)} − 1

]
Aeq(σ

∗
eq) , (5.123)

from which it is evident that σ∗eq, as the solution to

σ∗eq{1− z∗J(σ∗eq)} − 1 = 0 , (5.124)

must be independent of h∗. The same equation is obtained when Eq. (5.106) is used

for free-draining Hookean dumbbells with EV.

The same approach can also be used for handling the FENE nonlinearity in

dumbbells with HI. Moreover, extension of this approach to chains is straightforward.

Thus, one finally obtains the following set of equations for the evolution of the second
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moments for FEBS chains with EV and HI:

σ∗
ij = −1

4

Ns∑
m=1

[
σ∗

im ·Mmj + M
t

mi · σ∗
mj

]
+

1

2
Dij , (5.125)

where,

Dij = Aij , (5.126)

M ij =
Ns∑

m=1

Tim ·Amj +
Ns∑

m,p,q, =1

Γ
mj
iq : [σ∗

qp · Tpm] . (5.127)

The definitions of the auxiliary quantities are reproduced below for convenience,

Aij ≡ Aijδ +
√

2h∗(Hij + Hi+1, j+1 −Hi, j+1 −Hi+1, j) , (5.31)

Γps
rq ≡

3
√

2h∗

4
[∆Θps

rqKrq + ∆Θps
r+1, q+1Kr+1, q+1 −∆Θps

r+1, qKr+1, q −∆Θps
r, q+1Kr, q+1] ,

(5.42)

Tij ≡ H∗δijLj − z∗Jij , (5.94)

Lm ≡ 1

1− tr σ∗
mm/b

∗δ +
2/b∗

1− 2 tr σ∗
mm/b

∗ + [( tr σ∗
mm)2 + 2σ∗

mm : σ∗
mm]/b∗ 2

σ∗
mm ,

(5.88)

Jij ≡
1

2

N∑
µ, ν=1
µ 6=ν

∆Θij
µνVµν , (5.71)

Vµν ≡
1√

det[d∗ 2δ + S∗
µν ]

[d∗ 2δ + S∗
µν ]

−1 . (5.68)

(5.128)

The polymer stress predicted by this model is

τ∗
p = Nsδ−

Ns∑
i,j=1

σ∗
ij · Tji . (5.129)

When z∗ 6= 0, using Aij, eq = Aij, eqδ at equilibrium, and the fact that the
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contributions due to the K tensors vanish at equilibrium, it can be shown that the

values of σ∗ij, eq are determined as the solutions to the following set of equations:

0 = −1

4

Ns∑
m,n = 1

(
σ∗im, eq Tmn, eqAnj, eq + Aim, eqTmn,eq σ

∗
nj,eq

)
+

1

2
Aij, eq . (5.130)

Rearranging, one obtains an equation that is identical to Eq. (5.106) derived earlier

for free-draining FEBS chains with EV:

Uij =
Ns∑

m=1

σ∗im, eq (H∗δmjLj, eq − z∗Jmj, eq)− δij = 0 , (5.106)

Thus, the equilibrium second moments are free of the HI parameter h∗.

The set of equations above can be interpreted as a new constitutive model for

the polymer stress in dilute polymer solutions that is based on a molecular model

incorporating the phenomena of HI, EV and FE. Although the derivation of this

approximate mean-field Gaussian model above is based on heuristic arguments, its

accuracy can be tested against results of BD simulations. In this study, no calcu-

lations have been performed using the approximation above for chains with EV. In

the next Chapter, however, the mean-field Gaussian model is tested in the absence

of EV interactions, by setting z∗ = 0 in Eq. (5.125) above. In the resulting set of

equations,

Dij = Aij , (5.131)

as before, but

M ij = H∗Li ·Aij +H∗
Ns∑

m,q, =1

Γ
mj
iq : [σ∗

qm ·Lm] , (5.132)

while the polymer stress is given by

τ∗
p = Nsδ−H∗

Ns∑
i=1

σ∗
ii ·Li . (5.133)
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Besides being many times faster than BD simulations, the model above can be

used to explore the effect of fluctuations in HI and the spring forces which are

described in an approximate, and as mentioned before, heuristic sense. This is

achieved by deriving several subsidiary models by turning on or off different terms

in the model equations. These modifications can be separated into two classes:

those that change the terms responsible for describing the effect of HI, and those

controlling the influence of FE. Each subsidiary model is referred to with an acronym.

The first two letters refer to the approximation used for HI, and the last letter refers

to that used for FE. Table 5.1 shows the letter codes used. For example, the full

Gaussian model is referred to as the GA-PG model. The Rouse model, on the other

hand, is denoted as the FD-H model, whereas the Zimm model is denoted as EA-H.

5.5 Diagonalization approximations

In this section, some additional approximations are discussed for speeding up the

calculations in the absence of EV interactions. These additional approximations

have only been applied to chains with Hookean and FENE-P springs.

In all the cases discussed so far, the governing equations for the second moments

consist of a set of N2
s coupled ODE’s. These ODE’s are also nonlinear in the second

moments, the notable exception being the Zimm model [Eq. (5.23)]. The linear

character of the Zimm model lends itself to a major simplification of its governing

equations.

In the Zimm model, the set of the physical connector vectors {Qi|i = 1, . . . , Ns}
can be mapped onto a set of normal modes {Q′

p|p = 1, . . . , Ns} using the following

transformation,

Q′
p =

Ns∑
i=1

Πz
ipQ

∗
i , (5.134)

where Πz
ip are the elements of the orthogonal matrix whose columns are formed by
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the eigenvectors of the modified Rouse matrix. That is,

Ns∑
i,j=1

Πz
ipÃijΠ

z
jq = δpq ãp , (5.135)

where ãp is an eigenvalue of the modified Rouse matrix. These eigenvalues are

usually referred to as the Zimm eigenvalues. By multiplying both sides of Eq. (5.23)

by Πz
ip Πz

jq, summing over all i and j, and using the orthogonality relation

Ns∑
k=1

Πz
mkΠ

z
nk = δmn =

Ns∑
k=1

Πz
kmΠz

kn , (5.136)

the evolution equations for the covariances in the normal modes σ′
pq defined as

σ′
pq =

Ns∑
i,j=1

Πz
ipσ

∗
ijΠ

z
jq , (5.137)

can be obtained as

σ′
pq, (1) = −1

4
σ′

pq(ãp + ãq) +
1

2
ãpδpqδ . (5.138)

At equilibrium, since σ∗
ij, eq = δijδ, σ′

pq, eq = δpqδ. Consequently, for all flows starting

with an equilibrium initial condition, the off-diagonal components remain unchanged

and σ′
pq = 0 if p 6= q. Hence, the covariance block-matrix is diagonal in the Zimm

model, and one only needs to integrate the following Ns equations for the diagonal

components,

σ′
p,(1) = −1

2
ãpσ

′
p +

1

2
ãpδ , (5.139)

where the notation (. . . )p = (. . .)pp is used, and

σ′
pq = δpqσp . (5.140)

The macroscopic properties of interest can then be obtained by the covariances in
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physical space using

σ∗
ij =

Ns∑
p=1

Πz
ipσ

′
pΠ

z
jp . (5.141)

Although Eq. (5.139) above can be solved analytically to obtained closed form

expressions for the σ′
p [Bird et al., 1987a], if one wishes to solve problems numer-

ically, then integrating the set of Ns equations for the normal mode covariances

in Eq. (5.139) is computationally much more efficient than directly integrating the

original set of N2
s equations in Eq. (5.23). The CPU-time required per time-step

for Eq. (5.139) is proportional to Ns whereas the summation over m for each pair

of i and j in Eq. (5.23) means that the computational cost per time step scales as

N3
s for that equation. This massive overall gain is due not just to the reduction in

the number of equations because of the diagonalization in Eq. (5.140), but also to

the fact that these equations in Eq. (5.139) are decoupled and independent. The

decoupling of the equations in Eq. (5.139) is the result of the fact that the eigen-

values ãp are constants which need be calculated only once and stored at the start

of the integration. Interestingly, the CPU-time for the conversion of the σ′
p tensors

back to the σ∗
ij tensors is proportional to N3

s . If this conversion is performed af-

ter every time-step in the integration, the scaling of the total computational cost

would approach N3
s as Ns becomes large. Of course, one is typically not interested

in obtaining all the second moments σ∗
ij at every time-step.

It would be advantageous if a similar reduction in computational cost could be

effected for the other closure approximations as well. However, for all the other ap-

proximations presented so far in this Chapter, the governing equations are nonlinear

in σ∗
ij tensors, due to the appearance of the H , K functions, and/or the FENE-P

function

ξm ≡ 1

1− tr σ∗
mm/b

∗ . (5.142)

Furthermore, the functions Aij and ∆ij are not constant and transforming to normal

modes will involve the calculation of the eigenvalues and eigenvectors of the diffusion

super-matrix at every time-step in the integration. Wiest and Tanner [1989] showed
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with a free-draining FENE-P chain model that such a procedure is complicated, and

Kisbaugh and McHugh [1990] point out that it is computationally more efficient to

directly solve the N2
s equations for the second moments.

Instead, several workers have used additional assumptions to reduce the number

of equations from N2
s to Ns. For instance, for free-draining chains with FENE-P

springs, Eq. (5.125) represents a set of N2
s coupled, nonlinear ODE’s. Wedgewood

et al. [1991] introduced a further approximation—referred to in the literature as the

“FENE-PM” approximation—in which ξm is replaced with the following function:

ξ̃ ≡ 1

1−
∑Ns

k=1 tr σ∗
kk/b

∗
. (5.143)

Since this function is independent of the index m, the resulting equations for the

second moments,

σ∗
ij,(1) = −H

∗

4
ξ̃

Ns∑
m=1

[σ∗
imAmj + Aimσ∗

mj] +
1

2
Aijδ , (5.144)

can be diagonalized by a transformation to normal modes as in the Zimm model

above, by using the orthogonal matrix that diagonalizes the Rouse matrix whose

elements are Aij. In this case, one again obtains a set of Ns equations for the

normal mode variances σ′
p,

σ′
p,(1) = −H

∗

2
ξ̃apσ

′
p +

1

2
apδ , (5.145)

where ap are the eigenvalues of the Rouse matrix. In contrast to Eq. (5.139) earlier,

however, the presence of ξ̃ in the equation above means that the Ns equations in

this model are coupled, since

ξ̃ =
1

1−
∑Ns

l=1(
∑Ns

k=1 Πr 2
kl ) tr σ′

l/b
∗
. (5.146)

Here, Πr
kp are elements of the Rouse orthogonal matrix. The values gp =

∑Ns

k=1 Πr 2
kp

can be calculated and stored at the start of the integration, and the summation

Eq. (5.146) is performed once every time step. Therefore, the overall computational
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effort per time step in the free-draining FENE-PM model scales as Ns, which is

a significant improvement over the N3
s scaling computational cost of original set of

equations. However, the improvement in computational efficiency has been obtained

at the cost of an additional approximation. Although Wedgewood et al. [1991] show

that the loss in accuracy for a free-draining FENE-PM model is not great in steady

and unsteady shear and extensional flows, this approximation does not offer the

same advantage when applied to chains with HI, and is therefore not employed in

the rest of this work.

A diagonalization approximation for Rouse chains with HI was suggested by Fix-

man [1966b] in his treatment of consistently-averaged HI. Fixman also proposed an

iterative solution scheme for the resulting equations, and carried out the calculations

for two iterations (the first iteration giving the results of the Zimm approximation).

Magda et al. [1988] later refined the calculations by carrying out the iterative process

to convergence and showed that the resulting predictions for steady shear ηp, Ψ1

and Ψ2 for chains with N = 25 were quite close to the results of Öttinger [1987a],

which had been obtained by directly integrating Eq. (5.24) without the additional

diagonalization approximation. Magda et al. were able to explore the steady-state

behaviour in shear and extensional flows with N as large as 500. While Magda

et al. used the boson-operator formalism of Fixman, Kisbaugh and McHugh [1990]

used the framework introduced by Öttinger and confirmed that predictions with the

additional diagonalization approximations deviated negligibly from those obtained

with the original un-diagonalized approximation. They also extended this scheme

to the CA-P model with FENE-P springs and consistently-averaged HI (Table 5.1).

The equation for the second moments in the CA-P model is

σ∗
ij,(1) = −H

∗

4

Ns∑
m=1

ξm[σ∗
im ·Amj + Aim · σ∗

mj] +
1

2
Aij , (5.147)

and the polymer stress is given by,

τ∗
p = Nsδ−H∗

Ns∑
i=1

ξi σ
∗
ii . (5.148)

The starting point for the treatment of Kisbaugh and McHugh is the same as



5.5. Diagonalization approximations 143

in Eq. (5.134): the transformation of the Ns physical connector vectors Q∗
i to the

Ns normal modes Q′
p. As in the Zimm model, Eq. (5.147) above is multiplied by

the product of the elements of an orthogonal matrix Πip Πjq and summed over all i

and j to obtain the following set of equations for the evolution of the dimensionless

normal mode covariances σ′
pq:

σ′
pq, (1) = −H

∗

4

Ns∑
u=1

[
σ′

pu ·Xuq + Xup · σ′
uq

]
+

1

2
Zpq . (5.149)

where the auxiliary tensors

Zpq ≡
Ns∑

i,j=1

Πz
ipAijΠ

z
jq , (5.150)

Xpq ≡
Ns∑

i,j=1

Πz
ipξiAijΠ

z
jq , (5.151)

Thus far, the development has proceeded without additional approximations of any

kind. At this stage, Kisbaugh and McHugh set

Πpq = Πz
pq , (5.152)

and further assume that the off-diagonal blocks of the super-matrices comprising of

Zpq and Xpq are negligible:

Zpq ≈ Zpδpq; Xpq ≈ Xpδpq . (5.153)

Strictly speaking, the set of Q′
p vectors obtained with the assumption in Eq. (5.152)

cannot be the normal modes of the system under arbitrary conditions of flow. How-

ever, for the sake of convenience, the tensors σ′
pq will be referred to as the “normal-

mode” covariances.

With these assumptions, one obtains the following set of equations for the

normal-mode variances:

σ′
p, (1) = −H

∗

4

[
σ′

p ·Xp + Xp · σ′
q

]
+

1

2
Zp . (5.154)



5.5. Diagonalization approximations 144

The equations above are the governing equations for the diagonalized CA-P model,

which will be referred to as the DCA-P model. Equation (5.154) represents a set of

Ns ODE’s that are coupled and nonlinear. The coupling comes about because the

auxiliary tensors Zp and Xp depend, through the Aij tensors, on the tensors Hµν ,

which in turn require the variances

S∗
µν =

Ns∑
i,j=1

∆Θij
µν

(
Ns∑

k=1

Πz
ikσ

′
kΠ

z
jk.

)
=

Ns∑
i,j=1

∆Θij
µνσ

∗
ij . (5.155)

The initial condition for the time integration of the ODE’s for σ′
p is

σ′
p, eq =

Ns∑
i,j=1

Πz
ipσ

∗
ij, eqΠ

z
jp =

Ns∑
i,j=1

Πz
ip(δijδ)Πz

jp = δ . (5.156)

Furthermore, at equilibrium, Aij, eq = Ãijδ, and therefore from Eq. (5.150), Zp, eq =

ãpδ. As pointed out earlier in Eq. (5.104), with the FENE-P approximation,

H∗ξm, eq = H∗ξeq = 1, which when used in Eq. (5.151) leads to Xp, eq = ãpδ.

Therefore, at equilibrium, Eq. (5.154) is consistent with the initial condition σ′
p, eq.

Following the imposition of a velocity gradient κ∗ at t∗ = 0 and starting from the

equilibrium initial condition, the tensors σ′
p at the end of the first time step in

the integration of the ODE’s are calculated first. The functions ξm can then be

evaluated using Eqs. (5.141) and (5.142) as

ξm =
1

1−

[
Ns∑
p=1

Πz 2
mp tr (σ′

p)

]
/b∗

. (5.157)

Using Eq. (5.155), the S∗
µν tensors can then be calculated for all pairs of beads.

Hence, the Hµν tensors, and therefore Aij tensors, at that time-step can also be

calculated. The definitions in Eq. (5.150) and (5.151) then lead to the Zp and

Xp tensors, respectively. Once these quantities are calculated, the integration can

proceed to the next time-step.

It is possible to use these equations to generate simpler models. For instance,

if equilibrium-averaged HI were to be used instead of consistent-averaging, the Aij
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tensors Eq. (5.151) are replaced with Ãijδ [Eq. (5.22)], and one obtains

σ′
p, (1) = −H

∗

2
σ′

px̃p +
1

2
ãp , (5.158)

where

x̃p =
Ns∑

i,j=1

Πz
ipξiÃijΠ

z
jp . (5.159)

Equation (5.158) is a variation of “multi-mode” FENE-P constitutive models that

are sometimes used to describe experimental data, in which the spectrum of relax-

ation times is based on the Zimm eigenvalues [Anna and McKinley, 2001; Entov and

Hinch, 1997]. If Ãij in Eq. (5.159) above is replaced with the elements of the Rouse

matrix Aij, and the Rouse orthogonal matrix components Πr
ij are used instead of

Πz
ij, one obtains the diagonalized version of the free-draining model with FENE-P

springs (the FD-P) model, which is referred to in this thesis as the DFD-P model.

With the DCA-P model, Kisbaugh and McHugh were able to explore the behav-

iour of FEBS chains with HI for large values of N , and showed for that the combina-

tion of FE and HI causes shear-thinning-thickening-thinning behaviour in solutions

of high molecular weight polymers. Subsequently, Prakash and Öttinger [1997] also

used the diagonalization assumption in conjunction with the Gaussian approxima-

tion for Rouse chains with HI. Since this combination was carried out with two

different assumptions of “normality”–a Normal distribution, and transformation to

normal modes–it was dubbed the “Two-Fold Normal” (TFN) approximation. In the

present work, the TFN approximation is extended to chains with FENE-P springs.

The full set of equations for the normal-mode covariances in the TFN approxi-

mation is

σ′
pq, (1) = −1

4

Ns∑
u=1

[
σ′

pu · (Xuq + Yuq) + (Xup + Y t
up) · σ′

uq

]
+

1

2
Zpq , (5.160)

where the tensors Zpq and Xpq are defined as in Eqs. (5.150) and (5.151), while the
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tensors Ypq are due to the fluctuation tensors:

Ypq = H∗
Ns∑

i,j=1

Πz
ipξi∆ijΠ

z
jq . (5.161)

Instead of the diagonalization assumptions in Eq. (5.153) along with

Ypq ≈ Ypδpq , (5.162)

Prakash and Öttinger use

σ′
pq ≈ δpqσ

′
p , (5.163)

to derive

σ′
p, (1) = −1

4

[
σ′

p · (Xp + Yp) + (Xp + Y t
p ) · σ′

q

]
+

1

2
Zp , (5.164)

by considering only the equations for the normal-mode variances. Since the assump-

tion in Eq. (5.163) alone is sufficient to produce Eq. (5.164), Prakash and Öttinger

argue that the diagonalization assumption on the auxiliary tensors made by Kis-

baugh and McHugh is not necessary. However, Eq. (5.160) shows that for the time

derivatives of the off-diagonal components of the normal-mode covariances to remain

negligible, it is necessary for both Eq. (5.163) and Eqs. (5.153) and (5.162) to be true.

For equilibrium initial conditions, the off-diagonal covariances are initially negligi-

ble, and will stay small until the off-diagonal blocks of the auxiliary super-matrices

are also negligible. The predictions of the diagonalized approximations will begin to

deviate from those of the original approximations when the off-diagonal covariances

become large. On the other hand, if it can be shown in both steady and unsteady

shear and extensional flows that the diagonalization approximations for chains with

HI give reasonably accurate predictions, then the equations of these approximations

can be used as improved differential constitutive models for the polymer stress.

Using the TFN approximation for Rouse chains with HI, Prakash and Öttinger

clearly established the accuracy of the additional diagonalization assumption by

showing close quantitative agreement with the predictions of the un-diagonalized
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Gaussian approximation. This was first done for the linear dynamic modulii G′ and

G′′, and for ηp,0, Ψ1, 0 and Ψ2, 0. The agreement for the linear viscoelastic properties

was found to remain close for the entire range of N in which comparisons were made

(N ≤ 30). With the gain in processing speed, predictions for chains up to N ≤ 150

were obtained. Using these results, predictions for universal values of the ratios

were obtained by extrapolating their values for finite N to the N → ∞ limit. The

values of the universal ratios thus obtained were found to be quite close to those

obtained with the original Gaussian approximation. In addition, the predictions of

the steady-state shear viscometric functions ηp, Ψ1 and Ψ2 were also found to be in

excellent agreement with those of the Gaussian approximation, for a reasonably large

values of N = 45, and for a wide range of values of the shear Weissenberg number,

β. These results strongly suggest that the diagonalization approximation does not

lead to a significant loss in accuracy across a wide range of N , in steady shear flows.

Having established its accuracy, Prakash and Öttinger used the TFN approximation

to collect the predictions the shear viscometric functions for several values of N ≤
100, and then extrapolate the values for the relative viscometric functions, ηp/ηp,0,

Ψ1/Ψ1,0 and Ψ2/Ψ2,0 to the N → ∞ limit. In this limit, they showed that the

predictions for the ratios become independent of the parameter h∗, and are functions

of β alone. Since the TFN approximation is close to the Gaussian approximation,

which in turn has been shown to be accurate in comparison with BD simulations

results, it is reasonable to expect that the predictions obtained in this study should

be quite close to the exact results for the universal viscometric functions in shear.

In comparison, the predictions of the Renormalization Group theory [Zylka and

Öttinger, 1991] are observed to deviate from the TFN approximation’s predictions

at high shear-rates.

As a result of the coupling of the equations due to Eq. (5.155) in the diagonal-

ized approximations for chains with HI, the CPU-time per time step scales as N3
s ,

even though the number of equations is only Ns. For every p in Eq. (5.154), each

calculation of Zp and Xp individually involves a double summation over all i and

j in Eqs. (5.150) and (5.151), and hence the calculation of the auxiliary tensors Zp

and Xp scales as N3
s . In the calculation of the variances S∗

µν using Eq. (5.155), each

of the σ∗
ij requires a summation over all k. Since the values of σ∗

ij can be stored
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Table 5.3: Sample comparison of CPU-time requirements for BD simulations, un-
diagonalized and diagonalized approximations. The value reported for BD simula-
tions is for 104 trajectories. For N = 160, the reported value has been calculated
from the CPU-time required for 200 trajectories. The CPU-times reported for the
CA-P and GA-P approximations for N = 160 have been projected from the CPU-
time–versus–N scaling observed for 20 ≤ N ≤ 100. All calculations using single
2.66 GHz, Pentium 4 (Dell Precision 250) processors.

N CPU-time in hrs.
BDS CA-P GA-P TFN-P

60 220 10 51 0.9
160 10012 2073 3131 32

at the beginning of each time-step, the total cost of generating the super-matrix

containing the σ∗
ij tensors scales as N3

s . The cost of the calculation of S∗
µν using

S∗
µν = Sµ,ν−1 +

ν−1∑
i=µ

(σ∗
i,ν−1 + σ∗

ν−1,1), µ < ν, (5.165)

can be shown to also scale as N3
s . This CPU-time scaling remains the same even

when the diagonalization approximation is extended to the Gaussian approximation.

Thus, as far as the CPU-time scaling is concerned, the diagonalization assump-

tion does not offer an advantage over the original approximations in the calculation

of properties in unsteady flows using bead-spring models with HI. However, the re-

duction in the number of equations to be integrated greatly reduces the prefactor in

the CPU-time’s power-law dependence on Ns.

The numerical methods used to integrate the differential equations for unsteady

problems and for obtaining direct steady-state solutions are briefly discussed below.

5.6 Numerical methods

Numerical calculations are considerably simplified and made efficient by exploiting

the following well known features of the equations described in this chapter.

1. In the un-diagonalized approximations, the total number of second moments,
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and therefore the number of equations, is equal to 9N2
s . However, σ∗

ij =

σ∗ t
ji . Further, the second moments must not change if the bead numbering

is reversed. Thus, σ∗
ij = σ∗

Ns−i,Ns−j. Therefore, the number of independent

second moments reduces by a factor of nearly 1/4 [Öttinger, 1989a]. In the

diagonalized approximations, the number of normal mode variances is always

Ns.

2. The symmetry of the imposed flow field can be used to reduce the number

of components for all the tensorial quantities in the equations. In the un-

diagonalized approximations, the second moment tensors take the following

form in shear flows:

σ =


σ1 σ4 0

σ5 σ2 0

0 0 σ3

 . (5.166)

In the diagonalized approximations, the normal mode variances are always

symmetric, and hence σ4 = σ5 for these tensors. In uniaxial extensional flows,

in both stress growth and relaxation phases, all tensorial quantities in the

approximations have the form,

σ =


σ1 0 0

0 σ2 0

0 0 σ2

 . (5.167)

3. The exploitation of the symmetries to reduce the computation of the fourth

rank tensorial function K(s) has been discussed thoroughly by Zylka [1991].

In general, for any symmetric tensor s, only 21 of the 81 components of the

K function are non-zero in a transformed coordinate system C in which the

tensor s has a diagonal representation. Out of these 21 components, only

9 require independent numerical evaluation. The components K1111, K2222

and K3333 can be used to calculate the remaining 12 non-zero components.

Furthermore, the function K always appears in the equations as K : σ. In

shear flows, this means that only 14 components of the K function in the
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laboratory fixed coordinate system are required to be evaluated. In uniaxial

extensional flows, it can be shown that only Kxxxx (where x is the direction of

stretching) is required.

4. As shown by Zylka [1991], components of the H(s) and K(s) functions in the

coordinate system C are efficiently evaluated using elliptic integrals.

Since predictions are obtained only for shear and uniaxial extensional flows in

this study, separate computer codes were written for the two different flows, to take

advantage of the reduction in the components due to their individual flow symme-

tries. A variable-step Adams method (the D02CJF routine in the NAG library) was

used in this study for the integration of the ODE’s. The steady-state solutions were

obtained by setting the time derivatives in the ODE’s to zero, and then using a

Wegstein successive substitution algorithm to solve the set of nonlinear equations.

Solutions were typically obtained for several values of the (shear or extensional)

strain rate. The converged solution for the set of σ∗
ij or σ′

p at any strain rate was

used as the initial guess for the next higher (or lower) strain rate for which a solution

was desired. It was found that large steps in the strain rates could lead to unphys-

ical, non-positive-definite solutions for the second moments, as reported earlier by

Kisbaugh and McHugh [1990]; Wedgewood and Öttinger [1988]. Such behaviour

was avoided by (manually) controlling the size of the steps in strain rate.



Chapter 6

Closure approximations:

Predictions in shear and

extensional flows

In the previous Chapter, the governing equations for several closure approximations

for a FEBS chain model with HI were presented. The quality of the closure ap-

proximations in homogeneous shear and extensional flows is studied in this Chapter

by comparing their predictions with the exact results obtained with Brownian dy-

namics simulations, for chains with N = 20. Moreover, the differences between the

predictions of the approximations reveal the roles played by the different aspects of

HI and FE. Firstly, results for steady-state properties in shear are presented below.

It may be noted here that this Chapter uses `s = Rs/
√

3 and λs = ζ `2s/(4kbT )

as the basic length and time scales, respectively. The somewhat odd choice of

parameter values in many of the figures is because BD simulations’ results shown in

those figures were obtained by choosing values for dimensionless parameters defined

using `h = kbT/H and λs = ζ `2h/(4kbT ) as the basic length and time scales.

6.1 Steady-state properties in shear flow

The methods used to obtain predictions for steady-state properties in shear flows has

been described in the previous Chapter, in Section 5.6. Before considering results for

151
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FEBS chains with HI, it is useful to first study the effects of the approximations for

HI, and for FENE springs separately. Most of the results shown in this Section for

steady-state properties in shear flow for Rouse chains with HI, and for free-draining

FENE-P chains are well known and are reproduced below for aiding the discussion.

Figure 6.1 shows the predictions obtained for the steady-state shear viscosity

using the consistent-averaging and Gaussian approximations for Rouse chains with

HI, and compares these predictions with the results of BD simulations of chains with

N = 20. The clear failure of the Zimm model in comparison with BD simulations

shows that it is important to account for the dependence of HI on the configurational

anisotropy caused by the flow. Furthermore, Fig. 6.1 also shows that it is neces-

sary to incorporate configuration dependence (in either an exact sense, or through a

mean-field description) to observe shear-rate dependent steady-state material func-

tions.

It is seen in Fig. 6.1 that the incorporation of HI results in a reduction of viscosity

at low to moderate shear-rates when compared to the plain Rouse model. The

reduction in the viscosity is usually explained in terms of a reduction in the drag

force experienced on an average by a polymer coil as a whole. The perturbations

in the solvent velocity field within the polymer coil caused by the motion of the

different parts of the chain lead to a net reduction in the average solvent velocity

gradient within the polymeric coil [Larson, 1988; Öttinger, 1996b; Yamakawa, 1971].

Hence, the relative velocity of the solvent in the vicinity a bead within the polymer

coil is smaller when hydrodynamic interactions are present, and the total drag force

on the polymer coil is thus predicted to be smaller when a model with HI is used.

The fact that the predictions of the Gaussian approximation and BD simulations are

lower than those obtained with the Zimm and consistent-averaging approximations

near equilibrium and at moderate shear-rates, indicates that under these conditions,

fluctuations in configurations at equilibrium result in a more effective screening of

the velocity field within the coil.

As the shear-rate increases, the steady-state viscosity (Fig. 6.1) and the first

normal stress difference coefficient (Fig. 6.2) first decrease in models with HI, other

than the Zimm model. This shear-thinning, although not very strong, is a distinctive

feature of configuration-dependent HI. The initial shear-thinning is observed to be
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Figure 6.1: The influence of HI on the variation of the steady-state polymer viscosity
with dimensionless shear-rate, for Rouse chains.
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Figure 6.2: Variation of the steady-state first normal stress difference coefficient
with shear-rate, for Rouse chains with HI.
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Figure 6.3: The influence of HI on the variation of the steady-state mean-squared
end-to-end distance with shear-rate, for Rouse chains.
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Figure 6.4: Variation of the steady-state second normal stress difference coefficient
with shear-rate, for Rouse chains with HI.
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more prominent with consistently-averaging than with the Gaussian approximation

for HI. As the shear-rate increases, the predictions of η∗p and Ψ∗
1 obtained with BD

simulations, and the CA-H and GA-H models, reach a minimum with respect to

γ̇∗. With a further increase in the shear-rate, shear-thickening is observed in these

models, wherein η∗p and Ψ∗
1 begin to increase towards the constant value predicted

by the Rouse model in which HI is absent. In this range of shear-rates, R∗ 2
e is much

larger than R∗ 2
e, eq (Fig. 6.3), and the increase in η∗p and Ψ∗

1 towards the Rouse model’s

predictions is understood to be the consequence of the decreasing influence of HI as

the average separation between the beads in the chains increases.

Interestingly, in Figs. 6.1 and 6.2, the predictions of the GA-H model and the

BD simulations’ results lie above the curve predicted by the CA-H model beyond a

threshold shear-rate, and closer to the free-draining Rouse model’s prediction. This

behaviour is contrary to that observed near equilibrium. From this it appears that at

higher shear-rates, fluctuations in HI increase the penetration of the solvent velocity

field into the polymer coil. At even higher shear-rates, the Gaussian approxima-

tion and BD simulations predict values of the viscosity that are greater than the

prediction of the free-draining Rouse model (Fig. 6.1). The curves predicted with

consistently-averaged HI on the other hand, approaches the Rouse model’s predic-

tions asymptotically from below (not shown).

For chains with Hookean springs, the additional diagonalization assumptions in

the DCA-H and TFN-H approximations lead to predictions that are not consid-

erably different from the respective un-diagonalized original approximations. This

is demonstrated in Figs. 6.2 and 6.4, which show the predictions for Ψ∗
1 and Ψ∗

2,

respectively. At larger shear-rates, the TFN-H approximation’s predictions for η∗p

(not shown) and Ψ∗
1 (Fig. 6.2) are larger than those obtained using the Gaussian

approximation by about 5 to 10%. Deviations of similar relative magnitude were

also observed by Prakash and Öttinger [1997] for chains with N = 15 and N = 45

at higher shear Weissenberg numbers. This suggests that for the predictions of

steady-state shear material functions, the TFN-H approximation may remain rel-

atively accurate in comparison with the Gaussian approximation at a fixed high

Weissenberg number.

The qualitative features of the results for the steady-state Ψ∗
1 are the same as
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those observed in Fig. 6.1. Figure 6.4 shows that both the consistent-averaging and

Gaussian approximations lead to shear-rate dependent predictions for Ψ∗
2, which are

opposite in sign for a large range of shear-rates. This was first shown by Zylka

[1991], thus demonstrating that fluctuations in HI lead to a change in the sign of

Ψ∗
2 at low to moderate shear-rates for Rouse chains. Although the large size of the

standard error in the simulations’ results obtained in this study for Ψ∗
2 do not permit

the evaluation of the approximations’ accuracy in the prediction of this property,

as will be shown below, the results for unsteady shear flow clearly demonstrate the

strong influence of configurational fluctuations on this property.

Considering next the influence of using closure approximations for handling the

FENE nonlinearity, it is seen in Fig. 6.5 that the steady-state shear viscosity pre-

dicted by both the FENE-P and FENE-PG approximations are in quantitative agree-

ment with the values obtained with BD simulations of free-draining FENE chains.

The good agreement in the case of FENE-P chains has also been observed in earlier

studies with smaller values of N [Herrchen and Öttinger, 1997; van den Brule, 1993].

Although the free-draining model with FENE-P springs (FD-P model) has been

used extensively in the literature on modeling dilute polymer solutions, only a few

studies have compared the predictions of the approximate model with the results

of BD simulations performed using FENE springs [Herrchen and Öttinger, 1997;

Keunings, 1997; van den Brule, 1993]. Close to equilibrium, when the springs in the

chain are not significantly stretched and the influence of FE is itself marginal, it is

expected that the Peterlin approximation will have little influence on the predicted

macroscopic behaviour, and the results with both FENE and FENE-P springs will

be close to those calculated using the simple Rouse model. For instance, the zero-

shear-rate viscosity with free-draining chains for arbitrary spring ( and/or EV )

potentials can be analytically shown to be [Bird et al., 1987b; Prakash, 2001b]

ηp,0 =
npζ

6
NR2

g, eq . (6.1)

As explained in Chapters 2 and 5 earlier, the spring constant H in all FEBS models

is chosen such that the predicted (dimensional) values of R2
e, eq are identical across

the different models. This automatically ensures that the predictions of R2
g, eq are

also the same for all the FEBS models. By using `s = Rs/
√

3 to express predictions
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Figure 6.5: Variation of the steady-state polymer viscosity with shear-rate, for
free-draining FEBS chains.
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Figure 6.6: Variation of the steady-state first normal-stress difference coefficient
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in dimensionless terms, one thus also ensures that the predicted steady-state zero-

shear-rate viscosities are identical.

The decrease in η∗p with increasing shear-rates is a characteristic feature of free-

draining FEBS models. As the shear-rate increases, and the polymer coil deforms,

the average shape of a polymeric coil in flow is well represented as an ellipsoid

whose principal axes are oriented in the directions specified by the eigenvectors of

the gyration tensor G. The angle subtended by the major axis of the ellipsoid and

the x-axis (the principal flow direction in the shear flow) measures the degree to

which coils are oriented towards the flow direction, and is denoted as χg. The angle

χg is related to the components of G through

tan(2χg) =
2Gyx

Gxx −Gyy

. (6.2)

As shown in Fig. 6.8, polymer coils are forced by higher shear-rates into closer

alignment with the principal direction of the flow. On the other hand, the second

effect of the shear flow is to stretch the polymer molecule along the principal axis

of the gyration ellipsoid. While the reduction of the orientation angle χg tends

to reduce the total drag force on the coil, larger coil size in general leads to an

increase in the drag force. In the free-draining Rouse model, these two opposing

effects are always in balance and the viscosity remains a constant. In comparison

with the Rouse model, FEBS chains show greater resistance to both orientation

(Fig. 6.8) and stretching (Fig. 6.7). However, the finite extensibility of the chains

in the FEBS models causes the coil size to saturate, whereas the orientation angle

continues to decrease with increasing shear-rate. Consequently, the average drag

force on a polymer molecule, and hence the steady-state polymer contribution to

the viscosity, decreases as the shear-rate increases.

In Figs. 6.5 to 6.7, it is seen that the FENE-PG approximation for the FENE

force law does better than the FENE-P approximation. Although the FENE-P

approximation is accurate in its prediction of the viscosity in Fig. 6.5, Fig. 6.7

shows that the steady-state R∗ 2
e is overpredicted. Moreover, the prediction of Ψ∗

1

with FENE-P springs also deteriorates with increasing shear-rate (Fig. 6.6). Using

the FENE-PG approximation improves the predictions of R∗ 2
e and Ψ∗

1 at moderate

shear-rates. At γ̇∗ ≈ 1, the predictions of R∗ 2
e and Ψ∗

1 with FENE-PG springs also
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begin to deviate from the exact results, although the prediction of η∗p is still in good

agreement.

As pointed out in Chapter 5, there are three reasons why the FENE-PG ap-

proximation can deviate from exact results. Firstly, the use of a mean-field spring

potential of the form shown in Eq. (5.82) itself may be inadequate. Secondly, the

FENE-PG approximation used in this study results from the truncation of an in-

finite series at the second term. The contributions of the higher order terms may

become important at higher shear-rates. Finally, the specific form of the Peterlin

closure itself may lead to larger deviations at higher shear-rates. A more complete

exploration of these interesting aspects of the closure approximations for the FENE

nonlinearity are beyond the scope of the present work.

The results above can now be used to understand the behaviour of the closure

approximations for FEBS chains with HI. To the present author’s best knowledge,

papers systematically exploring the implications of closure approximations for this

combined case are relatively rare in the literature. Wedgewood and Öttinger [1988]

presented a detailed study of the steady and unsteady predictions of the CA-P

model for simple shear flow. Later, the steady-state results of the diagonalized

version of this model (the DCA-P model) in shear flow were examined by Kisbaugh

and McHugh [1990]. Although Ahn et al. [1993] studied an approximate model

for FEBS chains with HI and EV using the boson-operator formalism of Fixman

[1966a], as discussed earlier in Chapter 5 the treatment of HI with this formalism is

essentially equivalent to the consistent-averaging approach of Öttinger [1987a].

Figures 6.9 and 6.10 show the results for the steady-state η∗p and Ψ∗
1 obtained by

combining the consistent-averaging and Gaussian approximations for HI with the

FENE-P and FENE-PG approximations for FENE springs. These figures show that

the model combining the Gaussian approximation with FENE-PG springs compares

well with the BD simulations across the range of shear-rates examined. As one

would expect, at low shear-rates where the influence of FE is negligible, the observed

behaviour is close to that observed for Rouse chains with HI for which the Gaussian

approximation for HI was shown earlier (Figs. 6.1 and 6.2) to perform better than

the consistent-averaging approximation. At moderate shear-rates when FE begins

to exert its influence, it is seen that the Gaussian approximation is not as accurate
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when used with FENE-P springs as it is with FENE-PG springs. This suggests

that the fluctuations in the spring forces also become important at moderately large

shear-rates.

Interestingly, spring force fluctuations seem to have a negligible effect on Ψ∗
2, since

the curves in Fig. 6.12 for the approximations with the FENE-PG force expression

are nearly the same as those employing the FENE-P approximation. As the shear-

rate increases further, the differences between the consistent-averaging and Gaussian

approximations reduce for the same choice of the spring force law. Figure 6.13

further shows that, as in the case of Rouse chains with HI, the additional normal-

mode diagonalization assumptions in the DCA-P and TFN-P approximations cause

negligible deviations in the predictions of the steady-state properties in shear.

As γ̇∗ approaches unity, the GA-PG model is seen to deteriorate in Figs. 6.9 and

6.10. The prediction of R∗ 2
e by the GA-PG model in Fig. 6.11 is also significantly

larger than the value calculated with BD simulations. In fact, at these high shear-

rates the CA-PG model seems to perform better than the GA-PG model. On closer

examination, however, this apparent agreement of the CA-PG model’s predictions

with BD results is seen to be the result of a fortuitous cancellation of errors. As

discussed above, when γ̇∗ ≈ 1, the predictions of the GA-PG model are nearly the

same as the FD-PG model. As shown in Figs. 6.5, 6.6 and 6.7, for free-draining

chains the FENE-PG force law leads to an overprediction of the stresses and R∗ 2
e at

high shear-rates. On the other hand, the use of consistently-averaged HI leads to an

underprediction of these properties. When both these approximations are combined

together, the opposing tendencies seem to work in the CA-PG model’s favour.

The weakening of the influence of HI when chains stretch at high shear-rates

causes the predictions of the models with HI to approach those obtained with their

corresponding free-draining versions (Figs. 6.5 and 6.6). This is more clearly il-

lustrated in Figs. 6.14 and 6.15 which compare results obtained with FEBS models

with HI with their free-draining versions. It is observed that at high shear-rates, the

curves for the models using the Gaussian approximation for HI are closer to their

free-draining counterparts. Thus, as in the case of Rouse chains, configurational

fluctuations at high shear-rates aid in the weakening of the screening of the beads

from the solvent’s velocity field. In the case of Rouse chains, it was observed that
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Figure 6.9: Variation of the steady-state polymer viscosity with shear-rate, for
FEBS chains with HI.
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the Gaussian approximation lead to predictions of η∗p and Ψ∗
1 greater than the val-

ues calculated with the free-draining Rouse model. Although this is not the case in

Fig. 6.14, for a different set of parameters (Ns = 25 and Nk, s = 400) in Fig. 6.15,

the Gaussian approximation for a FEBS model again predicts larger values of η∗p at

high shear-rates than the corresponding free-draining model. Thus, this feature of

the approximation depends on the parameters used.

Although at high shear-rates Rouse chains with HI predict shear-thickening,

FEBS models with HI predict shear-thinning. In fact, Kisbaugh and McHugh [1990]

showed using the DCA-P model that more complicated behaviour can occur as a

result of the interplay between the emergence of FE and the fading of HI. Figure 6.16

shows the predictions of η∗p obtained with the CA-PG and GA-PG models for chains

with 25 springs, and Nk, s = 400. The curve for the GA-PG model is observed to

follow the curve for the GA-H model, showing the slight shear-thinning at low shear-

rates followed by shear-thickening at moderate shear-rates. As the shear-rate is

increased further, the GA-PG curve departs from the GA-H curve and goes through
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a maximum, before beginning to approach the terminal shear-thinning portion of the

curve predicted by the free-draining model with FENE-PG springs. The departure

of the GA-PG curve from the predictions of the GA-H model shows that FE begins

to become important.

The behaviour in Fig. 6.16 suggests that the curve for the steady-state η∗p pre-

dicted by a model combining an approximation “A” for HI and an approximation

“F” for the nonlinear force in general is close to but below the curve predicted with

the approximation “A” for Rouse chains at low to moderate shear-rates. At high

shear-rates, the combined model switches over to being close to the terminal shear-

thinning part of prediction of the free-draining model with the “F” approximation

for the spring-force nonlinearity. The intersection of the curves for η∗p predicted by

the “A”-H and FD-“F” models can be regarded as a critical shear-rate γ̇∗c . At shear-

rates smaller than γ̇∗c , the overall behaviour of the polymer chains is dominated by

HI, whereas FE is the dominant phenomenon when γ̇∗ > γ̇∗c . A similar demarcation

of shear-rates was also suggested by Kisbaugh and McHugh [1990].

The results of Kisbaugh and McHugh also show that FE begins to dominate at

smaller shear-rate in shorter chains. In addition, Figs. 6.16 and 6.17 also show that

for any given choice of N and Nk, s, the change in behaviour from shear-thickening to

shear-thinning close to γ̇∗c is sharper with the Gaussian approximation for HI, than

with consistent-averaging, although the value of γ̇∗c at which FE becomes dominant

(determined as suggested above) is greater with the latter approximation.

Summarizing the discussion above, it appears that combining the Gaussian ap-

proximation with FENE-PG approximation leads to steady-state predictions in

shear flows that compare reasonably well with the exact results of BD simulations

of FENE chains with HI. This agreement is excellent at low to moderate shear-

rates, but begins to deteriorate as γ̇∗ approaches unity. The poorer quality of the

combined approximation at high shear-rates may be attributed to the inaccuracy

in the mean-field representation of the FENE nonlinearity. The results presented

above point strongly to the important role that fluctuations—in HI and in the spring

forces—play at all shear-rates. The following section further explores the predictions

of the closure approximations for start-up of steady shear flows.
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Figure 6.16: Prediction of shear-thinning-thickening-thinning of the steady-state
shear viscosity by models with HI, for Nk = NsNk, s = 104.
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6.2 Start-up of steady shear flow

The time variation in the properties predicted by the different approximations was

obtained by integrating the ODE’s for the approximations starting from equilib-

rium initial conditions. As before, the features of the approximations for HI and

FE are first examined independently before considering the combined models. For

Rouse chains with HI, use of equilibrium averaging in the Zimm models results in

a fixed time dependence of properties that is independent of the shear-rate. This

behaviour parallels the shear-rate independence of the material functions predicted

at steady-state by the Zimm model. In contrast, the predictions of the consistent-

averaging and Gaussian approximations, and the exact results of the simulations

for the growth of the shear material functions η∗p and Ψ∗
1 depend on the imposed

shear-rate. This is shown in Figs. 6.18 and 6.19. It is also seen that the Gaussian

approximation for HI results in predictions that are much better agreement with the

simulations’ results, than are those predicted with just consistent-averaging of HI.

The importance of including a description of the fluctuations in approximate models

accounting for HI is further underlined by the clear superiority of the Gaussian ap-

proximation in predicting the variation of Ψ∗
2 at a high shear-rate in Fig. 6.20. This

Figure, and Fig. 6.21, also show that, as in the case of the behaviour at steady-state

(Figs. 6.2 and 6.4), predictions of the DCA-H and TFN-H models closely follow

the curves predicted by their original un-diagonalized counterparts. These figures

further reinforce the fact that the Zimm model, although simple to use, is clearly

deficient in fully describing the behaviour of dilute polymer solutions in unsteady

shear flows.

In Fig. 6.18, the curves predicted with the Gaussian approximation initially

lie below those predicted with consistently averaged HI, for both the shear-rates

considered. At larger values of t∗, as steady-state is approached, the prediction of

the Gaussian approximation at the higher shear-rate is seen to overtake the CA-H

curve, whereas at the lower shear-rate, the GA-H prediction is always below that

predicted by the CA-H model. This behaviour once again suggests that close to

isotropic conditions, fluctuations in HI lead to a lowering of the effective drag felt

by the polymer chain. Far away from equilibrium, fluctuations in HI in a highly

deformed polymer chain effectively increase the overall drag felt by the molecule.
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Considering next the performance of the FENE-P and FENE-PG approxima-

tions for free-draining FEBS chains, it must be noted that at low shear-rates close

to equilibrium, finite chain extensibility has little influence on the dynamic behav-

iour predicted by the models. Therefore, the predictions of the free-draining FEBS

models are close to those predicted with the Rouse model (not shown). At higher

shear-rates, earlier studies with FENE-P dumbbells [Herrchen and Öttinger, 1997]

and chains with N = 10 [van den Brule, 1993] show that this approximation leads

to predictions for unsteady shear properties that agree only qualitatively with the

exact results obtained using FENE springs. Figures 6.22 to 6.25 show that this trend

is continued for 20-bead chains. The incorporation of fluctuations in the spring force

with the use of the FENE-PG approximation leads to a clear improvement in the

quality of the predictions for all properties at moderate shear-rates (represented by

the curves for γ̇∗ = 0.23 in Figs. 6.22 to 6.25). In particular, it is seen that the

FENE-PG force law leads to the prediction of a transient non-zero positive second-

normal stress difference coefficient which approaches zero at steady-state, in good

(within errors in the simulations’ results) agreement with the results of simulations .

As observed earlier in the predictions at steady-state, the FENE-PG approximation

also begins to deviate as the dimensionless shear-rate approaches unity.

As observed earlier in Chapter 4, large overshoots are observed in Figs. 6.22 and

6.23 in the results of all the models for η∗p and Ψ∗
1. This feature is not observed at

any shear-rate for Rouse chains with HI, and neither is it observed at low shear-

rates for FEBS chains. The overshoots in the material functions are accompanied

by a corresponding overshoot in the mean-squared end-to-end distance of the coils

(Fig. 6.24). The overshoot in the transient η∗p, Ψ∗
1 and R∗ 2

e during start-up of shear

flows is known to be a signature of the influence of FE [Doyle and Shaqfeh, 1998;

Herrchen and Öttinger, 1997; Hur et al., 2001; van den Brule, 1993]. Hur et al. have

obtained experimental evidence of such overshoots using dilute (and semi-dilute)

solutions of DNA, and showed using simulations of bead-rod and bead-spring chains

that the overshoot is caused by the rapid stretching of the molecules by the flow,

before the orientation of the chains towards the flow direction reduces the total

solvent drag sufficiently to reduce the stretching. Herrchen and Öttinger [1997]

observed that the overshoot predicted with FENE-P springs is larger than that
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obtained with FENE springs in the case of dumbbells. Interestingly, comparing

Figs. 6.22 and 6.24, it is observed that at the higher shear-rate (γ̇∗ ≈ 1), deviations

between the predictions for η∗p obtained with different spring force models appear

before deviations in R∗ 2
e become significant.

For a model incorporating both FE and HI, the unsteady behaviour during start-

up of weak shear flows is nearly the same as that predicted with Rouse chains for

the same shear-rate, with HI being treated in the same manner as in the combined

model. As the shear-rate increases, predictions for η∗p and Ψ∗
1 with the combined

models begin to show overshoots that are characteristic of the influence of FE.

Such behaviour has been observed earlier by Wedgewood and Öttinger [1988] in

their detailed study of the behaviour of the CA-P model in shear flows. However,

fluctuations in HI appear to delay the onset of the influence of FE. This is illustrated

in Fig. 6.26 and 6.27, in which the η∗p- and Ψ∗
1-versus-t∗ curves predicted by both the

CA-P and CA-PG approximations at γ̇∗ = 0.23 show overshoots, but those obtained

using the Gaussian approximation for HI, and the BD simulations’ data do not.

The better overall agreement of the predictions of the GA-PG model with the

exact results for the shear (Fig. 6.26), normal stresses (Figs. 6.27 and 6.30) and R∗ 2
e

(Fig. 6.31) at γ̇∗ = 0.23 once again confirms the importance of fluctuations in HI

and the spring forces. At the higher shear-rate of γ̇∗ ≈ 1, however the predictions of

the GA-PG approximation are only in qualitative agreement with the simulations’

results (Figs. 6.28, 6.29, 6.32 and 6.33). At these high shear-rates, the CA-PG is

seen to perform better. As pointed out earlier, the agreement may be due to a

cancellation of the errors due to the inaccuracy of the FENE-PG force law at high

shear-rates and those due to the neglect of fluctuations in HI.

As noted in Chapter 4, HI leads to an attenuation of the overshoot. This is

shown in Fig. 6.34 where the ratio of the time-dependent η∗p to its steady-state value

is plotted as a function of time. The maximum in the curve predicted by the GA-

PG model at γ̇∗ ≈ 1 is smaller than that observed with the FD-PG model. At

the lower shear-rate of γ̇∗ = 0.23, the curve predicted by the model with HI has

no overshoot, unlike that obtained with the free-draining model. Earlier, it was

seen in Fig. 6.17 that the predictions of the steady-state Ψ∗
1 at gdots = 0.23 by the

GA-H and GA-PG models at are quite different, indicating that at this shear-rate
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Figure 6.26: Growth of viscosity for FEBS chains with HI during start-up of a
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Figure 6.27: Growth of first normal-stress difference coefficient for FEBS chains
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Figure 6.28: Growth of viscosity for FEBS chains with HI during start-up of a
steady shear flow with γ̇∗ = 0.91.
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Figure 6.29: Growth of first normal-stress difference coefficient for FEBS chains
with HI during start-up of steady shear flow with γ̇∗ = 0.91.
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Figure 6.30: Growth of second normal-stress difference coefficient for FEBS chains
with HI during start-up of steady shear flow with γ̇∗ = 0.23.
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Figure 6.31: Growth of mean-squared end-to-end distance of FEBS chains with HI
during start-up of steady shear flow with γ̇∗ = 0.23.
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Figure 6.32: Growth of second normal-stress difference coefficient for FEBS chains
with HI during start-up of steady shear flow with γ̇∗ = 0.91.
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Figure 6.33: Growth of mean-squared end-to-end distance of FEBS chains with HI
during start-up of steady shear flow with γ̇∗ = 0.91.
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FE does exert a significant influence. However, the presence of HI is strong enough

to completely eliminate the overshoot in the viscosity during start-up of shear at

this shear-rate. Another interesting aspect of the influence of HI is that the data

for both η∗p (Fig. 6.35) and Ψ∗
1 (not shown) at the lowest shear-rate almost form an

envelope bounding the predictions at all other shear-rates. This is observed with the

BD simulations as well as for all the approximate models for FEBS chains with HI.

Such behaviour has earlier been observed experimentally for the growth of shear and

normal stresses of melts and concentrated solutions [Huppler et al., 1967; Wagner

and Meissner, 1980], but has not been studied in dilute solutions. In contrast, the

peak in the overshoot predicted at a high shear-rate by free-draining FEBS models

is seen to lie well above the data for the lowest shear-rate (Fig. 6.22 and 6.23).

Figures 6.36 and 6.37 compare the predictions of the DCA-P and TFN-P approxi-

mations for Ψ∗
1 and R∗ 2

e at γ̇∗ ≈ 1 with those of the CA-P and GA-P approximations.

Although none of the approximations are accurate at such high strain rates, it is

seen that making the additional diagonalization assumption on the normal modes

leads to larger deviations, particulary in R∗ 2
e . The influence of the additional diago-

nalization assumption is examined by calculating the relative deviation between the

predictions of a property π obtained with an approximation A and its diagonalized

version DA:

δπa ≡
πda − πa

πa

. (6.3)

It is observed in Fig. 6.38 that the relative deviation between the diagonalized and

un-diagonalized approximations is quite small at a moderate shear-rate of γ̇∗ = 0.23.

However, both the DCA-P and TFN-P approximations deteriorate as the shear-

rate is increased, and may deviate by as much as 25% in their predictions of R∗ 2
e

(Fig. 6.39), although the deviations are smaller in the case of Ψ∗
1 (Fig. 6.38) and

η∗p (not shown). In contrast, the diagonalization assumption is much more accurate

for Rouse chains with HI, for which the largest relative deviation does not exceed

10% even at the highest shear-rate studied (Figs. 6.40 and 6.41). Moreover, it is

observed that the manner in which the deviations change with time is also quite

different in the absence of FE. To understand the influence of FE on the quality

of the diagonalization assumption, predictions were obtained with a diagonalized
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for FENE-PG chains with and without HI during start-up of steady shear flows.
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Figure 6.36: Effect of the diagonalization approximation in on the growth of the
first normal-stress difference coefficient during start-up of steady shear flow with
γ̇∗ = 0.91.
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Figure 6.37: Effect of the diagonalization approximation in FEBS chains with HI
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Figure 6.38: Deviations caused by diagonalization approximations in the prediction
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Figure 6.39: Deviations caused by diagonalization approximations in the prediction
of mean-squared end-to-end distance in FEBS chains with HI.



6.2. Start-up of steady shear flow 183

10 1 10 2

-4

-2

0

2

4

t*

∆Ψ
1*

C
A

-H
, ∆

Ψ
1* G

A
-H

 (%
)

∆Ψ1
*
CA-H

∆Ψ1
*
GA-H

N     = 20

h* = 0.25

γ*= 1·

Figure 6.40: Deviations caused by diagonalization approximations in the prediction
of first normal-stress difference coefficient in Rouse chains with HI.
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Figure 6.41: Deviations caused by diagonalization approximations in the prediction
of mean-squared end-to-end distance in Rouse chains with HI.
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Figure 6.42: Deviations caused by diagonalization approximations in the prediction
of first normal-stress difference coefficient in free-draining FEBS chains.
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Figure 6.43: Deviations caused by diagonalization approximations in the prediction
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version of the FD-P model. In this case, the Rouse orthogonal matrix was used to

transform to normal modes. The deviations between the diagonalized FD-P (DFD-

P) model and the FD-P model are observed in Figs. 6.42 and 6.43 to be much larger

at γ̇∗ = 0.91 than those seen in Figs. 6.38 and 6.39 at the same shear-rate, but the

overall time variation is similar. Judging from these results, it appears that for free-

draining FEBS chains, the off-diagonal components of the normal-mode covariances

are not negligible at high shear-rates when the chains are highly stretched. However,

on the inclusion of HI, the contribution of the off-diagonal components is relatively

smaller, and the diagonalization assumption is more successful.

The results above for the unsteady evolution of properties during start-up of

shear flows essentially reinforce the conclusions at the end of the discussion of the

steady-state behaviour in shear flows. The Gaussian approximation, when combined

with the FENE-PG force law, is seen to lead to predictions that are in quantitative

agreement with the exact results until the breakdown of the FENE-PG approx-

imation causes the combined model to deviate at high shear-rates. In addition,

the diagonalization-of-normal modes assumption is also observed to hold for low to

moderate shear-rates. At high shear-rates, where FE is the dominant effect, the

diagonalization assumption becomes inaccurate, although the presence of HI ap-

pears to reduce the extent of the inaccuracies for the parameter values considered

in the discussion above. The quality of the approximations in extensional flows is

examined next.

6.3 Steady-state extensional viscosity

Exact results for the viscosity at steady-state in uniaxial extensional flows have not

been obtained with BD simulations in this work. The accuracy of the approximations

in their predictions for extensional flow vis-a-vis BD simulations is examined later

in the subsequent section in the context of unsteady extensional flows.

Figure 6.44 compares the predictions of the extensional viscosity by free-draining

models, and captures the essential features of the steady rheological behaviour of

dilute polymer solutions in uniaxial extensional flows. The most important charac-

teristic of the curves for the steady-state extensional viscosity is the occurrence of
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Figure 6.44: Variation of the steady-state polymer extensional viscosity with
extension-rate, for free-draining FEBS chains.

a sudden rapid increase in its value within a narrow range of strain rates around a

critical elongation rate ε̇∗c. As mentioned in Chapter 4, the value of ε̇∗c can be calcu-

lated analytically in the Rouse model to be ε̇∗c = sin2(π/2N) [Bird et al., 1987b]. At

this value of the extensional strain rate, the analytical solution for the contribution

of the largest normal mode to the steady-state xx-component of the stress tensor

becomes singular in the Rouse model, and the steady-state η∗p predicted by the

model diverges. This is understood to be the direct consequence of using Hookean

springs which can be extended without limit. For ε̇∗ ≥ ε̇∗c, the drag forces extend-

ing the Rouse chain in the direction of stretching in the uniaxial extensional flow

grow faster with chain extension than the spring forces resisting the extension, and

no steady-state is achieved with Rouse chains. This unrealistic behaviour is reme-

died with the use of finitely extensible springs, in which the steep increase in the

spring forces as chains approach full extension means that a balance between the

solvent drag forces and the spring forces is always achieved. However, as observed

earlier in shear flows, the steady-state η∗p-versus-ε̇∗ curves predicted by models with
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FEBS chains are indistinguishable from the prediction of the Rouse model until FE

becomes important.

As the extensional strain rate is increased beyond ε̇∗c, the predictions of the

FEBS models for η∗p in Fig. 6.44 approach the limit predicted for fully-stretched

chains completely aligned in the flow direction [Hassager, 1974],

η∗p = Nk, sNs(Ns + 1)(Ns + 2) . (6.4)

It is observed the predictions with the FENE-PG and FENE-P approximations are

significantly different at strain rates close to ε̇∗c, indicating that force fluctuations

play an important role in determining the behaviour close to the critical strain rate.

Moreover, the curve predicted by the FD-PG model is below that obtained with

the FD-P model, indicating that force fluctuations effectively increase the stiffness

of the springs leading to lower extensions, and hence lower values of η∗p. At higher

strain rates, as the fractional stretch increases and the fully-stretched chain limit

is approached, the difference between the two models diminishes. It was shown

Chapter 5 that as the dimensionless mean-squared end-to-end distance of any spring

approaches b∗, the additional term in the FENE-PG nonlinearity becomes negligible

in comparison with the FENE-P contribution. At high extensional strain rates,

the FENE-P model is known to be quite accurate in its prediction of the steady-

state extensional viscosity [van den Brule, 1993]. The reason for the accuracy of

the FENE-P approximation at high extension-rates, when the true spring-length

distributions become narrow and δ-function-like, has been previously elaborated in

Chapter 5.

In contrast to the behaviour observed in steady shear flow, the inclusion of HI

does not change the qualitative features of the predictions for the variation of η∗p

with ε̇∗ observed with free-draining chains. As in Fig. 6.44, a critical extension-rate

exists at which predictions with Rouse chains diverge, irrespective of the approxi-

mation used for handling HI. On incorporating FE, finite steady-state viscosities are

predicted for all ε̇∗ ≥ ε̇∗c. As the extension-rate increases, the greater stretching of

the chains causes a progressive decrease in the importance of HI, and the predictions

of the models appear to approach the limit for fully-stretched chains with HI, which

however is close to the limiting value for fully-stretched free-draining chains. The
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Figure 6.45: Variation of the steady-state polymer extensional viscosity with
extension-rate, for FEBS chains with HI.

derivation of the exact limiting value of the steady-state η∗p for fully-stretched chains

is given in Appendix B.

For strain rates not much larger than ε̇∗c, the large differences between mod-

els employing the consistent-averaging and Gaussian approximations indicates the

importance of fluctuations in HI. These fluctuations are found to hasten the weak-

ening of the influence of HI, since the predictions with the Gaussian approximation

lie closer to the curves predicted with the free-draining models. Such behaviour was

also observed at high shear-rates. At the same time, fluctuations in the spring forces

are also observed to be important. As in the case of shear flows, fluctuations in HI

and in spring forces have opposing influences on the prediction of the extensional

viscosity.

Figure 6.46 shows that the assumption of a diagonal normal-modes covariance

block matrix becomes inaccurate beyond the critical strain rate. The deviation

between the diagonalized and the corresponding un-diagonalized approximations is

observed to be greater in the absence of HI, and seems to arise primarily due to
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Figure 6.46: Effect of the diagonalization approximations on the variation of the
steady-state polymer extensional viscosity with extension-rate, for FEBS chains with
HI.

the influence of the spring force nonlinearity. This behaviour is consistent with that

observed earlier at high shear-rates.

In shear flows, it was observed that increasing Nk lead to the appearance of

a moderate shear-rate regime in which HI, although weakening, played a dominant

role and shear-thickening was observed. In extensional flows, however, such a regime

is not immediately evident. As observed before in the prediction of the steady shear

viscosity, the prediction of a model combining both HI and FE is bounded by the

curve predicted with Rouse chains with the same approximation for HI when ε̇∗ < ε̇∗c,

and by the prediction obtained with free-draining chains using the same force law

when ε̇∗ > ε̇∗c. Figure 6.46 provides an illustration of this behaviour, which is seen to

be determined by the relative values of the critical strain rates for chains with and

without HI. Increasing Nk by keeping Ns fixed and changing Nk, s will therefore not

result in any change in the difference between the respective values of ε̇∗c predicted

by Rouse chains with and without HI. On the other hand, an increase in Ns for the

same value of Nk, s will lead to a smaller value of ε̇∗c with the free-draining Rouse
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model. As discussed previously in Chapter 4 and earlier in this Chapter, this is

a consequence of the scaling of ε̇∗c as N−2 for free-draining chains, in contrast to

the slower decrease for chains with HI as N−3/2. On a plot of η∗p against ε̇∗, an

increase in Ns for the same value of Nk, s shifts the free-draining curves leftward

(and upward) relative to the curves obtained using models with HI. As a result, no

new regime of moderate extension-rates is created.

Interestingly, the approximations for FEBS chains with HI can predict multiple

steady-state values for the extensional viscosity for the same value of ε̇∗. Figure 6.47

illustrates this behaviour, showing that for the parameter values in the shown in the

figure, all models other than the CA-PG model, predict two very different sets of

steady-state values for η∗p for a range of strain rates whose upper bound is the critical

strain rate, ε̇∗c. Similar predictions are obtained even with the DCA-P and TFN-P

approximations (not shown).

The variation of the steady-state extensional viscosity with extension-rate is

obtained as follows. Starting with the equilibrium second moments (σ∗
ij, eq = δijδ)
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as the initial guess, the set of coupled, nonlinear equations for the steady-state second

moments are first iteratively solved at a small value (� ε̇∗c) of the extension-rate

(Section 5.6). After calculating the extensional viscosity with the converged solution

for the equilibrium second moments, this solution is used as the guess for obtaining

the solution numerically at a slightly larger value of ε̇∗. This process is continued

until ε̇∗ is well beyond the value of ‘ε̇∗c for the coil-to-stretch transition. The η∗p-

versus-ε̇∗ curve obtained thus is indicated as having been obtained with a “coiled

initial condition” in Fig. 6.47. The process is then continued next by lowering the

extension-rate. With the CA-PG approximation, and or the parameter values used

in Fig. 6.47, the steady-state extensional viscosities obtained by decreasing ε̇∗ results

in the same set of values as obtained while increasing ε̇∗. However, with all the other

approximations for chains with HI, the η∗p-versus-ε̇∗ curve follows a different route

as ε̇∗ is decreased. Since this steady-state solution branch is obtained starting from

a highly “stretched initial condition”, it is indicated as such in Fig. 6.47.

The existence of such multiple steady-states was first shown with a dumbbell

model by De Gennes [1974] and was earlier obtained with the CA-H model by

Magda et al. [1988]. This phenomenon is widely known as coil-stretch hysteresis.

However, Fan et al. [1978] pointed out that the exact Fokker-Planck equation, being

linear in the probability distribution, must have a unique solution at steady-state.

The expectations of the exact distribution, and hence all properties such as η∗p,

determined at steady-state must therefore be unique functions of the strain rate.

Fan et al. hence concluded that the results obtained by De Gennes were artifices

due to the use of mean-field approximations in his dumbbell model. The reasons

behind this intriguing aspect of mean-field approximations are explored further in

Section 6.5.2.

It is interesting to note that the size of the window of strain rates where multiple

steady-states are obtained, depends strongly on the approximation used. On closer

examination, it appears that the window size depends on the difference between the

extensional viscosities in the coiled state (the lower branch of the hysteresis curve)

and the stretched state (the upper branch of the hysteresis curve). Fluctuations in

HI lead to a widening of the window because these fluctuations decrease the coiled

state viscosity, but increase the viscosity when the chains are highly stretched. As
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pointed out earlier, spring force fluctuations decrease the viscosity at the stretched

states, thus leading to a smaller coil-stretch hysteresis window. In fact, in the

absence of fluctuations in HI, spring fluctuations completely eliminate the hysteresis

in the CA-PG model for the parameter values in Fig. 6.47.

From the discussion above, it appears that in models combining both HI and

FE, the critical elongation rate separates the low strain-rate linear response regime–

where HI is completely dominant and the influence of FE is negligible–from the

regime of strong extensional flows where FE is important. Unlike shear flows, there

appears to be no sizeable range of extension-rates where the viscoelastic behaviour

is nonlinear with respect to the extension-rate and controlled largely by HI. Thus,

a detailed study of the nonlinear viscoelastic behaviour of dilute polymer solutions

in extensional flows seems meaningful only when FE is included in the model. The

qualitative features of the closure approximations in strong unsteady extensional

flows is considered below.

6.4 Start-up and cessation of steady uniaxial ex-

tensional flow

Models using Hookean springs predict unbounded extension is strong extensional

flows. As a result of this unrealistic behaviour, the predictions of approximations

for HI in Rouse chains have not until recently [Sunthar and Prakash, 2005] been

examined in strong and unsteady extensional flows. However, at any finite time

following the imposition of the flow, the values of the stresses and other properties

obtained with Rouse chains are still finite. Therefore, comparing the predictions of

the approximations and the results of BD simulations for Rouse chains may throw

some light on the influence of HI in strong extensional flows. Figure 6.48 show re-

sults the growth of the polymer’s contribution to N∗
1,p the dimensionless first normal

stress difference upon the imposition of a steady extensional flow of ε̇∗0 = 0.04, which

is well beyond ε̇∗c for the same set parameters (Fig. 6.45). Also shown in Fig. 6.48

are the predictions for the relaxation of N∗
1,p after the cessation of the extensional

flow at different values of the Hencky strain. Predictions of properties in the stress
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relaxation phase were obtained by setting the strain rate to zero at a predeter-

mined εmax = ε̇∗0t
∗
max [Eq. (2.74)], and then proceeding with the time integration in

both BD simulations, and with the closure approximations. Figure 6.49 shows the

corresponding evolution in the mean-squared end-to-end distance.

The results in Figs. 6.48 and 6.49 show several fascinating features. Firstly,

the agreement of the approximations other than the Zimm model with the exact

results of BD simulations is remarkable. Clearly, the use of equilibrium averaging in

estimating the influence of HI can lead to considerable error in strong extensional

flows. Moreover, the error grows larger during relaxation in the absence of the

flow. Taking into account the influence of configurational anisotropy on HI through

the use of consistent averaging leads to a dramatic improvement in the quality of

the approximation. Furthermore, the use of the diagonalization assumption in the

normal-modes is seen to have a negligible effect on the predictions of both the stress

and the mean extension of the chains. The differences between the predictions of

the consistent-averaging and Gaussian approximations do not appear to be large in

Figs. 6.48 and 6.49. Figure 6.50 plots the relative difference between the predictions

of N∗
1,p of the two approximations,

∆ga-ca =
N∗

1,pga
−N∗

1,pca

N∗
1,pga

, (6.5)

and shows that the difference between the two approximations in their predictions

of N∗
1,p can be sizeable.

Predictions of free-draining FEBS models employing the FENE-P and FENE-PG

approximations are compared with exact results of the simulations for the growth

and relaxation of N∗
1,p and R∗ 2

e in Figs. 6.51 and 6.52. Also shown for comparison

are the predictions of the simple Rouse model. The strain-rate for which the data are

shown in these Figures is seen in Fig. 6.44 to be much larger than the critical strain

rate for chains with N = 20. At this relatively high strain rate, the Rouse model

predicts an exponential increase in both N∗
1,p and R∗ 2

e during extension. At small

values of the Hencky strain during start-up of the extensional flow at this strain rate,

all the data for the different models are essentially identical, since the springs are

not stretched sufficiently for the spring-force nonlinearities to have any significant
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Figure 6.48: Growth and decay of the polymer contribution to the first normal-
stress difference for Rouse chains with HI, during start-up and following cessation
of steady extensional flow, respectively.
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Figure 6.49: Growth and decay of the mean-squared end-to-end distance of Rouse
chains with HI during start-up and following cessation of steady extensional flow,
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Figure 6.50: Effect of fluctuations in HI on the growth and decay of the polymer
contribution to the first normal-stress difference for Rouse chains with HI, during
start-up and following cessation of steady extensional flow, respectively.

effects. The influence of FE is first discerned in the growth of the stress when the

curves for the FEBS chains separate from the prediction of the Rouse model. At

this stage when FE begins to become important, the FENE-PG approximation is

observed to be closer to the simulations’ results. At higher strains, the deviations

between the approximations and the exact results for N∗
1,p become more marked

and reach a maximum when the approximate results level off sharply towards their

eventual steady-states. The approach of the BD simulations’ data to steady-state is

more gradual. Even in this phase of the stress growth, the FENE-PG approximation

is seen to do better.

On comparing Figs. 6.51 and 6.52, it is evident that the influence of FE on

the development of stresses begins at an earlier strain than on the extension of the

chains. The manner in which results with FEBS chains deviate from the Rouse

model’s predictions is interesting. For the normal stresses, the deviation is first

positive before the FEBS models’ results turn towards their respective steady-state

values and intersect the ever-growing curve predicted by the Rouse model. On the
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other hand, the curves for R∗ 2
e predicted by the FEBS models “peel off” from the

Rouse model’s curve to approach their steady-states. The deviations between the

predictions of the approximate FEBS models and the exact BD results for N∗
1,p also

follow a characteristic pattern. Initially, the normal stresses are underpredicted by

the approximate model. Thereafter, the predictions of N∗
1,p with the approximations

grow much more rapidly than the exact results, and lead to the large overprediction

mentioned above.

The relaxation behaviour of free-draining FEBS chains following the cessation of

extensional flow has been studied earlier by Doyle et al. [1998] and Wiest [1999b].

While Doyle et al. compared the predictions of the FENE-PM approximation (dis-

cussed earlier in Chapter 5) with BD simulations of FENE dumbbells and also

bead-rod chains, Wiest [1999b] examined some interesting qualitative features in

the stress-relaxation phase using the FENE-P model.

In the stress-relaxation phase after cessation of flow, the predictions of the Rouse

model are observed to be vastly different from those obtained with the FEBS models,

with both the stress and R∗ 2
e decaying exponentially with time, as evidenced by the

nearly straight lines on the semi-logarithmic plot in Figs. 6.51 and 6.52. In contrast,

BD simulations of FENE chains show a rapid decrease in the stress for a short

period of time immediately after the cessation of the flow. The size of the drop

in the stress during the initial relaxation increases significantly with the strain at

which the extensional flow is stopped. The initial rapid decrease in stress is generally

understood to be a consequence of the steepness of the entropic singularity in the

spring force law. If the relaxation begins after a large strain is imposed and the

springs are highly stretched, even a small decrease in the chain extension can result

in a large decrease in the spring forces, and in the total polymer stress. Shaqfeh

et al. [2004] observed that the initial rate of decrease is characteristic of the spring

force law used in the model. These authors also show that the slower decrease in

N∗
1,p observed in Fig. 6.51 after the initial sharp fall follows a power law in time.

Larson and co-workers [Li and Larson, 2000b; Li et al., 2000] have further shown

that the predictions obtained with BD simulations of free-draining FENE chains for

stress relaxation are qualitatively similar to the measurements of stress relaxation

in experiments.
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The FENE-PG approximation is seen to lead to more accurate description of both

the stress and extension in the relaxation phase when the strain at flow stoppage is

not much larger than the strain at which FE begins to exerts its influence, whereas

the FENE-P approximation leads to an overprediction of both properties. When

the Hencky strain at flow stoppage is larger, the FENE-PG force law is seen to be

in fact less trustworthy. This loss in accuracy when chains are highly stretched is

consistent with the behaviour observed earlier in steady and unsteady shear flow.

The qualitative features of the relative behaviour of the different combined ap-

proximations are similar to that observed earlier in shear and at the steady-state

in extensional flows. In Figs. 6.53 and 6.54, the initial growth in N∗
1,p and R∗ 2

e

with strain is very nearly the same as that observed for Rouse chains with HI,

with the Gaussian approximation predicting lower stresses and extension than the

consistent-averaging approximation. The differences between the different approxi-

mations grow larger at intermediate strains during extension. At these strains and

above, the curves predicted by the combined models are qualitatively similar to the

predictions obtained with the approximations for free-draining FEBS chains. In

particular, the nature of deviations between the BD simulations’ results and the ap-

proximations’ predictions appear to be decided largely by the approximation used

for the FENE nonlinearity. Incorporating fluctuations in HI through the Gaussian

approximation make the curves of the combined models resemble the predictions of

the corresponding free-draining model. Predictions of the relaxation behaviour are

observed to be better with the FENE-PG force law when the strain at flow stoppage

is low. The largest deviations in the approximations’ predictions of the relaxation

behaviour occur when flow is stopped at a strain in the “knee” region just prior to

steady-state.

6.5 Hysteretic phenomena in extensional flows

6.5.1 Stress-conformation hysteresis

The phenomenon of stress-conformational hysteresis in dilute polymer solutions has

been studied in experiments [Orr and Sridhar, 1999; Spiegelberg and McKinley,

1996] and theoretically [Doyle et al., 1998; Ghosh et al., 2001; Li and Larson, 2000b;
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Lielens et al., 1998; Wiest, 1999a]. In extensional flows experiments, it is observed

that when the normal stress is plotted against the birefringence of the solution, the

curves described by the data points during the stress-growth and stress-relaxation

phases are very different. In particular, at any fixed value of the birefringence, the

stress during extension is larger than that measured during relaxation. Conversely,

at a fixed stress, the birefringence during relaxation is larger.

Birefringence quantifies the degree of optical anisotropy in a material. Under the

action of an imposed velocity gradient, deformation of polymer coils in a polymer

solution induces anisotropy in its optical properties. Thus, the refractive index of the

polymer solution–which is characterized by a single scalar quantity under isotropic

equilibrium conditions–takes on a tensorial form in flow, denoted here as n. The

total flow birefringence of a polymer solution is the sum of two contributions viz.

intrinsic birefringence ni and form birefringence nf [Bossart and Öttinger, 1997; Doi

and Edwards, 1986]. The latter contribution vanishes if the refractive indices of

the pure solvent and polymeric solute are equal. Since form birefringence is more

difficult to predict, the solvent is usually chosen to keep the contribution of form

birefringence low.

Intrinsic birefringence in polymer solutions is a consequence of the local align-

ment of the Kuhn segments of the polymer chains. The extents to which an indi-

vidual Kuhn segment can polarize an incident beam of light in a direction along its

length, and in a direction perpendicular to itself are different. The alignment of a

majority of polymer segments in any single direction increases the total polarization

of light in that direction, making the solution optically anisotropic. Thus, intrinsic

birefringence measures the degree of local alignment of polymer chains.

It may be recalled that a spring in a bead-spring chain represents a sub-molecule

consisting of Nk, s Kuhn segments. Further, when ε̇∗ . 1, each sub-molecule has

sufficient time to sample the configuration space consistent with the corresponding

spring’s connector vector. Since the local segmental equilibrium distribution for

a given end-to-end vector is unique (depending solely on Nk, s), the total mean

alignment of the segments, and hence the mean polarizability of a sub-molecule

represented by a spring is uniquely related to its end-to-end vector. The intrinsic

birefringence predicted with bead-spring chains can thus be derived to be [Doi and
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Edwards, 1986; Wiest, 1999a]

ni = neqδ +
A

Q2
0

Ns∑
i=1

[
〈QiQi 〉 −

1

3
〈Q2

i 〉δ
]
, (6.6)

where neq is the isotropic refractive index of the solution at equilibrium, and A is

a constant that is proportional to the polymer concentration np besides depending

on the chemical structure of the polymer and the solvent. In extensional flows, it

is possible to define a dimensionless quantity, which for the sake of convenience will

be referred to as the birefringence in this Section:

∆n∗ ≡
ni

xx − ni
yy

A
. (6.7)

In dimensionless terms, therefore, the prediction of the bead-spring model for the

birefringence in extensional flows is

∆n∗ =
1

b∗

Ns∑
i=1

〈Q∗2
i, xx〉 − 〈Q∗2

i, yy〉 . (6.8)

In the absence of EV interactions, the expression for polymer stress given in Eq. (2.78)

can be combined with with the definition of the dimensionless polymer contribution

to the first normal stress difference in extensional flows in Eq. (2.89), to obtain

N∗
1,p = H∗

Ns∑
i=1

〈ξiQ∗2
i, xx〉 − 〈ξiQ∗2

i, yy〉 . (6.9)

Comparing Eqs. (6.8) and (6.9) it is clear that when the influence of FE is negligible,

∆n∗ ≈ 1

H∗b∗
N∗

1,p . (6.10)

The equation above is an expression of the well known stress-optic law, which permits

the extraction of rheological information by a measurement of the optical properties

of the polymer solution. However, the equations above also show that the stress-

optic law is not valid at extension-rates (and high shear-rates) when polymer chains

can be stretched significantly. Therefore, one would anticipate that a plot of N∗
1,p
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against ∆n∗ would in the very least be nonlinear in unsteady extensional flows,

when ε̇∗ > ε̇∗c. However, the observation of completely different curves for the

stress-growth and relaxation phases by Spiegelberg and McKinley [1996] was at first

unexpected.

The mean polarizability of a sub-molecule is uniquely related to its end-to-end

vector. However, the spring force corresponding a given end-to-end vector is also

unique. How, then, can one explain the observation that the stress-birefringence

curves are not unique? Using BD simulations of FENE dumbbells, Lielens et al.

[1998] showed that the explanation lies in the very different distributions of the end-

to-end distance observed in extension and relaxation. In essence, two distributions

for the end-to-end vector that have the same second moment 〈QQ 〉 can have com-

pletely different expectations of the dyadic product QF s, c occurring in the Kramer’s

expression for the polymer stress. Further, it is also essential that the spring force

be nonlinear in order for the difference in the paths taken by the distributions (in

function space) to be reflected in plots of stress against birefringence. Thus, the

phenomenon of stress-birefringence hysteresis is a manifestation of the influence of

FE, and consequently cannot be predicted with models using Hookean springs.

Although the study of this hysteretic phenomenon is interesting in its own right,

the interest in this Section is to examine the extent to which closure approximations

for bead-spring models capture this aspect of the results obtained with the exact

model. Figure 6.55 compares the N∗
1,p-versus-∆n∗ behaviour predicted by BD sim-

ulations of free-draining FENE chains and the FD-P and FD-PG approximations.

Also shown for reference is the prediction of the Rouse model. It is clear that both

the approximations fail to reproduce the size of the hysteresis loop observed in the

simulations. Besides predicting a smaller hysteresis loop, the FD-P model also pre-

dicts a larger birefringence than the exact simulations at any level of the stress. On

the other hand, with fluctuations accounted for in the spring forces, the size of the

hysteresis loop becomes even smaller with the FENE-PG approximation. Neverthe-

less, the curve predicted with the FD-PG lies within the loop predicted by the BD

simulations.

While measurements of the intrinsic birefringence give an idea of the extent to

which polymeric segments are oriented by the flow, to obtain a fuller description of
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the average chain configurations, it is necessary to complement birefringence data

with estimates of the average dimensions of polymer chains in flow. Bossart and

Öttinger [1995] have pointed out that birefringence and light scattering experiments

measure fundamentally different aspects of polymer conformations. Ghosh et al.

[2001] found that plotting the stress predicted in BD simulations of free-draining

bead-rod chains and FENE dumbbells against their mean-squared end-to-end dis-

tance also resulted in a pronounced hysteresis loop. These authors distinguished

stress-birefringence from the N∗
1,p–R

∗ 2
e hysteresis, and referred to the later as “stress-

configuration” hysteresis, arguing that the latter is the result of differences in the

physical shapes observed in the bead-rod simulations during extension and relax-

ation (such as “yo-yo’s” and “stem-flowers”, respectively).

Predictions for the N∗
1,p-R

∗ 2
e hysteresis obtained with the different free-draining

models is shown in Fig. 6.56. The key difference between this Figure and Fig. 6.55

is the prediction of slightly different curves for extension and relaxation even by

the Rouse model. In this case, the hysteresis is a simply a consequence of the

different evolutions of the second moments of the Gaussian distribution during the

stress-growth and relaxation phases. While the closeness of the final expressions

for the stress and birefringence shows that the spring force nonlinearity is essential

to observe stress-birefringence hysteresis, N∗
1,p-R

∗ 2
e hysteresis is the result of the

differences in the evolution of the configurational probability distribution under

different conditions. The incorporation of FE amplifies the distributional hysteresis,

resulting in larger differences between the upper and lower curves. The relative

behaviour of the exact and approximate models in Fig. 6.56 is quite similar to that

observed in Fig. 6.55, showing that the both the approximations for the FENE

nonlinearity are deficient in accurately describing stress-distribution hysteresis.

The prediction of distribution hysteresis in extension and relaxation even for

simple Rouse chains in Fig. 6.56 suggests that it may be possible to observe similar

behaviour when HI is included in Rouse chains. This is confirmed in Fig. 6.57,

which shows the N∗
1,p-versus-R∗ 2

e behaviour predicted by the BD simulations and

different approximations for HI in Rouse chains. While Fig. 6.57 reproduces the

close agreement with the BD simulations observed earlier in Figs. 6.48 and 6.49 of

the curves predicted by the CA-H and GA-H approximations, and their diagonalized
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Figure 6.57: Stress-configuration hysteresis for Rouse chains with and without HI.

versions, the collapse of the N∗
1,p-versus-R∗ 2

e curves predicted by the Zimm and

the Rouse models on the same data is quite unexpected, since the time evolution

of these properties with equilibrium-averaged HI is observed to be considerably

different from the other models. In Figs. 6.48 and 6.49, the time evolutions of N∗
1,p

and R∗ 2
e predicted by all the models are nearly exponential, during both extension

and relaxation. Similar behaviour is predicted with the free-draining Rouse model

in Fig. 6.56. Since N∗
1,p ∼ eCt and R∗ 2

e ∼ eDt, double-logarithmic plots of N∗
1,p

against R∗ 2
e are straight lines with slopes of C/D. Therefore, it appears that the

N∗
1,p-R

∗ 2
e hysteresis in extension and subsequent relaxation is not very sensitive to

whether or not HI is included in the model. The same conclusion is reached when the

predictions of the models combining HI and FE for N∗
1,p-∆n

∗ and N∗
1,p-R

∗ 2
e hysteresis

are juxtaposed in Figs. 6.59 and 6.58 with the predictions of the free-draining models.

The reason behind this insensitivity to HI is not understood.
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6.5.2 Coil-stretch hysteresis

In the discussion earlier in Section 6.3, it was shown that the mean-field approx-

imations combining HI and FE predict multiple steady-states in the extensional

viscosity over a range of extension-rates below the critical strain rate ε̇∗. As men-

tioned there, De Gennes [1974] first obtained such multiple steady-states using a

mean-field approximations in a simple dumbbell model. Later, Fan et al. [1978]

solved the equations for the same dumbbell model numerically without using any

approximations and found that single-valued predictions for the steady-state prop-

erties were obtained when plotted against the extensional strain rate. They argued

that De Gennes’ prediction of a coil-stretch hysteresis must therefore be an artifice

of the mean-field approximations used in his model. The results of Fan et al. then

prompts the question: are mean-field closure approximations then fundamentally

flawed? An answer to this question is attempted in this Section. To this end, it is

useful to revisit De Gennes’ original dumbbell model.

De Gennes pointed out that one of the consequences of the existence of HI is that

the effective drag coefficient of predominantly coiled molecules close to equilibrium

is significantly different in value from predominantly stretched molecules in strong

extensional flows. It is possible to calculate an effective drag coefficient of an average

molecule in a steady extensional flow from the polymer contribution to the steady-

state extensional viscosity as

ζ ≡
ηp

npR2
e

. (6.11)

Near equilibrium, polymer molecules are in a coil like state, and the mean drag co-

efficient ζcoil can be calculated from the zero-strain-rate extensional viscosity which,

as will shown in Chapter 8, is well described by an expression of the following form

for large values of Nk:

ηp, 0 = 3ηp,0 = 3U∞
η, 0npηsR

3
e, eq , (6.12)

where U∞
η, 0 is a universal constant with a value of around 0.4. Substituting this
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result in the definition of ζ in Eq. (6.11) above, one obtains

ζcoil = 3U∞
η, 0ηsbk

√
Nk , (6.13)

On the other hand, the asymptotic value of extensional viscosity of a solution of fully

stretched chains can be calculated as [Doi and Edwards, 1986; also see Appendix B]

ηp =
π

6
npηsb

3
k

N3
k

ln(Nk/2)
. (6.14)

Since for fully stretched chains, R2
e = L2 = b2kN

2
k, the effective drag coefficient is

ζstretch =
π

6
ηsbk

Nk

ln(Nk/2)
. (6.15)

Therefore, the average drag coefficient of a long polymer molecule changes from

ζcoil ∼
√
Nk to ζstretch ∼ Nk/ ln(Nk) as the extension-rate is increased past the

critical strain rate ε̇∗c.

For large values of Nk, this change can be considerable, and is essentially the

result of the weakening of HI as the molecule stretches out. It is possible to construct

a simple dumbbell toy model in which the effect of configuration dependent HI is

represented by a variable drag coefficient that is a function of the dumbbell’s end-

to-end distance, Q, changing from ζcoil when Q = 0, to ζstretch when Q = Q0 = L.

Using a FENE force law to describe the resistance of the molecule to stretching, one

obtains the Fokker-Planck equation for the configurational probability distribution

of the toy dumbbell,

∂ψ

∂t
= − ∂

∂Q
·
[{

Q · κ− 2H
ξ(Q)

ζ(Q)
Q

}
ψ − 2kbT

ζ(Q)

∂ψ

∂Q

]
, (6.16)

where ξ(Q) is the usual FENE nonlinearity. As mentioned above, the variable drag

coefficient ζ(Q) represents the configuration dependence of HI in a more realistic

chain model. The goal of this section is to understand the effect that the replacing

the fluctuating nonlinearities ξ and ζ in the toy model above with mean-field quan-

tities, ξ(〈Q2〉) and ζ(〈Q2〉). Such replacements are analogous to the more complex

mean-field approximations described in the previous and in this Chapter.
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The original ad hoc mean-field form of the drag coefficient used by De Gennes

was

1

ζ
=

1

Nkζstretch

(
1 +

√
Nk ζstretch/ζcoil

q

)
, (6.17)

where q =
√
〈Q2〉/Q0 =

√
〈Q2〉/L. Although a fluctuating version of the mean-field

expression may be postulated by replacing
√
〈Q2〉 with |Q|, the expression becomes

singular when Q = 0. Schroeder et al. [2004] recently used BD simulations of FEBS

chains with HI to calculate the mean drag coefficient from the force required in a

steady extensional flow to keep a chain’s ends apart at a fixed fraction of the fully

extended length. The ζ calculated in this manner is found to depend linearly on

the fractional extension. The linear dependence of the drag coefficient observed by

Schroeder et al. can be expressed as

ζ = ζcoil

(
1 + α

|Q|
L

)
, (6.18)

where α = ζstretch/ζcoil − 1. Although the equations above for ζstretch and ζcoil mean

that strictly ζstretch/ζcoil = (π/ 18U∞
η, 0)(

√
Nk/ ln(Nk/2)), in keeping with the qual-

itative nature of the analysis in this section, order unity numerical constants are

ignored, and α =
√
Nk/ ln(Nk/2) − 1 is used. It is also found that assuming a

quadratic dependence,

ζ = ζcoil

(
1 + α

Q2

L2

)
, (6.19)

leads to a simplification of the algebra involved, but does not change the qualitative

features of the results.

As a result of the functions ξ and ζ, the equation above–which is identical in form

to that studied by Fan et al. [1978]–is nonlinear in Q, but is linear in the probability

density ψ. Fan et al. pointed out that, given a flow field, the solution to such linear

partial differential equations for ψ is always unique, irrespective of the nature of

the coefficient functions. Therefore, in steady flows, the steady-state expectations

with respect to ψ must be single-valued functions of the velocity gradient. Using

the linear expression for the drag coefficient, Fan et al. substantiated this argument
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by numerically solving the partial differential equation for ψ for steady extensional

flows.

To explore the qualitative features of the predictions of this dumbbell model in

strong extensional flows, it is further simplified by considering its one-dimensional

equivalent, for which one obtains

∂ψ

∂t
= − ∂

∂Q

[{
ε̇ Q− 2H

ξ

ζ
Q

}
ψ − 2kbT

ζ

∂ψ

∂Q

]
, (6.20)

where ε̇ is the strain rate of the one-dimensional extensional flow. At equilibrium,

the model predicts

R2
e, eq =

L2

L2H

kbT
+ 5

. (6.21)

The spring constant H is chosen such that the R2
e, eq predicted above matches the

well known result for a one-dimensional random walk, R2
e, eq = b2kNk. Thus, one

obtains HR2
e, eq/(kbT ) = 1 − 5/Nk. Using Re, eq as the characteristic length, and

ζcoilR
2
e, eq/4kbT as the characteristic time to convert to dimensionless form leads, at

steady-state to

0 = − d

dQ∗

[{
Wi− 1

2

ξ∗

ζ∗

}
Q∗ψ − 1

2ζ∗
dψ

dQ∗

]
,

from which, one obtains for Q∗ ∈ [−
√
Nk,

√
Nk],

d lnψ

dQ∗ − 2

(
Wi− 1

2

ξ∗

ζ∗

)
Q∗ζ∗ = 0 . (6.22)

Here, the Weissenberg number Wi = ε̇ζcoilR
2
e, eq/4kbT , ξ∗ = H∗ξ = (1− 5/Nk)/(1−

Q∗2/Nk), and ζ∗ = ζ/ζcoil. The solution of the equation above for the steady-state

distribution is

ψ(Q∗) =
1

J
exp

[
−
∫ Q∗

0

{ξ∗(s)− 2Wi ζ∗(s)} s ds
]
, (6.23)
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where,

J = 2

∫ √
Nk

0

exp

[
−
∫ Q∗

0

{ξ∗(s)− 2Wi ζ∗(s)} s ds
]
dQ∗ , (6.24)

is the normalization constant. An identical result has been obtained by Schroeder

et al. [2004].

The argument above was in fact first used by De Gennes [1974] in his discussion

of the reasons behind coil-stretch hysteresis. Although De Gennes did not use any

specific expression for ζ during the course of the discussion, he pointed out that

F(Q∗) =

∫ Q∗

0

{ξ∗(s)− 2Wiζ∗(s)} s ds , (6.25)

could be regarded as an effective non-equilibrium free energy, whose maxima and

minima in the domain of Q∗ correspond to the locations of valleys and the peaks

in the probability distribution. The locations of the maxima and minima in the

probability distribution are obtained by equating d lnψ/dQ∗ to zero. From Eq. (6.22)

above, these occur at Q∗ = 0, and

1

2

ξ∗

ζ∗
−Wi = 0 . (6.26)

At this juncture, it is worthwhile to digress briefly to consider the implication

of the simple result derived above for more general bead-spring chain models. For

any model in which the chain configuration can be represented as a d-dimensional

vector R, the steady-state Fokker-Planck equation is of the form

0 = −∇ · J , (6.27)

where ∇ = ∂/∂R is the gradient operator in d-dimensional configuration space, and

J is the probability current. For models with fluctuating HI, J takes the form

J = −D ·∇ψ + Aψ , (6.28)

where D(R) is the fluctuating diffusion super-matrix, and A is the advection or drift
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term. For homogeneous potential flows, the steady-state solution to the Fokker-

Planck equation is obtained by setting the probability current J = 0 [De Gennes,

1974; Risken, 1989]. Since D is always positive-definite, the solution must satisfy

∇ lnψ = F , (6.29)

where D · F = A. The locations of the maxima and minima in ψ, which are calcu-

lated by simultaneously requiring ∇ψ = 0, are then seen to be the zeros of F, or

equivalently the solutions of

D · F = A = 0 . (6.30)

Returning to Eq. (6.26) for the magnitude Q∗, which is the one-dimensional

equivalent of Eq. (6.30) above, it can be recognized that the zeros of the drift term

are controlled by the parameter Wi. The equation also suggests that the location

of the maxima and minima of ψ(Q∗) can be graphically obtained as the points of

intersection of a plot of the ratio ρ = ξ∗/ζ∗ as a function of Q∗, and horizontal lines

located at a height of Wi above the ρ = 0 line.

Figure 6.60 plots the function ρ(Q∗) for the quadratic drag given by Eq. (6.19), for

Nk = 5000. The non-monotonic nature of the curve is the result of the combination

of the monotonic decrease in 1/ζ∗ and monotonic increase ξ∗, respectively. The

curve obtained with the Eq. (6.18) has a similar shape (not shown). The shape of

the ρ-versus-Q∗ in Fig. 6.60 has three important consequences.

1. There exists a critical Weissenberg above which there exists only one point

of intersection of any horizontal with the curve for ρ, for all Q∗ > 0. This

critical value will be referred to as the “upper” critical Weissenberg number,

and denoted as Wiuc. Figure 6.60 shows that the value of Wiuc in the present

toy model is determined by the line that is tangential to the ρ curve at Q∗ = 0.

Hence,

Wiuc = ρ(Q∗ = 0) =
1

2

(
1− 5

Nk

)
. (6.31)

2. There is a second critical Weissenberg number below which no intersection of
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dependent drag.
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any horizontal line with ρ exists. It will be shown later that, for the expressions

for the drag coefficient considered here, the roots of Eq. (6.26) are imaginary

for all values of Wi below this “lower” critical Weissenberg number Wilc. For

a quadratically varying drag coefficient,

Wilc =
1

2

(
1− 5

Nk

)(
4α

4α+ (α− 1)2

)
. (6.32)

3. For all Wilc < Wi < Wiuc, there exist two values of Q∗ for which intersection

is obtained. For reasons that will be made clear shortly, the value of Q∗ at

the intersection of the decreasing portion of ρ is denoted as Q∗
bar, while Q∗

str

denotes the value of the intersection on the steeply increasing part of ρ.

It can be shown that at Q∗ = Q∗
str, which is close to the fully stretched condition

Q∗/
√
Nk = 1, d2 lnψ/dQ∗ 2 < 0 for any positive functions ξ and ζ. This point

therefore corresponds to a maximum in the probability, and a valley in the free

energy curve. At Q∗ = Q∗
bar, d

2 lnψ/dQ∗ 2 > 0, and a peak occurs at this value

of Q∗ in F . These features are illustrated in Fig. 6.61, which shows the variation

in the effective free-energy F with Q∗. It is seen that E∗
bar, the height of the free-

energy maximum above the datum at Q∗ = 0, is much larger than unity. Since the

free-energy has been made dimensionless by kbT , the large peak in F at Q∗
bar means

that Brownian thermal fluctuations have little chance of causing any dumbbell with

Q∗ < Q∗
bar to “hop” over to the deep valley at Q∗

str. In other words, E∗
bar quantifies

the kinetic barrier to a random switch from the coiled (Q∗ ≈ 1) to a stretched

(Q∗ ≤
√
Nk) state. The subscript “bar” denotes quantities associated with this free-

energy barrier. In spite of the rather deep free-energy valley at Q∗ = 0, the valley

at Q∗ = Q∗
str is even deeper, for the Wi and Nk values considered in Fig. 6.61. A

highly stretched dumbbell trapped in this energy valley has an even larger mountain

to climb before it can switch to the coiled state. The subscript “str” thus signifies

the stable stretched state.

Figure 6.62 shows how the magnitudes of E∗
bar and E∗

str vary with Wi. For Wi <

Wilc, there is no local minimum in F close to the fully stretched state. However,

E∗
str grows rapidly beyond Wilc, and overtakes the decreasing curve for E∗

bar at a

value of Wi which is designated as Wic. For Nk = 5000, Wic ≈ 0.22 in the dumbbell
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for the end-to-end distance. The vertical arrows indicate the location of Wic.

model with quadratic drag. Figure 6.63 (a) plots the exact probability distribution

for the magnitude of Q∗ for different values of Wi around Wic, for Nk = 5000.

It is seen the overall probability distribution of dumbbells changes character from

being coil-dominated to stretch dominated within a narrow range of Wi values. The

shape of the free energy curve in this range of Wi values does indicate that there

must be two peaks in the probability distributions, one at Q∗ = 0 and another at

Q∗ = Q∗
str, separated by a minimum at Q∗ = Q∗

bar. However, the ratio of the height

of the peak at Q∗
str to the one at Q∗ = 0 is given by p = exp[−(E∗

str − E∗
bar)]. The

magnitudes of E∗
str and E∗

bar are so large that p goes from being extremely small for

a Wi slightly below Wic to extremely large when Wi is only marginally larger than

Wic. In Fig. 6.63 (a), for instance, p changes from e−24 to e10, as Wi goes from 0.221

to 0.224. Macroscopic properties, such as the dimensional stress N∗ = 〈ξ∗Q∗ 2〉,
calculated using this exact probability distribution are single valued functions of

Wi, but show a dramatic change around Wic.
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While the use of the full probability distribution to calculate macroscopic prop-

erties is formally correct, and can be achieved once the steady-state ψ is completely

known, this situation is not practically realizable, both in experiments and in sim-

ulations of models more sophisticated than the dumbbell model used here. The

presence of the massive kinetic barriers such as E∗
bar and E∗

str means that chains

cannot ergodically explore the entire configuration space consistent with the true

steady-state probability distribution. In other words, imposition of an extensional

flow with Wilc < Wi < Wiuc on dilute solutions of large polymer molecules leads to,

borrowing terminology from the theory of spin-glasses [Bouchad, 1992], “ergodicity

breaking”. Under these conditions, the finally measured “steady-states” are in fact

not true steady-states, but represent kinetically trapped states. Further, these states

depend strongly on the initial conditions used in the experiment or simulation. If

the flow is imposed on a solution initially at equilibrium, the molecules are trapped

in the coiled state by the presence of the barrier E∗
bar. On the other hand, if an

experiment is performed wherein molecules are initially stretched at a flow whose

Wi > Wiuc, and then the strain rate is reduced to a value in the range [Wilc,Wiuc],

the stretched molecules are trapped in the well at Q∗
str. Such behaviour has recently

been confirmed in both experiments with DNA molecules and simulations of FEBS

chains with HI by Shaqfeh and co-workers [Schroeder et al., 2003, 2004]. As sug-

gested by De Gennes [1974], an estimate of the time scale for a random dumbbell to

hop from the coil state over the barrier at Q∗
bar is t∗c→s = (1/Wic) exp(E∗

bar). In terms

of the Hencky strain, this simple estimate is εc→s = t∗c→sWic = exp(E∗
bar). For the

example used in Fig. 6.63 (a), the value of the εc→s is e165 at Wi = 0.221. Similarly,

at the same Wi, at which no sizeable peak in the probability distribution is present

close to the stretched state in Fig. 6.63 (a), the likely Hencky strain required to see

a stretch-to-coil transition is εs→c = exp(E∗
str) = e140.

For smaller values of Nk, however, the situation is less drastic. As shown in

Fig. 6.62, the sizes of the kinetic barriers are significantly reduced for Nk = 500,

and the bi-modality of the probability distribution predicted by the dumbbell model

for this choice of Nk is clearly visible in Fig. 6.63 (b). Furthermore, the relative size

of the range of Wi values in which such bi-modality is observed is also smaller. From
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coefficient in the fully-stretched state to that in the coiled state.

Eqs. (6.32) and (6.31), it is seen that using Eq. (6.19) for ζ leads to

Wiuc

Wilc
= 1 +

(α− 1)2

4α
. (6.33)

For large values of Nk, α >> 1, and the ratio above grows linearly with respect to

α. This is also observed in Fig. 6.65 for the case where a linear expression is used

for ζ.

Summarizing the discussion so far, it appears from the results of the toy dumbbell

model that although the steady-state probability distribution of a model with fluc-

tuating nonlinearities due to HI and FENE is unique, the very same nonlinearities

may lead to the emergence of deep local minima in the non-equilibrium free-energy

landscape. The large kinetic barriers to ergodicity surrounding the local free-energy

minima can lead to the emergence of long lived states which may, for all practical

purposes, be interpreted as steady-states. These multiple quasi-steady-states arise

even without the use of any mean-field approximations. With this picture in mind,

it is now possible to introduce mean-field approximations to study their effect on
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the qualitative features of the predictions.

Replacing Q∗2 in the expression for ζ n Eq. (6.19) with 〈Q∗2〉,

ζ
∗

=

(
1 + α

〈Q∗2〉
Nk

)
. (6.34)

This replacement is equivalent in spirit to the consistent-averaging and Gaussian

approximations for bead-spring chains with HI. The advantage of the simple one-

dimensional toy model is that it is possible to use this approximation along with

the un-approximated FENE force law. With this partial approximation, the steady-

state probability distribution becomes

ψ(Q∗) =
1

J
exp

[
−
∫ Q∗

0

ξ∗(s)s ds+ 2Wi ζ
∗
Q∗2

]
,

=
Jeq

J
ψeq exp

(
2Wi ζ

∗
Q∗2
)
, (6.35)

where ψeq is the equilibrium distribution with a FENE dumbbell, and Jeq is the

corresponding normalization constant. In this case, calculation of the probability

distribution requires a consistent estimation of its second moment, since ζ on the

right-hand side of the equation above depends on 〈Q∗2〉. The numerical evaluation

of ψ in the equation above was preformed iteratively for any given value of Wi, by

first starting with a guess of 〈Q∗2〉, followed by the calculation of the function ψ(Q∗)

using the equation above, and then calculating the value of 〈Q∗2〉 which is used for

the next iteration. The converged value of 〈Q∗2〉 was used as the starting guess

for the next higher value of Wi. Calculations were repeated at every Wi starting

with a large value of 〈Q∗2〉 ≈ Nk as an initial guess. For a range of Wi values, it

was observed that the iterations performed with the two different initial guesses for

〈Q∗2〉 converged to different distribution functions ψ(Q∗).

As in the case of the original dumbbell model, the location of the maxima in the

probability distribution are determined as solutions to the equation

1

2

ξ∗

ζ
∗ −Wi = 0. (6.36)

Since ζ
∗

is a constant in the equation, the plot of ρ = ξ∗/ζ
∗

against Q∗ is the same as
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that for the FENE nonlinearity ξ∗, but multiplied by a constant. This immediately

implies that the probability distribution can have only one peak. If the horizontal

line controlled by Wi (the Wi-line) lies completely below the monotonically increas-

ing curve for ρ, the probability distribution is peaked at Q∗ = 0. Otherwise, the ρ

curve can intersect the Wi-line at a single value of Q∗, at which a single peak in ψ

appears.

At low values of Wi, ζ
∗ ≈ 1, and the horizontal Wi-line lies below the ρ-versus-

Q∗ curve. The distribution in this case resembles the equilibrium distribution, with

a peak at Q∗ = 0. As the value of Wi increases, a stage is reached when for a

given value of Wi, as mentioned above, two different values of 〈Q∗2〉 are observed

to be consistent with Eq. (6.35). Figure 6.66 shows a typical ρ-versus-Q∗ plot for

this situation. In the plot, for a single horizontal Wi-line, there are two ρ-versus-

Q∗ curves. The blue curve, obtained with the lower coil-like value of 〈Q∗2〉, lies

completely above the Wi-line. The red curve corresponds to the ρ curve calculated

with the larger value of 〈Q∗2〉, and intersects the Wi-line at a large value of Q∗. The

two different steady-state probability distributions corresponding to the example in

Fig. 6.66 are shown in Fig. 6.67.

The introduction of a mean-field approximation, by removing one of the two non-

linearities in the model, destroys the multi-modal nature of the original probability

distribution. However, the approximation also results in making the Fokker-Planck

equation nonlinear in ψ. While the original Fokker-Planck equation could have only

one solution, the exchange in nonlinearities allows the modified Fokker-Planck equa-

tion to have multiple solutions. As Fig. 6.68 plotting the variation of 〈Q∗2〉 with

Wi shows, the existence of two stable steady-states is remarkably restricted only

to nearly the same range of Wi values in which multi-modal distributions were ob-

tained for the “exact” dumbbell model. Above and below this range of Wi values,

predictions of properties are single-valued functions of the strain rate.

If, instead of the drag coefficient, the mean-field approximation is made on the

FENE nonlinearity, by replacing ξ with the FENE-P function ξ, the original model

once again loses its multi-modal character, but also loses stability in the bargain. It

can be shown that in this model, dumbbells extend infinitely without limit beyond

a certain Wi. A more interesting case is the model with both ξ and ζ replaced with



6.5. Hysteretic phenomena in extensional flows 221

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

Q*/NK
1/2

ρ

〈 Q* 2 〉 = 2.5

NK = 5000

〈 Q* 2 〉 = 3.8 × 103

Wi = 0.3

Figure 6.66: Variation of the ratio of the FENE nonlinearity to the mean-field drag
coefficient with the end-to-end distance in a one-dimensional FENE dumbbell model
with mean-field drag.

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

Q*/NK
1/2

ψ

NK = 5000

Wi = 0.3

Figure 6.67: Multiple steady-state uni-modal probability distributions predicted
with a one-dimensional FENE dumbbell model with a mean-field drag coefficient.



6.5. Hysteretic phenomena in extensional flows 222

0.2 0.3 0.4 0.5

1

101

102

103

104

Wi

〈Q
*
2
〉

N
K
 = 5000

Figure 6.68: Multiple steady-states in the steady-state mean-squared end-to-end
distance predicted with a one-dimensional FENE dumbbell model with a mean-field
drag coefficient.

their mean-field equivalents, which leads to an approximate model similar to the

one used by De Gennes [1974] to obtain his numerical results with multiple steady-

states. In this case, the distribution function is a Gaussian, whose steady-state

variance σ = 〈Q∗2〉 is the solution to the following equation:

0 = 2Wiσ − ξ
∗
(σ)

ζ
∗
(σ)

σ +
1

ζ
∗
(σ)

. (6.37)

With the approximation in Eq. (6.34) for ζ
∗
, the equation above is a cubic in σ.

The roots of this equation display an interesting bifurcation behaviour with respect

to Wi that is shown in Fig. 6.69, in which the ratio of the magnitude of the roots

|σ| to Nk is plotted against Wi.

At low values of Wi, one of the roots is positive, and the other two are complex

conjugate roots. The positive root has a value close to unity, and is the prediction

for the coiled state. The magnitude of the conjugate roots, on the other hand,
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Figure 6.69: Bifurcation diagram for the roots of the equation for the steady-
state variance of the Gaussian probability distribution in a one-dimensional FENE-P
dumbbell model with a mean-field drag coefficient. The gray dashed line represents
the absolute value of two complex, conjugate roots. The solid blue and red curves
represent predictions for the coiled and stretched states, while the dashed yellow
curve is an intermediate state. The dashed purple curves are the absolute values of
two negative roots. The vertical arrows point to the location of Wilc and Wiuc.

is large and much closer to the fully stretched state value of σ/Nk = 1. As the

value of Wi is increased, the value of the coiled state’s positive root increases slowly.

The magnitude of the complex conjugate roots decreases until at a critical value of

Wi = 0.18, the complex conjugate roots change character and split into two positive

real roots. It is noted that the value of Wi at which this bifurcation occurs is close to

the original Wilc = 0.196. One of these new positive roots is a large value for 〈Q∗2〉,
close to the fully stretched state value of Nk, whereas the other is intermediate in

value between the new large root and the original positive coiled-state root, which is

still relatively much smaller than either of the new positive roots. As Wi is increased

further, the stretched state root edges closer in value to Nk, but the intermediate

root decreases rapidly. The existence of these physically meaningful multiple steady-

states continues until at Wi = 0.5, the intermediate and the coiled state roots merge.
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Beyond this critical value, which is again very near in value to the original Wiuc,

the two merged roots change character, and become negative. Therefore, for all

Wi > 0.5, only the stretched state positive root is physically valid as the variance

of a Gaussian distribution.

The results above indicate that, although the uni-modal character of the proba-

bility distributions predicted with mean-field closure approximations are fundamen-

tally different from the multi-modal distribution obtained with the original model,

the predictions of multiple steady-states obtained with the approximations appear to

closely follow the long-lived kinetically trapped states in the original model. There-

fore, closure approximations for FEBS chains with HI may prove to be useful in a

detailed exploration of hysteretic phenomena caused by ergodicity-breaking in dilute

polymer solutions.



Chapter 7

Theory vs. experiment at the

theta state: A brief review

Thus far in this thesis, the emphasis has been on understanding how FE modifies

the influence of HI and EV on the rheological properties of dilute polymer solutions.

The purpose of the present Chapter is to set the stage for the comparison of the

predictions of models with HI and FE with experimental data on extensional flows

under theta conditions, that will be carried out in the next Chapter.

As mentioned earlier, predictions obtained with bead-spring models with EV and

HI are in good agreement with experiments near equilibrium, where the influence of

FE is negligible. The first part of this Chapter describes the paradigm within which

the theory for solutions of long polymer molecules is compared with experiments

near equilibrium.

Before proceeding further, it is useful to define the following ratios for shear

flows:

Uη ≡
[η]M

NaR3
e,eq

=
ηp

npηsR3
e,eq

. (7.1)

For extensional flows, the ratio Uη is equivalently defined in terms of the intrinsic

extensional viscosity, [η], or the extensional viscosity ηp. Since for a dilute solution

ηp = [η]cηs = [η]npMηs/Na, and R2
e,eq = 3 `2sNs, using η∗p = ηp/(npkbTλs), and
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λs = ζ `2s/4kbT = (3π3/2/2)h∗(ηs `
3
s/kbT ), one also obtains

Uη =
π3/2

√
12

h∗η∗p

N
3/2
s

. (7.2)

Equation (7.1) defines Uη in terms of experimentally accessible quantities, while

Eq. (7.2) expresses the same ratio in terms of dimensionless quantities that are

more commonly encountered in literature on modeling of dilute polymer solutions.

In what follows, experimental observations of this ratio are distinguished from its

theoretical estimates by denoting the former as U ex
η . In the limit of vanishingly

small shear-rates, [η] = [η]0, the zero-shear-rate intrinsic viscosity, and the ratio Uη

calculated using [η]0 is denoted as Uη, 0, which is related to the Flory constant, Φ,

through Φ = Uη, 0/Na. In the absence of EV interactions, 6R2
g, eq = R2

e, eq for large

chains, and the ratio Uη defined above is related to the ratio

Uη r =
η

np(4π/3)R3
g, eq

, (7.3)

(also denoted as Uη/ S) defined by Öttinger and others [Kröger et al., 2000; Öttinger,

1989b; Öttinger and Rabin, 1989; Prakash and Öttinger, 1999; Sunthar and Prakash,

2005] as Uη = (8π/65/2)Uη r.

Confirmation of the importance of the phenomenon of HI comes from the ex-

cellent comparison of theoretical predictions with rheological measurements in the

linear viscoelastic regime. In experiments, the most well-studied polymers are per-

haps polystyrene, poly(α-methylstyrene), polyisobutylene, 1,4-polybutadiene, and

1,4-polyisoprene [Fetters et al., 1994]. In experiments with solutions of these poly-

mers at the theta state, it is observed that U ex
η, 0, is nearly independent of the polymer-

solvent combination or the molecular weight of the polymer. Miyaki et al. [1980]

report this constant to be 0.42 ± 0.02. From the definition of Uη, 0, the observed

constancy of this ratio implies that at the theta state [η]0 ∼M1/2, since R2
e,eq ∼M

at the theta temperature.

As discussed earlier in Chapter 5, the theoretical treatment of HI which is cur-

rently prevalent in bead-rod and bead-spring models of dilute polymer solutions

has its origins in the seminal papers by Kirkwood and Riseman [1948] and Zimm
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[1956]. While Kirkwood and Riseman introduced equilibrium-averaged HI in the

context of a bead-rod model, Zimm incorporated equilibrium-averaged HI between

the beads of Rouse chains. Instead of calculating the η∗p, 0 individually for different

small values of Ns, both Kirkwood and Riseman, and Zimm, looked for asymptotic

behaviour in the limit of large Nk and Ns, respectively. For large values of Nk and

Ns, summations over bead indices occurring in the governing equations for models

with equilibrium-averaged HI are replaced by integrals, and the resulting integro-

differential equations are solved numerically [Yamakawa, 1971; Zimm et al., 1956].

Since the replacement of summations by integrals is exact only in the limit of Ns

(or Nk) → ∞, the results for ratios such Uη obtained with the procedure outlined

above are interpreted as the asymptotic limits obtained as Ns (or Nk) → ∞. The

infinite chain prediction for Uη is denoted as U∞
η .

In the infinite chain limit, it is observed that the dimensionless integro-differential

equations governing the Zimm model in the infinite chain limit are parameterized by

a single parameter h ≡ h∗
√
Ns, which Zimm called the “draining” parameter. That

is, predictions for U∞
η can be obtained by simultaneously taking the limits Ns →∞

and h∗ → 0, while keeping h = h∗
√
Ns constant. Thus, the ratio U∞

η, 0 is obtained as

a function solely of h.

Since h∗ is a dimensionless hydrodynamic radius of a sub-molecule represented by

a single spring, keeping h∗ constant and taking the Ns →∞ limit, while keeping `s

constant is equivalent to keeping the size of a sub-molecule constant and increasing

the number of sub-molecules, or equivalently, the molecular weight of the polymer

chain, indefinitely. In this limit, the draining parameter h = h∗
√
Ns → ∞, and it

has been shown [Auer and Gardner, 1955; Öttinger, 1987a] with the Zimm model

that

lim
h→∞

U∞
η, 0(h) = lim

Ns→∞
h∗ constant

Uη, 0 =

√
3π2

24[Γ(3
4
)]2

= 0.47433103 . (7.4)

Zimm also showed that in the “free-draining” limit, as h→ 0, the scalings of prop-

erties with respect to Ns are the same as obtained with the Rouse model without

HI. For free draining chains, η∗p, 0 ∼ N2
s . From Eq. (7.2), Uη ∼ h∗N2

s /N
3/2
s ∼ h for

free-draining chains, which shows that as h→ 0, U∞
η, 0(h) → 0.
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The Zimm model’s prediction of U∞
η, 0(∞) shown in Eq. (7.4) above is observed

to be reasonably close to the experimentally observed U ex
η, 0 = 0.42 ± 0.02. Further,

the results of the Zimm model imply that, as Ns becomes very large while h∗ is

constant, η∗p, 0 ∼ N
3/2
s [Eq. (7.2)]. Associating Ns with the molecular weight, the

Zimm model thus correctly predicts [η]0 ∼M1/2.

There is, however, an important difference between experimental measurements

and the theoretical predictions. Experimental data are obtained with large, but

finite molecules, but the measured U ex
η, 0 show a remarkable constancy with molecular

weight. On the other hand, as will be shown shortly, Uη, 0 is not in general constant

with respect to Ns for all values of h∗. The prediction of [η]0 ∼ M1/2 in the Zimm

model is strictly valid only in the asymptotic limit of infinitely long chains.

Following Zimm’s work, results have also been obtained for equilibrium-averaged

HI by keeping h fixed, and letting h∗ → 0 and Ns →∞ simultaneously [Yamakawa,

1971]. In this “partial-draining” regime the limiting values of ratios such as Uη, 0 are

functions of h, which are observed to crossover smoothly from the free- to the non-

draining limit as h increases from 0: for instance, U∞
η, 0(h) increases monotonically

from 0 to 0.47. This limiting behaviour is also obtained with more refined treatments

of HI than the Zimm model, including those using renormalization-group methods

[Douglas and Freed, 1984; Freed et al., 1988]. However, as mentioned before, since

no significant (within experimental errors) change is observed in experiments in

U ex
η,0 with increasing molecular weight which corresponds to increasing h = h∗

√
Ns,

experiments seem to be at variance with theory, leading Fujita [1988] to conclude

that “no unquestionable theoretical evaluation of the hydrodynamic factors is as yet

achieved”.

As first pointed by Osaki [1972], this is perhaps explained by making the dis-

tinction between results (theoretical or experimental) for finite chains, and those

obtained in the theoretical limit of infinite chains. Figure 7.1 plots the predictions

of the Zimm model for Uη, 0 for finite bead-spring chains against 1/
√
Ns. This choice

is made because application of the Euler-Maclaurin formula [Osaki, 1972] shows that

the leading corrections to the approximation of summations by integrals scales as

1/
√
Ns in the Zimm model and that for finite values of Ns, and for any given value
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of h∗, the predictions of Uη, 0 vary with Ns as

Uη, 0(h
∗, Ns) = U∞

η, 0(h = ∞) + cη,0

(
1

h∗f
− 1

h∗

)
1√
Ns

+O(
1

Ns

) , (7.5)

where cη,0 and h∗f are constants. Henceforth, U∞
η, 0 will be used to denote the non-

draining limit U∞
η, 0(∞). Wherever necessary, the partial draining limit U∞

η, 0(h) will

be indicated explicitly. While the values of U∞
η, 0, cη,0 and h∗f are model dependent,

the nature of the approach of corrections in Uη, 0 due to finite size effects is the

same for all models with HI for the theta state [Kröger et al., 2000; Öttinger, 1987a;

Sunthar and Prakash, 2005].

In principle, the “fixed point” h∗f is a unique constant fixed by the choice of the

model, and identical for all ratios such as Uη (for which the infinite chain limits exist).

In the Zimm model, h∗f is analytically determined to be 6
√

2/35 = 0.2424... [Osaki,

1972]. However, when polynomials are fitted through the predictions for several

finite chains, and for different values of h∗, it is found that different properties can

have slightly different values of h∗f . For Uη, 0, h
∗
f = 0.256 [Öttinger, 1987a]. As

stated above, the value of h∗f is also sensitive to the model used. It is observed, for

instance, for FENE chains with equilibrium-averaged HI, the fixed point depends

on the parameter b∗ = 3Nk, s [Sunthar and Prakash, 2005]. This behaviour is also

observed for a bead-rod model with HI, in which case the number of Kuhn segments

Nk, the HI parameter for a single Kuhn segment h∗k and h∗k, f (Appendix D) take the

place of Ns, h
∗ and h∗f in Eq. (7.5) respectively. In Appendix D, it is shown that for

a bead-rod model with equilibrium-averaged HI the value of h∗f estimated is 0.19,

which is significantly different from 0.2424.

Equation (7.5), and Fig. 7.1 show that it is possible to predict the value of U∞
η, 0

with moderately large but finite Ns, provided h∗ is chosen to be equal to the value

of the “fixed point”, h∗f . Furthermore, Eq. (7.5) can be rearranged to read

Uη, 0(h
∗, Ns) = U∞

η, 0 −
cη,0

h
+

cη,0

h∗f
√
Ns

+O(
1

Ns

)+ , (7.6)

The equation above shows that for a finite value of Ns, the overall deviation of Uη, 0

from the non-draining limit U∞
η, 0 is the net result of the effect of partial-draining (i.e.

finite h = h∗
√
Ns) and that due to the finite Ns. At the special value of h∗ = h∗f ,
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Figure 7.1: Predictions of Uη for finite chains obtained using the Zimm model,
versus 1/

√
Ns, 15 ≤ Ns ≤ 5000, for various values of the HI parameter, h∗. The

Zimm eigenvalues required for Uη,0 were calculated using standard routines from
LAPACK. The value of the limit as Ns →∞, U∞

η, 0 = 0.47 shown in the plot is taken
from literature [Kröger et al., 2000; Osaki, 1972; Yamakawa, 1971]. The smooth
lines through the data points for finite Ns and the limit U∞

η, 0 have been drawn to
guide the eye.

the effect due to partial-draining is balanced (to order N−1
s ) by the correction due

to finite size.

The existence of the fixed point can explain why experimental measurements of

Uη, 0 do not show any significant variation with increasing M . If it is accepted that

a long but finite polymer molecule in a theta solvent is well described by a bead-rod

chain with HI, then the constancy of U ex
η, 0 suggests that the value of

h∗k ≡
√

3

π

ak

bk
, (2.66)

for the bead-rod representation is close to its fixed-point h∗k, f, whose value seems

to be around 0.2. This could be so because in highly flexible polymers such as

polyisobutylene or polystyrene in which such observations have been made, the true
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hydrodynamic radius ak of the Kuhn segment may of the same order of magnitude

as bk. On the other hand, there may exist polymer molecules for which h∗k is quite

different from h∗k, f, and for such molecules U ex
η, 0 may be measurably different from the

value of 0.42 obtained with highly flexible molecules, even for fairly large molecular

weights. Evidence of this behaviour may be obtained by careful measurements of

dynamic properties in theta solutions near equilibrium for long (Nk � 1), but stiff

polymers. In stiff molecules, such as DNA, the length of a Kuhn segment bk is

much larger than the transverse dimensions of the molecule. In other words, each

Kuhn segment can be pictured as a long thin rod of diameter d, whose translational

drag coefficient is ζk = 2πηsbk/ ln[bk/d] [Doi and Edwards, 1986]. Therefore, ak =

(1/3)bk/ ln(bk/d) and h∗k = 1/[
√

3π ln(bk/d)]. For DNA, d ≈ 3 nm and bk ≈ 130 nm

[Hsieh et al., 2003; Larson et al., 1999], using which one obtains h∗k ≈ 0.09, which is

much lower than h∗k, f = 0.19 estimated in Appendix D for the bead-rod model with

equilibrium-averaged HI. If, on the other hand, it is observed that even with stiff

molecules, no significant variation in U ex
η, 0 occurs with respect to molecular weight,

one may conclude that there exist other mechanisms even at the theta state which

need to be taken into account while modeling.

Perhaps the most important feature of the asymptotic behaviour observed in

Fig. 7.1 is that as chains become longer, the predictions of Uη, 0 become insensi-

tive to the choice made for h∗: in the limit of infinitely long chains, predictions

of U∞
η, 0 becomes universal, and independent of the parameter, h∗. In the years

after the Zimm-model, insights gained from the study of critical phenomena and

the development of renormalization-group (RG) methods have formed the basis for

understanding such parameter-free universal behaviour. This insensitivity of the

large-scale dynamics of long polymer chains to parameters that describe the local

structure of the chain arises as the result of the union between the nearly self-similar

(fractal) structure of very long chains, and the scale-invariance of the interactions

such as HI and EV [De Gennes, 1979; des Cloizeaux and Jannink, 1990; Doi and

Edwards, 1986; Schäfer, 1999].

For experiments, the significance of the emergence of universal behaviour in

the theory is that, if correct, it implies that for molecules of sufficiently large Nk,

measurements of ratios such as Uη, 0 must become insensitive to the chemical nature
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of the polymer species. For example, if h∗k for a stiff molecule such as DNA is

0.1, and h∗k, f is 0.2, using the bead-rod equivalent of Eq. (7.5) for a molecule with

Nk = 104, assuming that cη, 0 ∼ O(1), one calculates a deviation of about 10% from

the infinite chain limit (taken to be 0.42). The data for more flexible molecules

for the same value of Nk can be expected to lie within 10% of the infinite chain

limit. Experimental error (due to errors in measurements of [η]0 and Re, eq, control

of temperature, and other solvent conditions, polydispersity in the sample, etc.) is

typically of the same order. Thus, for very long molecules, Uη, 0
ex becomes nearly

universal, and independent of polymer-solvent chemistry.

Universal features of macroscopic observables are invaluable since they can serve

as parameter-free tests of the validity of the phenomenology included in the models.

For instance, Kröger et al. [2000] used Brownian dynamics simulations to compile

exact results for Uη, 0 (and other ratios) for a large range of Ns values and several

values of h∗. Using the insight gained from the approach to universality shown

in approximate models, they find that when Uη, 0 is plotted against 1/
√
N , the

behaviour is similar to that observed in Fig. 7.1. Extrapolating the data for fixed

h∗ values on this plot gives the value of the non-draining limit U∞
η, 0 predicted by

the exact theory as 0.44 ± 0.02. In Chapter 5, it was observed that the Gaussian

approximation predicts a lower value of the zero-shear-rate viscosity than the Zimm

model. The results of Prakash and Öttinger [1997] show that U∞
η, 0 = 0.3457 ± 8 ×

10−4 for the Gaussian approximation. As mentioned in Chapter 5, the Gaussian

approximation is exact to first order in the parameter h∗. An RG analysis based on

refining results of a first order perturbation expansion in h∗ yields U∞
η, 0 = 0.3924±

2 × 10−4 [Öttinger and Rabin, 1989]. The agreement of the experimental value of

0.42± 0.02 with the theoretical values presented above strongly suggests that HI is

the dominant physical mechanism governing the dynamics of theta-solutions near

equilibrium.

In experiments, the establishment of the existence of a fixed point means that it

is not necessary to study the behaviour of very long molecules for several polymer-

solvent combinations to obtain measurements of the universal ratios. Measurements

only need to made with a small set of highly flexible polymers. The same happy

situation holds for simulations as well, and the universal results close to equilibrium
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can be economically predicted for theta solutions using the results of finite (Ns & 20)

bead-spring chains by choosing h∗ = h∗f .

After the success of the theory with HI in describing the near-equilibrium dy-

namic behaviour of theta solutions, the question naturally arises whether this success

can be replicated in the nonlinear regime, and if not, what other physical mechanisms

need to be incorporated in models to achieve agreement with experiment. In recent

years, the development of highly efficient simulation algorithms and the tremendous

growth in computational resources have led to the emergence of BD simulations as

an indispensable tool in the study of dilute polymer solutions. These simulations

offer the possibility of directly comparing exact results of nonlinear models with

experiment. Kumar and Prakash [2003] and Kröger et al. [2000] have successfully

predicted experimentally observed static properties in good solvents and dynamic

properties in theta solvents, respectively. Motivated by their remarkable success, it

was decided to use BD simulations in this study to understand the role of HI away

from equilibrium.

In steady shear flows, it is observed empirically in some studies [Kotaka et al.,

1966; Suzuki et al., 1969] that data for different polymer-solvent combinations and

molecular weights can be collapsed on to universal master curves when ηp/ηp,0 is

plotted against the shear Weissenberg number β. Early theoretical work [Fixman,

1966b; Peterlin, 1966a] also suggested that the ratio ηp/ηp,0 for theta solutions is a

universal function of β. This has been established more formally in the context of

bead-spring models by Öttinger [1987b], who used the equations of the CA-P model

(see Table 5.1) to analyze the predictions of FEBS chains with HI for arbitrary flows

in the infinite chain limit. In particular, this analysis shows that for unsteady shear

flows, as h = h∗
√
Ns →∞, the ratio Uη defined in Eq. (7.2) approaches a limit U∞

η ,

which is a universal function of the strain γ and a generalized Weissenberg number,

Wi◦ ≡ γ̇ ( or ε̇ ) Λ◦ , (7.7)

where the time constant,

Λ◦ ≡
ηsR

3
e,eq

kbT
. (7.8)
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In the infinite chain limit, it is further shown that the well known shear Weissenberg

number β = U∞
η, 0Wi◦. An important consequence of the existence of a well defined

U∞
η is that, for long chains, at any fixed Weissenberg number and strain, η∗p or η∗p

must asymptotically scale as N
3/2
s for chains with HI at the theta state.

Another significant outcome of this analysis is that the governing equations (in

the approximate model considered by Öttinger) in the limit of infinite chains are

identical for chains with Hookean or finitely-extensible springs. In the infinite chain

limit, the it is shown that at a fixed Weissenberg number and strain, the FENE

nonlinearity [Eq. (2.15)] ξ → 1, as Ns → ∞ Furthermore, an RG analysis of the

results of a perturbation expansion in the HI parameter h∗ shows that the value of the

fixed point remains unaffected by the flow [Zylka and Öttinger, 1991]. Therefore,

universal predictions can be obtained by extrapolating the results of finite Rouse

chains with h∗ = h∗f , to the infinite chain limit, exactly as shown in Fig. 7.1. There

is no need to use FEBS chains to obtain, for instance, U∞
η (γ, β) in shear flows.

Using this procedure with the Gaussian approximation for HI, Prakash and

Öttinger [1997] obtained at steady-state, the variation of the ratios ηp/ηp,0, Ψ1/Ψ1, 0

and Ψ2/Ψ1 with β in the infinite-chain limit, and showed that the extrapolated val-

ues obtained in this limit are independent of the choice of h∗. Their results show

that the steady-state U∞
η (β) has the following variation with respect to β. The

ratio begins with a plateau at U∞
η, 0 in the linear viscoelastic regime β � 1, and then

decreases slightly (shear-thinning), attaining a minimum at β = βmin ≈ 3 before

beginning to increase indefinitely as β → ∞ (shear-thickening). These results are

observed to differ significantly with the analytical results obtained by Zylka and

Öttinger [1991] using RG methods, which do not show an initial shear-thinning,

and a slower increase in U∞
η with increasing β.

As shown in the previous section, it is perfectly valid to compare theoretical

results for U∞
η, 0 obtained in the infinite chain limit with experimental data obtained

with dilute solutions of finite, but highly flexible molecules. Can a similar valida-

tion of the theory be achieved by comparing predictions for, say U∞
η (β) in steady

shear flows, with experimental measurements obtained with the same set of finite

molecules?

Theoretical predictions of steady-state U∞
η are functions solely of β, and by their
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Figure 7.2: Effect of chain length on the onset of finite extensibility effects in steady
shear flows.

very nature, have no additional parametric dependence on the chain length L or the

molecular weight M . Noda et al. [1968], however, observed that when experimental

data for ηp/ηp,0 = U ex
η /U

ex
η, 0 are plotted against β, the curves obtained with different

molecular weights are different. Moreover, the solutions are observed to be strongly

shear-thinning, which, as observed in the previous Chapter, is a signature of the

influence of finite chain extensibility.1 As observed in Section 6.1 in the previous

Chapter, FE leads to strong shear-thinning at high shear-rates, in contrast to the

shear-thickening behaviour observed with Rouse chains. In Chapter 6, it was shown

in Figs. 6.16 and 6.17 that the terminal shear-thinning regime due to FE effects

sets in at a critical shear-rate γ̇∗c , which was shown to depend on the chain length,

1The data of Noda et al. [1968] where the molecular weight dependent shear-thinning is ob-
served was obtained in good solvents. It is well known that excluded volume effects also cause
strong shear-thinning [Fixman, 1966b; Kumar and Prakash, 2004; Prabhakar and Prakash, 2002;
Prakash, 2002]. However, the onset (in terms of β) of shear-thinning is observed to be delayed
with increasing molecular weight. This, as shown in Fig. 7.2, is characteristic of FE dominated
shear-thinning. While excluded volume dominated shear-thinning becomes more prominent with
increasing molecular weight (i.e. increasing z ∼ v

√
M ; Kumar and Prakash, 2004), the value of β

at which the shear-thinning sets in does not depend strongly on M .
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Nk = Nk, sNs. The same qualitative behaviour is also observed in Fig. 7.2, which

plots predictions of Uη obtained with the TFN-P model against γ̇∗N
3/2
s which is

proportional to the shear Weissenberg number, β. Also shown is the prediction

obtained with Hookean springs for a large value of Ns = 236, which can be regarded

as a good estimate of the theoretical U∞
η curve.

It was shown earlier that the advantage of comparing experimental data with

universal predictions is that it offers parameter-free validation of the physical phe-

nomena postulated by the theory. The predictions shown in Fig. 7.2 suggest that,

in order for experimental data to show a large enough shear-thickening portion so

that the theory with HI can be validated at large values of Wi, Nk has to be of the

order of 5000 or greater, since for Ns . 200, the influence of FE is strong enough to

cause deviations from the U∞
η curve (represented by the prediction of the TFN-H

model) in the nonlinear viscoelastic regime.

As mentioned above, the critical Weissenberg number βc beyond which FE dom-

inates in shear appears to increase with the chain length. The situation is more

drastic in extensional flows, for which Wic ≈ 0.5, beyond which predictions obtained

with Rouse chains are clearly very different from those obtained with FEBS chains,

as shown in the previous Chapter. It thus appears that theoretical predictions for

universal behaviour obtained with Rouse chains cannot be directly compared with

experimental data in strong shear and extensional flows. The validation of HI (and

EV), and detailed analysis of their roles in determining the dynamic behaviour of

polymer solutions in strong flows must therefore come in the presence of FE.

In this context, the observations of Gupta et al. [2000] are particularly inter-

esting. These authors used a filament-stretching rheometer to measure the growth

of the extensional viscosity after the imposition of a steady, homogeneous exten-

sional flow on dilute solutions of high molecular weight polystyrenes (HMPS) in a

mixed near-theta solvent consisting of dioctyl phthalate (DOP) and low molecular

weight polystyrene (LMPS). It is found that the transient extensional viscosity of

solutions of different molecular weights and concentrations can be collapsed onto

(dimensional) master plots of the form ηp/cM = f(ε,Wi).

The central question is whether a model that accounts for the effects of HI and FE

can adequately describe all the experimentally observed behaviour in strong shear
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and extensional flows, such as the observations of Noda et al. [1968] and Gupta

et al. [2000]? Further, is the behaviour of solutions of large polymer chains in such

flows still insensitive to the local hydrodynamic details of the molecules, so that

the establishment of the validity of these mechanisms be made in a parameter-free

sense, as was possible near equilibrium? Answers to these questions are attempted

in the next Chapter.



Chapter 8

Prediction of theta solution

properties in using Successive

Fine-Graining

Measurements in simple shear flows have been the mainstay of experimental rhe-

ology for a long time. Unfortunately, obtaining a clear resolution of the polymer’s

contribution to the total shear stress developed in these flows is difficult in dilute so-

lutions, particulary with Boger-fluids made with high viscosity oligomeric solvents.

This problem is further compounded by the fact that in the strong flow regime

where finite size effects are dominant, the relative contribution of the dissolved

polymers to the total shear stress becomes smaller with increasing shear-rate, due

to shear-thinning. In strong elongational flows (Wi > Wic), however, the polymer’s

contribution to the tensile stress can be larger than the solvent’s contribution by

several orders of magnitude, and can hence be clearly measured. In a remarkable

breakthrough, the development of the filament-stretching rheometer [McKinley and

Sridhar, 2002; Sridhar et al., 1991; Tirtaatmadja and Sridhar, 1993] surmounted

the technical hurdles that had earlier confounded the practical realization of homo-

geneous uniaxial extensional flows [Sridhar, 1990]. Using this device, Gupta et al.

[2000] studied the transient growth of the elongational viscosity after the sudden

imposition of uniaxial extensional flow on dilute solutions of high-molecular-weight

238
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polystyrene in a mixed, near-theta solvent. Earlier, Orr and Sridhar [Orr and Srid-

har, 1996, 1999] had studied stress relaxation following the cessation of uniaxial

extensional flow in a filament stretching rheometer (FSR). The primary goal of this

Chapter is compare predictions of BD simulations and closure approximations with

experimental observations in extensional flows. The techniques used in this Chapter

and some of the results obtained with BD simulations have been published [Prab-

hakar et al., 2004].

At this stage it is necessary to consider an appropriate dimensionless represen-

tation of the experimental data for properties such as the viscosity. As pointed out

in Chapter 2, the definition of the dimensionless viscosities η∗p or η∗p involves the use

of the model parameters h∗ and Nk, s, since

η∗p =
ηp

npkbTλs

=

(
2

3π3/2

)
ηp

npηs `3sh
∗ =

[ √
12

π3/2h∗N
3/2
k, s

]
ηp

npηsb
3
k

. (8.1)

While examining the influence of the parameters h∗ and Nk, s on the model’s pre-

dictions, it is preferable to express the experimental data in a dimensionless form

that is also free of these parameters. In the equation above, it is observed that the

underlined term is dimensionless, and depends solely on experimentally accessible

quantities. It is thus possible to introduce

η†p ≡
ηp

npηsb3k
=
π3/2

√
12
h∗N

3/2
k, sη

∗
p . (8.2)

For extensional flows, the dimensionless extensional viscosity η†p is defined similarly

using ηp. Comparing the right-hand side with the definition of the ratio Uη in

Eq. (7.2) in the previous Chapter, it is clear that

η†p = UηN
3/2
k . (8.3)

Returning now to the problem at hand, in a first attempt at predicting the data

of Gupta et al., Li et al. [2000] used BD simulations of finitely extensible chains,

but without HI. However, their predictions agreed only qualitatively with the data.

Further, the drag-coefficient ζ had to be adjusted to ensure that their free-draining
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model’s prediction of the equilibrium relaxation time matched that predicted by the

Zimm model, which incorporates HI. More recently, Larson and co-workers [Hsieh

and Larson, 2004; Hsieh et al., 2003] for the first time demonstrated that quantitative

agreement can be obtained if HI is included in the model. However, even in this

study, it was found that the drag coefficient had to be chosen carefully in order to

describe the observed experimental behaviour well. Fitting the drag coefficient in a

bead-spring model with spherical beads is equivalent to choosing the HI parameter,

h∗. These studies show that for any fixed value of Ns, choosing h∗ = h∗f does not

give uniformly accurate predictions of the behaviour of solutions of long molecules

in strong extensional flows.

As discussed earlier, the dynamic properties of long molecules close to equi-

librium are well described by bead-spring chains models with relatively small Ns

provided h∗ ≈ h∗f . Subsequent to the imposition of a strong extensional flow on a

polymer solution initially at equilibrium, molecules in the solution are forced by the

solvent to unravel from their random coil conformations to a nearly fully-stretched

state. In this state, a macromolecule looks like a long, slender rod. A simple deriva-

tion presented in Appendix B leads to the following approximate expression for the

steady-state extensional viscosity of a solution of fully-stretched molecules modeled

as bead-rod chains:

η†p =
π

6

N3
k

ln(Nk/2) + 1/(
√

3πh∗k)
, (8.4)

where

h∗k ≡
√

3

π

ak

bk
, (2.66)

is the HI parameter for a bead-rod chain with HI. In a fully-stretched bead-spring

representation, however, the beads are each separated by a distance of bkNk, s, and

the corresponding expression for fully-stretched bead-spring chains is

η†p =
π

6

N3
k√

Nk, s/
√

3πh∗ + ln(Ns/2)
. (8.5)

It is clear that in a strong extensional flow when chains can be close to fully stretched,
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a choice of h∗ = h∗f ≈ 0.25 in the equation above for Ns � Nk cannot reproduce the

value of η†p predicted with Eq. (8.4). For large values of Nk, the predictions of the

bead-spring model with h∗ ≈ 0.25 for the steady-state extensional viscosity will be

lower than that predicted by a bead-rod model by a factor that scales roughly as√
Nk, s.

Hsieh et al. attempted to resolve this issue by choosing a value of h∗ in the

coarse bead-spring chain that leads to the same extensional viscosity of a solution

of bead-rod chains in the fully-stretched state. However, with this approach, the

near-equilibrium predictions of the bead-spring model no longer match experimental

observations as h∗ 6= h∗f . In fact, equating Eqs. (8.4) and (8.5) shows that the value

of h∗ estimated with such a procedure,

h∗ =

√
Nk, s

h∗−1
k +

√
3π ln(Nk, s)

, (8.6)

can be unrealistically large for large values of Nk and small values of Ns. Therefore

one is forced to increase Ns to keep h∗ within reasonable limits [Hsieh and Larson,

2004].

One is confronted with a dilemma when attempting to use a bead-spring model

with small Ns ≈ 20 in flow situations where considerable variation in the extent

to which molecules are stretched is possible. If h∗ = h∗f , good agreement near

equilibrium comes at the cost of inaccuracies when molecules are stretched. The

opposite is true if h∗ is chosen to match the drag characteristics of fully stretched

molecules. This difficulty is in reality the result of using a fixed and relatively high

degree of coarse-graining (that is, a fixed Ns � Nk) to represent a polymer chain.

In a bead-spring model with a constant bead radius, a single choice of a relatively

small number of springs cannot adequately describe the hydrodynamic properties of

the underlying chain across the entire range of flow strengths with uniform accuracy.

The discussion above implies that for any large fixed value of Nk, predictions
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Figure 8.1: Effect of coarse-graining on predictionsof coil-stretch hysteresis in the
dimensionless steady-state extensional viscosity obtained with the TFN-P model.
Here, the Weissenberg number Wi = U∞
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of models with finitely extensible springs become strongly dependent of the coarse-

graining parameter Nk, s in situations where chains experience considerable stretch-

ing. In Fig. 8.1, the strong dependence on the degree of coarse graining is demon-

strated with predictions of the TFN-P model for the steady-state extensional vis-

cosity η†p. It is observed that, Wiuc −Wilc, the size of coil stretch window between

the critical values for coil-to-stretch (Wiuc) and stretch-to-coil (Wilc) depends on

the value of Ns, and hence the degree of coarse graining Nk, s, used for the calcu-

lations. (The method used to calculate the Weissenberg numbers in Fig. 8.1 and

8.2 is explained later in this Chapter.) Further, it is clear that at low values of

Wi < Wilc, predictions of η†p with a fixed value of Nk and for the value of h∗ = 0.25

used, are not very sensitive to Nk, s. However, above Wiuc, when chains are highly

stretched, the dependence of η†p on Nk, s is much stronger. In fact, the increase in the

coil-stretch hysteresis window is the result of the strong sensitivity of the stretched-

state viscosity to Nk, s, since Wiuc is observed to be less dependent on Nk, s than

Wilc. The sensitivity of properties to Nk, s is not restricted to extensional flows, as

seen in Fig. 8.2, where predictions for the steady-state shear viscosity η†p in the FE

dominated terminal shear-thinning regime are also observed to depend strongly on

Nk, s.

The most direct response to this difficulty would be to eliminate it altogether by

modeling the polymer molecule as a bead-rod chain. When EV effects are neglected,

η∗p in general depends on ε, Wi and the model parameters h∗ and Nk, s, besides also

depending on the values chosen for Ns. Equation (8.2) shows therefore that for a

bead-rod chain, (Ns = Nk, h
∗ = h∗k), predictions of the dimensionless extensional

viscosity η†p in unsteady extensional flows, should in general depend on ε, Wi and

must be parameterized by Nk and the HI parameter h∗k, i.e. η†p = η†p(ε,Wi,Nk, h
∗
k).

Further, from Eq. (8.3), this means that Uη = Uη(ε,Wi,Nk, h
∗
k) in general, where Uη

is the extensional flow equivalent of the ratio Uη defined in Eq. (7.2) for shear flows.

From the discussion in the previous Chapter, one expects that the dependence of Uη

on h∗k would be weak near equilibrium, for large values of Nk, and Uη ≈ U∞
η (ε,Wi),

or η†p ≈ U∞
η (ε,Wi)N

3/2
k . As steady-state is approached in a strong extensional flow,

η†p will be closer to the approximate expression in Eq. (8.4).

Equation (8.4) also indicates that for very long chains in the fully-stretched
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condition,

η†p =
π

6

N3
k

ln(Nk/2)

(
1 +

1√
3πh∗k ln(Nk/2)

)−1

,

=
π

6

N3
k

ln(Nk/2)

(
1− 1√

3πh∗k ln(Nk/2)
+O([ln(Nk/2)]−2)

)
. (8.7)

For fully-stretched bead-rod chains, the equation above suggests that the ratio

6η†p ln(Nk/2)/(πN3
k) converges to unity as Nk → ∞, irrespective of the value of

h∗k used. Figure 8.3 illustrates this convergence. The predictions in Fig. 8.3 were

numerically calculated without approximations, for fully stretched bead-rod chains

with pair-wise HI described using the RPY tensor. The details of this calculation

are given in Appendix B.

For fully stretched chains, corrections to ratio plotted in Fig. 8.3 die out as
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1/ ln(Nk/2), which is much slower slower the 1/
√
Nk convergence of Uη, 0 to U∞

η, 0. It

is interesting to note, however, that the infinite-chain limit for fully-stretched bead-

rod chains seems to be approached nearly horizontally for a choice of h∗k ≈ 0.25.

Combining this observation with the fact that the fixed-point for bead-rod chains is

close to 0.2, one may conjecture that even in the transition between the coiled state

to the stretched state, predictions of the bead-rod model for properties such as η†p

obtained using relatively small values of Nk and a value of h∗k between 0.2 and 0.3

may be treated as being representative of the behaviour of much longer chains over

a wider range of h∗k values.

Direct BD simulations of bead-rod chains with HI for Nk & 100 are prohibitively

expensive, and a systematic exploration of the rheological behaviour of dilute poly-

mer solutions using the bead-rod model is currently not possible. Such simulations

may be avoided by noting that, although predictions of the FEBS model with a

single choice of low Ns may not be accurate everywhere, a series of different simula-

tions, each with the same value of Nk but a larger value of Ns than the one before

may reveal a systematic trend in the predictions. Further, the HI parameter in the

different bead-spring simulations can be held constant at some h∗ = h∗k. Then, if

the macroscopic properties predicted by the FEBS model vary smoothly with re-

spect to Nk, s, it may be possible to extrapolate the trends in rheological and other

properties to the Ns → Nk limit to obtain an improved estimate of the prediction

that would have been obtained in a bead-rod simulation with the same Nk and h∗k,

provided the strain-rate of the flow is such that ε̇λk � 1, where Kuhn segment time

constant λk has been introduced in Eq. (2.68). Thus, the dependence on the degree

of coarse-graining Nk, s caused by the use of spherical beads of fixed hydrodynamic

radii, can be eliminated by extrapolating to the “bead-rod limit”, Ns → Nk.

The aim of this Chapter is to compare the results obtained using this “Succes-

sive Fine Graining” (SFG) procedure with some of the available rheological mea-

surements for uniaxial extensional flows of dilute polymer solutions at the theta

state. The key steps in effecting this comparison between theory and experiment

are summarized below.

1. Collect the following data characterizing the experimental system: the polymer

species, it molecular weight M , the number density np of polymer molecules
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in the solution, the solvent viscosity ηs and the theta temperature at which

measurements are made. For the given polymer, get the Kuhn segment length

bk and the number of Kuhn segments Nk = M/mk, where mk is the molecular

weight of a single Kuhn step Appendix C lists the key formulae required for

the calculation of mk.

2. From the strain-rate ε̇ex used in the experiment, calculate the experimental

Weissenberg number, Wiex. The estimation of the experimental equilibrium

relaxation time required for this calculation is described in Section 8.0.3 below.

3. Convert raw experimental ηp-versus-t data into a plot of ηp†-versus-ε.

4. Choose a value of h∗k, say 0.2.

5. Choose a small value of Ns, and calculate Nk, s = Nk/Ns, `s = bk
√
Nk, s/3,

and λs = (3π3/2/2)h∗ (ηs `
3
s/kbT ), with h∗ = h∗k.

6. Estimate (as shown Section 8.0.3) the dimensionless strain rate ε̇∗ to be used

in the BD simulation.

7. Perform a BD simulation with the parameters above, and express the resulting

output for η∗p in terms of η†p using Eq. (8.2).

8. Choose a new larger value of Ns, and repeat from Step 5 above for several

values of Ns.

9. At each ε, extrapolate the predicted η†p data obtained with the different Ns

values to the Ns → Nk limit. The details of the extrapolation procedure are

given in Section 8.1. This yields the variation of the bead-rod limit of η†p with

ε for the chosen h∗k.

10. Repeat from Step 5 with another value of h∗k, say 0.3.

11. After obtaining the extrapolated η†p-versus- ε, examine sensitivity of predic-

tions to h∗k.

If HI is the dominant physical mechanism in dilute polymer solutions even in

strong flows, one would expect to see experimental measurements of the transient
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evolution of η†p for the same value of Nk in several polymer-solvent systems to be

clustered around extrapolated predictions in the bead-rod limit. If the predictions

for the different h∗k values are not markedly different from each other for fairly large

values of Nk, and if significant and systematic deviations between these extrapolated

predictions and experiment begin to appear, then the deviations from experiment

can be ascribed to physical phenomena not accounted for in the model, rather than

to the lack of detail in describing the local hydrodynamic characteristics of polymer

molecules.

An important consideration in implementing the SFG procedure involves the

calculation of the dimensionless strain rate that must be used in a BD simulation.

8.0.3 Choosing the strain-rate in the SFG procedure

Before proceeding further, it is necessary to first consider the definition of the

“longest” relaxation time. In the approximate theories of HI described in Chap-

ter 5, it is possible to obtain an expression for the relaxation modulus G(t) of the

general form

G(t) =

NG∑
i=1

Hi exp(−t/λi) . (8.8)

The nature of the time constants λi and the relaxation weights Hi in the approx-

imate models have been discussed thoroughly by Öttinger and Zylka [1992]. Con-

ventionally, the largest of the time constants is denoted as λ1, and is identified as

the longest relaxation time Λ1,0. The set of time constants is referred to as the

relaxation spectrum. In BD simulations of chains with fluctuating HI, however, a

discrete relaxation spectrum cannot be obtained. Instead, it is possible to identify

Λ1,0 as follows [Hsieh et al., 2003; Perkins et al., 1997; Sunthar and Prakash, 2005].

Under no-flow conditions, BD simulations are performed with an ensemble of FEBS

chains that are initially all stretched to a certain large fraction (70% in this study)

of their contour lengths. The time constant Λ∗
1,0 = Λ1,0/ `s is estimated by fitting a

single exponential decay to the tail (after R∗ 2
e decreases below 2R∗ 2

e, eq in this study)

of the R∗ 2
e -versus-t∗ curve .

It is useful here to define a ratio similar to Uη for the longest relaxation time at
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equilibrium, Λ1,0, introduced in Section 2.5.5 of Chapter 2:

U1,0 ≡
Λ1,0kbT

ηsR3
e,eq

=
π3/2

√
12

h∗Λ∗
1,0

N
3/2
s

. (8.9)

Although U ex
1, 0 is not typically measured in experiment (since direct visualization of

synthetic polymer molecules such as polystyrene is currently not possible), this ratio

is expected to be constant in solutions of long, flexible molecules, as observed in the

case of U ex
η, 0. Furthermore, the prediction of the universal constant U∞

η, 0 obtained

with BD simulations of bead-spring chains with HI is in excellent agreement with the

experimentally measured value of U ex
η, 0 [Kröger et al., 2000]. Thus, it is reasonable

to assume that U ex
1, 0 is close to U∞

1, 0, the infinite chain limit obtained theoretically.

In this study, the SFG procedure is used to obtain predictions to compare

with the experimental η†p-versus-ε data. The experimentally imposed (dimensional)

extension-rate is denoted as ε̇ex. At first sight, using this value, or its dimensionless

equivalent ε̇exλs, seems to be an obvious input to simulations. It also seems equally

reasonable to choose an ε̇ in the simulations for any value of Ns such that the Weis-

senberg number in the model Wi equals that in the experiment, Wiex = ε̇exΛex
1,0.

This Section examines these two apparently unrelated choices further.

From the definitions above,

Wiex = U∞
1, 0ε̇

exηsb
3
k

kbT
N

3/2
k = U∞

1, 0ε̇
exΛ◦ , (8.10)

where the time constant Λ◦ = ηsb
3
kN

3/2
k /kbT has been introduced earlier in the

previous Chapter [Eq. (7.8)]. For a bead-spring model with Ns springs for which the

HI parameter is h∗, the Weissenberg number corresponding to some (dimensional)

strain rate ε̇ is

Wi = ε̇
ηsb

3
k

kbT
U1, 0(h

∗, Ns, Nk, s)N
3/2
k , (8.11)

where U1, 0(h
∗, Ns, Nk, s) is the specific prediction of the ratio by the bead-spring

model. If the rule Wi = Wiex is used to calculate the values of ε̇ to be used in

simulations, then using Eqs. (8.10) and (8.11) one obtains for the strain rate in the
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bead-spring model,

ε̇ = ε̇ex
U∞

1, 0

U1, 0(h∗, Ns, Nk, s)
. (8.12)

In dimensionless terms, this implies

ε̇∗ = ε̇λs =

(
ε̇ex 3π3/2

2

ηs

kbT
h∗ `3s

)
U∞

1, 0

U1, 0(h∗, Ns, Nk, s)
. (8.13)

Since h∗ = h∗k is a value that is chosen a priori, the value of ε̇∗ to be used in the

simulation can be calculated, once the ratio U∞
1, 0/U1, 0 is known. Equation (8.12)

above shows the extent to which the value of ε̇ determined by the Weissenberg

equality rule differs from a direct choice of ε̇ex as the simulations’ input.

In this study, the ratio U∞
1, 0/U1, 0(h

∗, Ns, Nk, s) is obtained by estimating the

relaxation time Λ∗
1, 0 using the procedure described at the start of this Section. These

simulations are performed for three different values of h∗ = 0.2, 0.25, and 0.3, and

using a single value of Nk = 2627. The ratio U1, 0 is calculated using the definition

in Eq. (8.9). Although the results are obtained with Nk kept constant at a large

value, the relatively small values of Ns used (25 ≤ N ≤ 50) means that the springs

behave as Hookean springs in the final stages of relaxation in which the estimate

of Λ∗
1,0 is made. In other words, the results for U1, 0 are effectively independent of

the value of Nk, s used, depending only on Ns and h∗. The data can be regarded as

having been obtained using Hookean springs, and can thus be extrapolated to the

limit Ns →∞. Following the procedure of Kröger et al. [2000], data for finite chains

is plotted against 1/
√
Ns and straight-line fits through the data are extrapolated to

the limit Ns →∞ to obtain an estimate of U∞
1, 0. The values of U∞

1, 0 thus obtained are

given in Table 8.1. It is seen that the resulting values U∞
1, 0 for the three different h∗

values are close, but not identical. Therefore, the mean of the three values (= 0.21)

is taken to be U∞
1, 0, and straight lines are fitted through the data sets for the different

h∗ values such that all have the same intercept and equal to the mean U∞
1, 0. It may

be noted that defining the largest equilibrium relaxation time in the Zimm model

as Λ1,0 = 2λs/, ã
∗
1, where ã∗1 is the smallest eigenvalue of the modified Rouse matrix

[Eq. (5.20)] leads to U∞
1, 0 = 0.20 [Auer and Gardner, 1955; Kröger et al., 2000].

The resulting straight line fits through the U1, 0-versus-1/
√
Ns data obtained in



8.0. SFG and the strain rate 250

Table 8.1: Values of the constants U∞
1, 0 obtained by fitting straight lines of the

form U1, 0 = U∞
1, 0(1 + m/

√
Ns) to the U1, 0-versus-1/

√
Ns data obtained with BD

simulations for h∗ values of 0.2, 0.25 and 0.3.

h∗ U∞
1, 0

0.2 0.215 ± 0.008
0.25 0.223 ± 0.007
0.3 0.206 ± 0.005

Average 0.21 ± 0.01
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Figure 8.4: Exact results for the ratio U1, 0 from Brownian dynamics simulations,
versus 1/

√
Ns for 25 ≤ Ns ≤ 50. The equations of the lines of best-fit are as follows:

for h∗ = 0.2, U1, 0 = 0.21− 0.048/
√
Ns, for h∗ = 0.25, U1, 0 = 0.21 + 0.090/

√
Ns; for

h∗ = 0.3, U1, 0 = 0.21 + 0.260/
√
Ns.

the simulations, and their equations for each h∗, are shown in Fig. 8.4. With these

equations, the ratio U∞
1, 0/U1, 0 in Eq. (8.13) can be calculated for any value of Ns for

the three different h∗ values in the range [0.2, 0.3], using which the ε̇∗ to be used in

a simulation for any given values of Ns can be calculated.
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8.1 SFG Extrapolations

Figure 8.5 plots the variation of η†p with respect to 1/
√
Ns for the two different

values of h∗ = h∗k = 0.2 and 0.3, at different strains. It is found that the deviations

due to coarse-graining can be as large as 40 to 50%, even though the values of Ns

used are not small (60 ≤ N ≤ 160). However, as anticipated, the trend across with

respect to 1/
√
Ns appears to be reasonably smooth, permitting the use of curve fits

through the data which can then be extrapolated to the 1/
√
Ns → 1/

√
Nk limit.

For the smaller values of the Hencky strain (ε . 3 in Fig. 8.5), the predictions

for η†p show a nearly linear (within simulation errors) dependence on 1/
√
Ns, which

may be understood as follows. At low strains, the influence of FE has not yet begun

to manifest itself, and one expects that at any fixed ε and Wi ,

η†p = UηN
3/2
k =

[
U∞

η + cη

(
1

h∗f
− 1

h∗

)
1√
Ns

+ . . .

]
N

3/2
k . (8.14)

In the equation above, Uη is different from the ratio Uη, 0 obtained for finite chains in

the limit of vanishingly small extension-rates. However, although Wi > Wic polymer

molecules are not highly stretched at low values of ε and the expansion of Uη can

be expected to have the same form as shown in Eq. (7.5) for Uη, 0. The form of

the function Uη in the equation above is valid for chains with Hookean or finitely

extensible springs. The parameter h∗f is however dependent on Nk, s. In other words,

it is possible to construct plots such as the one shown for the Zimm model Fig. 7.1 in

the previous Chapter but with FEBS chains, keeping Nk, s fixed and increasing Ns.

In such a case, Sunthar and Prakash [2005] have shown that h∗f , the value of h∗ for

which the infinite chain limit of Uη, 0 (or Uη, 0) is approached horizontally for large

values of Ns, depends on Nk, s. In fact, as mentioned in Chapter 7, the value of h∗f for

the bead-rod model is 0.19, whereas for Rouse chains it is approximately 0.25 [Kröger

et al., 2000]. Hence, it is expected that h∗f has only a weak dependence on Nk, s.

Further, for any fixed Nk, s, the value of h∗f is expected to be remain unaffected away

from equilibrium [Zylka and Öttinger, 1991], as long as FE effects are not dominant.

Since h∗f is a weak function of Nk, s, its reciprocal may be expanded in a Taylor’s

series in
√
Nk, s around (h∗k, f)

−1, the value for the bead-rod model. Therefore, for a
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fixed value of Nk, it is possible to write

η†p = UηN
3/2
k =

[
U∞

η + cη

(
1

h∗k, f

− 1

h∗

)
1√
Ns

+O(
1

Ns

)

]
N

3/2
k . (8.15)

The equation above shows that, at low values of ε when FE is not a dominant effect,

it is valid to fit low-order polynomials in 1/
√
Ns through the BD simulations data

obtained by keeping Nk fixed, and extrapolate them to obtain predictions in the

bead-rod limit, Ns → Nk.

As ε increases however, η†p becomes a stronger function of 1/
√
Ns. In addition,

for intermediate values of the strain (for example, ε = 6 in Fig. 8.5), fluctuations in

the simulations are large for all values of Ns. This is caused by the large variations

in chain conformations that signal the onset of the coil-to-stretch transition [Larson

et al., 1999; Perkins et al., 1997; Smith and Chu, 1998]. Fitting linear or higher-order

polynomials directly to noisy data on η†p in this regime is problematic.

To understand the nature of the variation in η†p with respect to Ns (while keeping

Nk fixed) when chains are highly stretched, analytical results for fully stretched

chains are examined first in Fig. 8.6. The results in the Figure were obtained for

for various bead-“spring” discretizations of a fully stretched bead-rod chain with

Nk = 2627. The details of the calculations are given in Appendix B. In Fig. 8.6, the

predictions of η†p for fully-stretched bead-spring chains are plotted against 1/
√
Ns,

and various values of h∗. The variation of η†p in Fig. 8.6 with respect to 1/
√
Ns is

qualitatively similar to that observed in the simulations’ data at high Hencky strains

(ε ≥ 5 in Fig. 8.5), for the same values of h∗ and 1/
√
Ns.

It is useful to define the following ratio

ϕ ≡
η†p(ε,Wi;h

∗, Ns, Nk)

η†p(∞,∞, h∗, Ns, Nk)
, (8.16)

where η†p(∞,∞, h∗, Ns, Nk) denotes the analytical calculation of η†p for fully-stretched

chains. Due to the qualitative similarity in the η†p-versus-1/
√
Ns behaviour in

Figs. 8.5 and 8.6, the ratio ϕ is observed in Fig. 8.7 to be a weaker function of 1/
√
Ns

than η†p itself. Nevertheless, fitting polynomials or rational functions through the

data expressed in terms of ϕ can sometimes lead to unphysical negative viscosities.
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To avoid such problems, an approximate expression for η†p is developed using a one-

dimensional model for partially stretched bead-spring chains, which is discussed in

Appendix B. Although in reality the extent to which individual springs are stretched

varies across the chain (springs in the middle of the chain are more stretched than

those at the ends), assuming that all springs are stretched to the same extent leads

to a simplified expression for η†p in which the mean fractional stretch α enters as an

unknown parameter:

η†p =
π3/2

√
12

α3 h∗N3
k

αN
1/2
k, s +

√
3πh∗ ln(Ns/2)

, (8.17)

and therefore, for the simple one-dimensional model,

ϕ = α3 1 +
√

3π/Nk, sh
∗ ln(Ns/2)

α+
√

3π/Nk, sh∗ ln(Ns/2)
. (8.18)

The expression above contains a single parameter α. Using standard non-linear

least-squares regression techniques [Press et al., 1992], a function of the form in

the equation above is fitted through the actual data for ϕ-versus-1/
√
Ns data by

treating α as a tuneable parameter. To allow for the variation of mean stretch with

Ns, α itself is considered to be linear with respect 1/
√
Ns, and the overall procedure

involves fitting the two constants involved. The smooth curves shown in Figs. 8.5

and 8.7 through the simulations’ data for ε > 4 have been obtained in this manner.

At each value of the Hencky strain, the fitted curve is then extrapolated to obtain

the prediction of ϕ at 1/
√
Ns = 1/

√
Nk, which is then converted back to η†p by

multiplying it with the exact value of η†p for the fully-stretched chain (Fig. 8.6).

Thus far, extrapolations of BD simulations’ data for η†p have been discussed.

Extrapolated results in the bead-rod limit are also obtained for properties related

to average chain dimensions, such as R2
e and components of the radius of gyration

tensor G. As in the case of the extensional viscosity, predictions for these quantities

are first expressed in a dimensionless form by defining

R† 2
e ≡ R2

e

b2k
=
Nk, s

3
R∗ 2

e , (8.19)
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and similarly,

G† =
1

b2k
G =

Nk, s

3
G∗ . (8.20)

When the results of simulations are expressed in terms of the dimensionless quan-

tities above, the variation with respect to
√
Ns is found to be reasonably smooth,

which allows the fitting of low-order polynomials in
√
Ns to perform extrapolations.

8.2 Comparison with experiment

Table 8.2 shows the properties characterizing the polymer solutions whose exten-

sional flow data are compared with the results obtained in this work by using the

SFG procedure, and Table 8.3 summarizes the parameters used for BD simulations.

To examine the dependence of η†p on Nk, BD simulations were also performed for

chains with Nk values in the range 2627/4 < Nk < 2627. These simulations were

carried out for Wi = 2.0, and 18. The predictions obtained after SFG extrapolations

are compared with experimental data in Figs. 8.8 to 8.11. While Figs. 8.8 (a) to

(d) pertain to the growth of η†p during the startup of a uniaxial extensional flow,

Fig. 8.11 presents data on the variation in dimensionless first normal stress difference

[Eq. (2.89)] during start-up and following cessation of steady uniaxial extensional

flow.

It is encouraging to observe that the predicted behaviour in all the Figures is

observed to be generally in good agreement with experiment across the range of Nk,

Wi and ε values studied. This confirms that models with HI can describe the dy-

namic behaviour of dilute polymer solutions reasonably well away from equilibrium

provided the influence of coarse-graining are accounted for. On closer examination,

however, it is possible to notice the following deviations.

1. In Figs. 8.8 (a) and (b), for either value of h∗k, predictions are larger than

experiment at higher strains. The deviation at Wi = 2 is observed to be

larger than at Wi = 3.8. At the higher Weissenberg numbers, the agreement

is excellent in Figs. 8.8 (c) and (d).

2. For the same polymer and solvent, Fig. 8.9 shows the experimental data for
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Figure 8.8: Comparison of extrapolated results obtained using BD simulations for
the growth of the dimensionless extensional viscosity η†p, with experimental data
obtained with Solution I in Table 8.2.
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Figure 8.9: Comparison of extrapolated results for the growth of η†p for h∗k = 0.2
(red circles), with experimental data obtained with Solutions II A (open upright
triangles), B (open inverted triangles) and C (open squares) in Table 8.2.
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Figure 8.10: Extrapolated results for h∗k = 0.2 (red circles) for the variation of the
ratio η†p/N

2
k with Wi at a fixed Hencky strain ε = 6. The experimental data points

(open squares) at the two lower values of Wi have been obtained with Solution I in
Table 8.2, while the last point has been obtained with Solution II A.
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a larger value of Nk, for three different concentrations. At moderate strains

(ε ∼ 3), the extrapolated predictions agree with the data obtained with for

the solution of a higher concentration (Solution II C, Table 8.2). The mea-

surements for the other two solutions of lower concentrations are much larger

those of Solution II C. This concentration dependence is unexpected, since

the ratio η†p ∼ ηp/np is expected to be independent of concentration for dilute

solutions. Also surprising is the fact that the theoretical predictions valid in

the dilute solution limit (np → 0) agree better with data obtained with a

more concentrated solution. The measurements of the polymer stress at the

lower strains shown in Fig. 8.9 were significantly larger (> 100%) than the

solvent contribution, and therefore the discrepancy at lower strains cannot be

attributed to lack of instrument resolution.

3. At higher strains, it is the data for the two solutions of lower concentrations

that are closer to the theoretical predictions in Fig. 8.9. But even these are

significantly lower (by nearly 50% at ε = 6) than the extrapolated results.

4. This overprediction is also the reason why the simulations fail to predict the

“extension-thinning” observed in experiment. Gupta et al. [2000] observed this

intriguing phenomenon in their experiments, wherein at a fixed high value of

ε, a plot of ηp/cM versus Wi shows a maximum. Beyond a threshold value

Wi, ηp/cM decreases with increasing Wi. Remarkably, this decrease cannot be

attributed to discrepancies due to molecular weight scaling of ηp, since it is ob-

served to occur even for a single polymer solution. That is, above the threshold

Wi, ηp decreases with increasing extensional strain-rate. In a different study,

Dubbelboer [2004] observed a similar decrease in the mean fractional stretch

of stained DNA molecules beyond a threshold Wi in planar and uniaxial ex-

tensional flows. The lack of any extension-thinning in the simulations’ results

is illustrated in Fig. 8.10, where η†p/N
2
k is plotted for two different values of

Nk. Interestingly, Li and Denn [2004] have predicted extension-thinning in

the steady-state extensional viscosity, with Monte Carlo simulations of free-

draining FENE chains. However, steady-state results obtained with the FD-P

and FD-PG models in this study show no such decrease in the extensional
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viscosity with increasing strain rate.

5. The prediction of N∗
1 in Fig. 8.11 (a) following cessation of extensional flow

for the same solution is observed to agree well with the experimental measure-

ments during the initial stages of the relaxation. However, the experimental

decay is faster and attains much lower values with the progress of time.

6. The disagreement is severe in the stress-relaxation phase in Fig. 8.11 (b), and

this is preceded by a less marked but still significant deviation in the stress-

growth stage.

8.3 Deviations between theory and experiment

There seem to be at least three possible sources for the deviations listed above.

8.3.1 Errors in extrapolations

Firstly, even after applying the extrapolation procedure described in Section 8.1, it

may not be possible to completely eliminate the influence of coarse-graining. This is

particularly true for the larger values of Nk = 13747, and 8727, for which the largest

value of N used was 100, which implies Nk, s ∼ 100. The effect of coarse-graining

may be more severe for predictions of stress-relaxation where a rapid initial decay

of the stress is observed in experiment. This rapid dissipation is understood to be

caused by the fast rotational diffusive motion of the individual Kuhn segments [Doyle

et al., 1998], and an extrapolation based on the trends obtained with coarse bead-

spring chains may not be reliable. To resolve this issue with absolute certainty, one

would require in principle the firm establishment of the SFG extrapolation procedure

by comparison with full bead-rod model simulations across a wide range of parameter

values. Nevertheless, from the trends obtained in this study for the variation of N∗
1,p

with respect to Ns—of which Fig. 8.12 is an example—the differences observed in

the relaxation phase appear too large to be completely attributable to errors due

to extrapolations. This is also true of the deviations observed in the stress-growth

phase in Figs. 8.8 and 8.9.
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Figure 8.12: SFG extrapolation of predictions of the dimensionless normal stress
difference N∗

1,p in the stress-relaxation phase of Fig 8.11 (b), to the Ns → Nk limit
(solid red circle). The open red circles are results of simulations for h∗ = 0.2, while
the continuous line is a linear fit through the data. The open square symbol in the
figure represents the experimentally measured value.

8.3.2 Lack of hydrodynamic detail in the model

The second possible cause for the deviations between predictions and experiment

could be a consequence of the lack of detail in the model in describing local hydro-

dynamic characteristics of the real polymer. As explained in at the beginning of this

Chapter, the importance of local hydrodynamic details can be gauged by looking

at the sensitivity of the extrapolated results to the parameter h∗k. Although a more

quantitative analysis of the sensitivity of the extrapolated results to h∗k can be in

principle be carried out, this could not be done in this study as a result of the large

size of the errors in the extrapolated results, obtained with both the simulations and

approximations.

Visually, however, it appears from Figs. 8.8 (a) to (d) that the sensitivity of the

predictions to h∗k is small compared to the overall scale of variation in η†p. Predictions

at lower Wi values seem more sensitive to model parameters. For Wi = 2 and
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3.8, this sensitivity of η†p to h∗k appears to increase with strain. The increased at

sensitivity at ε & 3 for the two lower values of Wi [Figs. 8.8 (a) and (b)] suggests

that local chemical details may exert a noticeable influence under these conditions.

It is also under these conditions that deviations between theory and experiment

are observed. At the two higher values of Wi considered in Figs. 8.8 (c) and (d),

the sensitivity of the extrapolated results to h∗k is smaller, and the agreement with

experiment is also much improved.

8.3.3 Physical phenomena not accounted for in the model

As mentioned earlier, the third reason why deviations between theory and experi-

ment can occur is the existence of phenomena that are not important at equilibrium,

but come into play under the conditions examined.

For instance, an examination of the evolution of individual chains configurations

using Brownian dynamics simulations reveals that chains are compressed strongly

in the direction transverse to the principal flow direction in a uniaxial extensional

flow. This causes different parts of the chain to approach each other quite closely,

and in most cases, the existence of HI leads to a marked retardation of the unrav-

elling process [Agarwal, 2000; Hsieh and Larson, 2004]. As is well known, however,

modeling HI using the Oseen-Burgers tensor and its variants (such as the RPY ten-

sor) cannot accurately describe the interactions between particles that are physically

close [Kim and Karrila, 1990]. Under such conditions, more detailed modeling of

the near-bead HI may become necessary.

Further, polymer molecules at the theta state are modeled in the current par-

adigm by setting the EV potential to zero. On the other hand, there have been

studies which have used EV potentials (such as the Lennard-Jones 6-12 potential)

in which the strengths of short-range repulsive and long-range attractive components

are so adjusted to give the required molecular weight scaling of static equilibrium

properties under theta conditions. Larson [2004] has pointed to the possibility that

even in theta solutions, when beads are squeezed together in strong extensional

flows, the existence of an attractive part in the EV potential may also contribute to

the retardation of the unravelling process, leading to lower values of the η†p at high

strains observed in experiments.
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Figure 8.13: Schematic illustration of lateral overlap of polymer coils.

The results of the simulations performed in this work also reveal another in-

triguing possibility. In a uniaxial extensional flow, the compression in the direction

transverse to the direction of stretching (the x-direction) could lead to a greater

interaction between adjacent polymer molecules during flow than at equilibrium.

This possibility of “self-concentration” is first demonstrated for the highly ide-

alized situation of two chains whose centres-of-masses at equilibrium have exactly

the same x-component, but are separated by a distance of r0 in the y-direction.

This situation is schematically illustrated in Fig. 8.13. After the imposition of a

strong steady uniaxial extensional flow, the centres-of-masses1 are assumed to move

affinely towards each other, that is r(ε) = r0e
−ε/2. The initial separation is calcu-

lated from the number density np using r0 = (6ηhcp/πnp)
1/3, where ηhcp = π/3

√
2

is the packing density for spheres arranged in a hexagonally-closest packing (HCP)

lattice [Weisstein, 1999].

At any instant, one measure of the average tranverse dimensions of a polymer

1More accurately, it is the centres of resistance which have no mean relative motion with respect
to the solvent in the absence of external forces [Bird et al., 1987b]. As a first approximation, this
difference is ignored here.
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coil is given by

dy = 2
√

3Gyy, (8.21)

where Gyy is the yy-component of the gyration tensor G [Eq. (2.98)]. The expression

above for dy is based on an estimate of the coil volume derived in Appendix E. To

check whether or not a physical overlap of coils transverse to the x-direction occurs,

the following “lateral-overlap” ratio is defined:

ϑ =
dy

r
. (8.22)

A value of ϑ that is larger than unity indicates that the two adjacent chains physically

overlap. Since ϑ will remain at ϑ0 = dy,0/r0 if the shrinkage in the average lateral

dimensions of coils is affine and dy = dy,0e
−ε/2, the lateral overlap ratio will increase

only if the lateral shrinkage does not keep pace with the motion of the centre-of-mass.

Figure 8.14 shows the prediction of ϑ for different Wi and Nk values calculated

using extrapolated values of G†
yy for h∗k = 0.2, where G† has been defined in Eq. 8.20

earlier. For Nk = 2627, np is assigned the value shown in Table 8.2 for Solution

I. In this case, the ratio np/n
∗
p has a low value of 0.054, when the critical number

density n∗p is calculated using the mean dimensions of polymer coils at equilibrium.

Recalling that lines of zero slope in this plot correspond to completely affine motion,

the increase of ϑ with ε in Fig. 8.14 indicates that the lateral shrinkage does not

keep pace with the centre-of-mass motion of the chain. Thus, for any fixed Wi and a

given value of the number density np, there exists a value of ε beyond which ϑ > 1.

However, with increasing Wi, the slope of the curves decreases as the variation of dy

tends towards affine shrinkage. This indicates that as Wi increases, the strains at

which lateral overlap can occur becomes larger. The deviations between experiment

and theory in Fig. 8.8 also follow the same pattern.

However, the picture described in Fig. 8.13 is oversimplified. For instance, even

if two adjacent coils start out at equilibrium as shown in Fig. 8.13, the kinemat-

ics of a uniaxial extensional flow is such that even a small perturbation in the

x-component of the centre-of-mass will result in the coils separating exponentially

in the x-direction. Instead, Fig. 8.15 plots the fraction φ of the total volume that is



8.3. Deviations between theory and experiment 269

0 2 4 6 8

1

101

ε

ϑ

h
*

K
 = 0.2

Wi = 2

Wi = 3.8

Wi = 9.9

Wi = 18
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occupied by the polymer molecules, where

φ =
4πnpb

3
k

3

√
det[3G†]. (8.23)

The equation above is based on an estimate derived in Appendix E for the average

volume spanned by a polymer molecule, Vp = (4π/3)
√

det[3G]. At equilibrium,

G†
eq = (R2

g, eq/3b
2
k) δ, and φeq = 4πnpR

3
g, eq/3. This is usually regarded in literature

as the “c/c∗” ratio [Doi and Edwards, 1986].

Although φ goes through a maximum in Fig. 8.15 rather than increasing con-

tinuously like ϑ, the conclusion from the Figure is the same: there is a greater

possibility for intermolecular interactions between adjacent molecules at lower Wi

values. On the other hand, the influence of Nk on the coil overlap as predicted by

φ is different from that predicted by ϑ: while chain length has little effect on the

latter, φ is observed to increase with Nk in Fig. 8.16. This is to be expected, since

the near-independence of ϑ on Nk behaviour in Fig. 8.14 suggests that Gyy ∼ Nk

at all strains, whereas at high strains when chains approach full stretch, Gxx ∼ N2
k.

Therefore, φ/φ0 ∼
√
GxxG2

yy/R
3
g,eq ∼

√
Nk at higher strains. Thus, for the same

initial volume fraction φ0, solutions of higher molecular weight samples are more

likely to show the influence of direct intermolecular interactions.

In Fig. 8.15, it is seen that for the values of Wi considered, the maximum value

of φ does not exceed 0.5. It was observed in Figs. 8.8 (a) to (d) that experimental

data are well predicted for the two larger values of Wi considered for Nk = 2627. For

the lower Weissenberg numbers, on the other hand, the peak volume fractions pre-

dicted by the theoretical calculations are higher than 50 %. Under such conditions,

the influence of fluctuating intermolecular HI becomes as important as intramole-

cular interactions. Although simulations predict that φ decreases at high strains,

once intermolecular interactions become important, the theory used to obtain these

predictions is no longer correct, and hence predictions must be ignored.

If intermolecular interactions are the reason why the theory deviates from ex-

periment, then correlating the variation in φ shown in Fig. 8.15 with the results in

Figs. 8.8 (a)-(d), it appears that the dilute solution theory is accurate as long as

φ . 0.5. This also seems to be supported by comparing the differences between

extrapolated results in Fig. 8.9 and experimental data for Solution II C, with the
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strain variation in φ presented in Fig. 8.17 for the same solution and flow conditions.

For the more dilute solutions, Solutions II A and B, the maximum in the φ-versus-ε

curve (proportional to the initial φ0) will be even be further below 0.5 than the curve

shown in Fig. 8.17. For these solutions, not only do experimental data at higher

strains lie closer to the predicted behaviour, but the dependence of the experimental

value of η†p on concentration is also negligible. However, even these data are clearly

lower than model predictions, and in fact lie on the extension-thinning arm at ε = 6

[Fig. 8.10]. (Moreover, for these more dilute solutions, deviations are observed at the

lower strains in Fig. 8.9.) Thus, the observation of extension-thinning in experiment

may not be due to intermolecular interactions.

Interestingly, the results of the simulations indicate that the possibility of interac-

tions between neighbouring molecules is enhanced in a stress-relaxation experiment

after the cessation of flow. It is observed in simulations that the rate of decrease in

Gxx in the stress-relaxation phase is smaller than the rate at which G2
yy increases

[Fig. 8.18]. Since the coil volume depends on the product of these two quantities,

the overall volume fraction does not decrease initially as rapidly as Gxx, but may in

fact grow in the period following flow stoppage. Eventually, the volume fraction will

relax back to its equilibrium value. This may however happen only at time-scales

much larger than the rather brief post-cessation observation period for which most

experimental data are typically collected. For instance, Fig. 8.19 shows that for the

stress-relaxation experiment considered in Fig. 8.11 (b), the model predicts φ > 1

even before commencement of the relaxation phase. This is essentially due to the

adverse combination of a high value of Nk and a low Wi. Further, after relaxation

begins, the volume fraction predicted by the dilute solution theory does not change

significantly in the period for which experimental data is available. Thus, for So-

lution III, it may be possible to attribute the large differences observed between

theory and experiment in Fig. 8.11 (b) to intermolecular interactions. On the other

hand, in the case of the stress relaxation experiment shown in Fig. 8.11 (a) for So-

lution II A, Fig. 8.19 also shows that self-concentration effects may not be behind

the deviations seen in the relaxation phase.
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8.4 Experimental comparison and closure approx-

imations

The results for η†p obtained with closure approximations can also be extrapolated

to obtain predictions in the Ns → Nk limit. Since the values obtained with the

approximations are free of errors due to Brownian noise, it is possible to fit low

order polynomials directly to the η†p-versus-1/
√
Ns data and set Ns = Nk in the

fitted polynomial expressions to obtain the extrapolated value of η†p. Figure 8.20

shows extrapolations for the CA-P, GA-P and TFN-P models, for Nk = 2627,

h∗ = h∗k = 0.2 and Wi = 18, and compares these with the results of BD simulations

for the same parameters (Fig. 8.5). The FENE-PG approximation was developed

late in this study, and extrapolated results with this spring force approximation have

not been obtained in this study. Table 8.4 shows the parameters used for carrying

out the SFG procedure with the results of the closure approximations, for comparing

with experiments, and the results obtained with the BD simulations discussed in the

previous Section.

Figures 8.21 (a) to (d) compare the extrapolated results obtained with the CA-

P, GA-P and TFN-P approximations with experimental data on Solution I. While

Figs. 8.21 (a) and (b) present results for Wi = 2, for h∗k = 0.2 and 0.3, respectively,

results for Wi = 18 for the same values of h∗k are shown in Figs. 8.21 (c) and (d).

As observed in Chapter 6, the predictions of the approximations agree closely with

the results obtained with BD simulations at low strains, when the influence of FE is

negligible. At these low strains, predictions of both simulations and approximations

(coloured lines) for Nk = 2627 are close to the universal η†p-versus-ε predictions

obtained with the TFN-H approximation (black lines).

The universal predictions in Figures 8.21 (a) to (d) were obtained by following the

same procedure used by Öttinger and co-workers [Prakash and Öttinger, 1997; Zylka

and Öttinger, 1991] for steady-state rheological properties in shear, and discussed

earlier in the previous Chapter. Predictions of the TFN-H approximation for the

variation of the ratio Uη with ε for the two different values of Wi = 2 and 18 shown

in Fig. 8.21, were collected for values of N ranging from 20 to 200, for h∗ = 0.2,

0.25 and 0.3. These results were then extrapolated to the infinite chain limit, by
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Figure 8.20: Extrapolations of the dimensionless extensional viscosity η†p predicted
by closure approximations, to the Ns → Nk limit. Symbols (CA-P model, open
orange squares; GA-P model open green squares, and TFN-P model, open blue
squares) are results of the approximations, while continuous lines through the sym-
bols are curve fits through the data. The solid red circles are the results of BD
simulations for h∗ = 0.2, shown earlier in Fig. 8.5.
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finite values of Ns to the Ns →∞ limit.
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fitting low-order polynomials through the data obtained at finite values of Ns. For

each value of h∗, the choice of the polynomial fit through the data was optimized

using the TEXTRA algorithm described by Öttinger [1996a]. The extrapolated

values thus obtained at the different values of ε and Wi represent the prediction of

the universal function U∞
η (ε,Wi) by the TFN-H approximation. Figure 8.22 shows

the predictions of the approximation and the polynomial extrapolations for several

values of ε, at Wi = 2.

It is seen in Fig. 8.22 that the extrapolated values obtained in the infinite chain

limit are independent of h∗. From the Figure, it is apparent that the value of

the fixed point for bead-spring chains lies between 0.2 and 0.25, since the data for

h∗ = 0.2 and h∗ = 0.25 approach their infinite chain limits from below and above,

respectively. The same behaviour is also observed at the higher value of Wi = 18

(not shown). The behaviour in Fig. 8.22 strongly suggests that the fixed point value

is independent of the strain or the Weissenberg number, as shown analytically by

Zylka and Öttinger [1991] using RG theory.

The universal η†p-versus-ε prediction shown in Fig. 8.21 is calculated using Eq. (8.3)

with the U∞
η (ε,Wi) function, so that η†p(ε,Wi) = U∞

η (ε,Wi)N
3/2
k . For both the val-

ues of Wi considered in Figs. 8.21 (a) to (d) it is seen that experimental data at

low strains are very close to the universal curves for η†p. Similar agreement has been

obtained by Sunthar and Prakash [2005], who compared the universal results for

transient extensional flows obtained by extrapolating the results of BD simulations,

with the experimental measurements of DNA extension in planar extensional flows

made by Smith and Chu [1998]. The results of Sunthar and Prakash also account

for the effect of solvent quality, and along with the results shown in Fig. 8.21 (a) to

(d), constitute the first parameter-free experimental validation of the phenomena of

HI and EV in the nonlinear viscoelastic regime, where FE is not dominant.

At higher values of ε, the influence of FE becomes important, and deviations

between approximations, simulations and experiments begin to grow. The behaviour

of the approximations at these higher strains show the same qualitative features

observed in Chapter 6 earlier, in Section 6.4. The deviations between BD simulations

and the approximations are observed to be largest in the range of intermediate

strains before the attainment of steady-state. The direction of the deviations of the
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approximations’ predictions—initial underprediction followed by overprediction—

was shown to be be largely due to the mean-field approximation used for the FENE

nonlinearity. Further, fluctuations in HI which are accounted for in the Gaussian

approximation lead to higher extensional viscosities as the chains become stretched.

Although the diagonalization assumption in the TFN-P approximation causes its

predictions to differ from those of the un-diagonalized GA-P approximation, the

TFN-P approximation is not bad in its predictions in the stress-growth phase.

In Figs. 8.23 (a) and (b), extrapolated results obtained with the TFN-P approxi-

mation for stress relaxation following the cessation of extensional flow are compared

with experimental data on Solutions II A and III (Table 8.2), respectively. It is clear

that the prediction of stress relaxation by the approximation is not very accurate,

in comparison with both BD simulations’ results and experimental data. The use of

the diagonalization approximation was identified in Chapter 6 as the cause for the

deterioration of the TFN-P approximation in the stress relaxation phase.

8.5 Molecular weight scaling

As mentioned earlier in the previous Chapter, Gupta et al. [2000] observed that

the transient extensional viscosity of solutions of different molecular weights and

concentrations can be collapsed onto master plots of the form ηp/cM = f(ε,Wi).

Since c ∼ npM , this suggests that any fixed Hencky strain and Wi, ηp/np ∼ M2 ∼
N2

k.

On the theoretical front, Öttinger [1987b] has shown using a FEBS model with

consistently-averaged HI that for any arbitrary homogeneous flow, characterized

by a constant strain-rate, in the limit of infinitely long chains, the dimensionless

large-scale properties such as the viscosity indeed approach universal functions of a

Weissenberg number and a strain measure defined as the product of the strain-rate

and time. It is possible to show that the equations of Öttinger imply η†p ∼ N
3/2
k at

any fixed Weissenberg number and strain. This was demonstrated in the previous

Section, where the existence of the universal infinite-chain limit U∞
η (ε,Wi) meant

that for long chains η†p ≈ U∞
η (ε,Wi)N

3/2
k at small strains. As chains are stretched
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out close to their full extension, Eq. (8.7) shows that for long chains

η†p ≈
π

6

N3
k

ln(Nk/2)
. (8.24)

Therefore, it is expected that when Wi is greater that the critical value for the coil-

to-stretch transition, polymer molecules will align, unravel and stretch out close to

their full contour length. Therefore, as steady-state is approached, η†p will begin to

scale roughly as N3
k. The experimental observation of an exponent of 2 hence lies

between the value of 3/2 predicted for low strains, and the value of 3 predicted at

high strains.

Since the SFG procedure corrects for the influence of coarse-graining, it is possi-

ble to use the results of BD simulations to obtain a clearer picture of the scaling of

the extensional viscosity with respect to molecular weight. Figure 8.24(a) shows the

predictions obtained in this study using the SFG procedure for the growth of η†p for

four different values of Nk, with fixed Wi = 18. In Fig. 8.24(b), the variation of the

effective exponent µ with respect to ε is examined, where µ is obtained by fitting a

power-law η†p = CNµ
k through the data for the different Nk values, at each value of

ε. It is observed that µ is not a constant, but is a function of both Wi and ε.

In Fig. 8.24 (b), it is observed that the effective exponent µ is close to 3/2 at

low strains as expected, for both the values of Wi considered. At higher strains,

the exponent approaches a value close to 3. One of the reasons for the master

curves observed by Gupta et al. could be that the intermediate value of µ = 2 acts

as an apparent exponent in the range of ε for which the experimental data were

obtained, since it is not possible to resolve the variable exponent more accurately in

experiments.

Interestingly, the approach of the exponent µ(ε) to its steady-state value is non-

monotonic. At higher Wi, the dip in the value of the exponent is more pronounced

and occurs at a smaller ε. From Fig. 8.24 (a), it is apparent that this dip is caused

by the crowding together of the η†p versus ε curves for the different Nk values, at

values of ε ≈ 3. The crowding together of the different curves can be understood by

recalling the argument by Hinch [1994], who pointed out that long chains initially

stretch nearly affinely when placed in a strong elongational flow. As the coils unravel,
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the chains begin to “feel” the effects of their finite extensibility when e2ε ≈ L2/R2
e, eq,

or when ε = 0.5 lnNk. Although this argument was made originally in the context

of free-draining chains, Fig. 8.25 shows that this is approximately true for chains

with HI as well: the ratio of R2
e predicted in flow by the simulations, to R2

e, eqe
2ε–the

value expected if the coil deformation is affine–shows a brief plateau at lower values

of ε, indicating that R2
e ∼ e2ε, and the chains undergo nearly affine stretching. Soon

afterwards, finite extensibility causes chain stretching to slow down considerably.

Additionally, the size of the affine-stretch plateau in Fig. 8.25 increases slowly with

Nk. Therefore, the Hencky strain at which chains with HI begin to feel their finite

length also increases as 0.5 lnNk. Hinch also found that the onset of FE dominated

behaviour is accompanied by a sharp increase in the extensional stresses at ε ≈
0.5 lnNk. In plots of η†p against ε for different values of Nk, the rightward shift for

larger values of Nk, of the strain at which the rapid increase in η†p occurs, leads to

a narrowing of the vertical separation between different curves in a small range of

values of ε.

Hinch showed that the η†p-versus-ε curves, can be collapsed beyond ε & 1/2 lnNk

onto a master curve when η†p/N
3
k is plotted against a modified Hencky strain ε′ =

ε − 1/2 lnNk. The source of this behaviour may be understood in the light of the

discussion above: the apparent rightward shift of the curves in Fig. 8.24(a) is elimi-

nated when the data are plotted in terms of ε′. Furthermore, since the ηp predicted

for fully-stretched free-draining chains scales directly as N3
k, normalizing by N3

k leads

to master curves at high Wi and strains. The exact results in Figure 8.24(b) sug-

gest that for long chains with HI, with values of Nk in the range examined in this

study, dividing the η†p data obtained at constant Wi by N2.8
k will cause the curves

to collapse at higher values of ε′. This is demonstrated in Fig. 8.26.

At lower values of strains ε′, it is observed in Fig. 8.26 that the rescaled simu-

lations’ data do not collapse onto a unique master curve. This is to be expected,

since η†p ∼ N
3/2
k for small strains, as shown in Fig. 8.24 (b). Thus, it appears that

in transient extensional flows, the scaling exponent changes from an initial value of

3/2 to a value close to 3, as the finite extensibility of the chain begins to control

the behaviour of the chain. Since this change is expected to occur at approximately

ε = 0.5 lnNk, it can be argued that for any fixed ε, as Nk → ∞, the influence
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of the molecules’ finite contour length will diminish. At any fixed ε, therefore, for

all Nk � e2ε, η†p will begin to scale as N
3/2
k , while for Nk . e2ε, µ is an effective

exponent that decreases from the value of 3 to its eventual asymptote of 3/2 as Nk

increases.

8.6 Does neglect of HI cause a lag in the growth

of the extensional viscosity?

Larson and co-workers [Li et al., 2000] used Brownian dynamics simulations of FEBS

chains (N = 20) without HI to predict the extensional flow behaviour of the exper-

imental system of Gupta et al. [2000], and observed that growth of the Trouton
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ratio,

Tr =
ηp + 3ηs

η0

≈
ηp

ηs

+ 3, (8.25)

(where the zero-shear-rate viscosity of the solution η0 ≈ ηs for the dilute solu-

tions considered), lagged behind experiment considerably. This effect was more

pronounced for chains of higher molecular weights. After incorporating HI in their

simulations [Hsieh et al., 2003], it was found that the predictions are in much better

agreement with experiment. Therefore, these authors attribute the lag observed pre-

viously with free-draining chains to the neglect of HI in those simulations. This issue

is reexamined here by applying the SFG procedure to simulations of free-draining

chains without HI.

In their simulations of free-draining FEBS chains in extensional flows, Li et al.

used the characteristic relaxation time Λη,0 to define a Weissenberg number, which
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is denoted in this study as Wiη (Section 2.5.5). To compare the behaviour of free-

draining (FD) chains and chains with HI at the same Weissenberg number, it is

necessary to use values of the strain-rates in these two models such that ε̇fdΛfd
η,0 =

ε̇hiΛhi
η,0. It can be shown that for Ns � 1, any free-draining bead-spring chain model

without EV interactions predicts [Prakash, 2001b],

ηp,0 =
npζ

36
NsR

2
e,eq. (8.26)

Therefore, one obtains for long chains

Λfd
η,0 =

ζR2
e,eq

36kbT
Ns. (8.27)

Using Λfd
η,0 and the chain’s equilibrium root-mean-square length Re,eq as the char-

acteristic time and length-scales to non-dimensionalize the Fokker-Planck equation

Eq. (2.3) for free-draining bead-spring chains (for which Υνµ = δνµδ), one obtains

for arbitrary homogeneous flows,

Wiη

[
∂

∂ε
+

N∑
ν=1

∂

∂r̂ν

· (κ̃ · r̂ν)

]
Ψ = −Ns

36

N∑
ν=1

[
∂

∂r̂ν

· F̂ φ
ν +

∂

∂r̂ν

· ∂

∂r̂†ν

]
Ψ. (8.28)

In this equation, r̂ν = rν/Re,eq and F̂ φ
ν = F φ

ν Re,eq/kbT , and the tensor κ̃ has been

defined earlier in Section 2.5.1. From the form of this master equation for the free-

draining FEBS model, it is evident that all dimensionless predictions in extensional

flows, such as

η̂p

fd
=

ηfd
p

npkbTΛfd
η,0

=
ηfd

p

ηfd
p,0

, (8.29)

are functions solely of the Weissenberg number Wiη [Section. 2.5.5], ε, Nk, s and Ns.

Figure 8.27 plots the results of the SFG procedure for the evolution of the ratio ϕ

introduced earlier in Section 8.1 [Eq. (8.18)] for chains with and without HI, at two

different values ofWiη. In calculating this ratio for free-draining chains, the following

well known result for the extensional viscosity of dilute solutions of fully-stretched
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Figure 8.27: Comparison of the growth of the ratio ϕ predicted for chains with and
without HI.

chains without HI has been used [Hassager, 1974]:

ηfd
p =

npζkb
2
kN

3
k

12
. (8.30)

It is seen in Fig. 8.27 that the free-draining results for ϕ do not lag behind the

non-draining predictions, but in fact grow faster. At the higher value of Wiη, the

two curves become almost identical, that is ϕfd ≈ ϕhi.

Since

ϕfd =
ηfd

p

npζfd
k b2kN

3
k/12

, (8.31)

and using Eq. (8.7) as a good approximation for the extensional viscosity for full-

stretched bead-rod chains with HI,

ϕhi =
ηhi

p

(π/6)npηsb3kN
3
k/ ln(Nk/2)

, (8.32)
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the approximate equality of ϕ at all ε for Wiη = 38 in Fig. 8.27 implies that

ηfd
p

ηhi
p

≈
√

3πh∗k
fd ln(Nk/2). (8.33)

As observed in Fig. 8.8 (d), the predicted value of ηhi
p for Wiη = 38 (Wi = 18) is

quite close to the values measured in experiment. The equation above therefore

indicates that the ratio ηfd
p / η

exp
p depends directly on the value of the HI parameter,

or equivalently the bead friction coefficient, chosen in the free-draining model, and

thus points to an explanation for the deviations observed between experimental data

and predictions obtained by Li et al. using a free-draining model.

In their paper, Li et al. used the following expression for the time constant Λfd
η,0

instead of the one shown in Eq. (8.34):

Λfd
η,0 =

2.369

6π2

ζfdR2
e,eq

kbT
Ns, (8.34)

By equating Λfd
η,0 in the equation above to that predicted for non-draining chains,

Λnd
η,0 = U∞

η, 0

ηsR
3
e,eq

kbT
, (8.35)

the drag coefficient estimated by Li et al. in their free-draining model is,

ζfd =
6π2U∞

η, 0

2.369

ηsRe, eq

Ns

. (8.36)

Since h∗ = ζ/(6π3/2ηs `s), and `s = Re, eq/
√

3Ns, the value of h∗fd is estimated as,

h∗ fd =

√
3πU∞

η, 0

2.369

1√
Ns

. (8.37)

Although Li et al. used N = 20 in their simulations, their argument can be extended

to the bead-rod limit. Substituting the resulting h∗k
fd obtained from the equation

above in Eq. (8.33), one obtains

ηfd
p

ηhi
p

≈
ηfd

p

ηex
p

≈
3πU∞

η, 0

2.369

ln(Nk/2)√
Nk

≈ 1.8
ln(Nk/2)√

Nk

. (8.38)
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Thus, when the predictions for the extensional viscosity obtained with chains

with HI are compared with those obtained by Li et al. in terms the Trouton ratio

defined in Eq. (8.25), the differences are small at small strains, where ηp/ηs � 3.

However, at larger values of the strain, Eq. (8.38) shows that the Tr-vs-ε curve for

the free-draining model can lie below experimental data. The overall effect is that of

a “lag” in the growth of Tr predicted by free-draining chains. This effect becomes

more pronounced for larger molecular weights.



Chapter 9

Conclusions

The objective of this work has been to use bead-spring models of dilute solutions of

long, flexible polymers to obtain a detailed predictive understanding of the influence

of the nonlinear phenomena of intramolecular hydrodynamic interactions, and to

a lesser extent, intramolecular excluded volume interactions in strong flows. In

such conditions, the finite extensibility of polymer chains plays an important role

in determining the macroscopic rheological behaviour of dilute polymer solutions.

Predictions for the nonlinear viscoelastic and other related properties were obtained

with exact Brownian dynamics simulations, and with closure approximations. The

following methods were developed as a part of this work.

1. An unconditionally stable semi-implicit, predictor-corrector algorithm with

adaptive time-stepping was developed for the integration of the nonlinear sto-

chastic differential equations governing models with FENE springs, HI and

EV.

2. A new closure approximation for the FENE nonlinearity—the “FENE-PG”

approximation—was developed, which improves upon the well known FENE-

P approximation by accounting for fluctuations in the spring force.

3. Direct application of the Gaussian approximation for Hookean dumbbells with

EV and HI leads to an undesirable dependence of the predictions of equilib-

rium static properties on the hydrodynamic interaction parameter, h∗. Closer
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analysis revealed that this problem is common to all bead-spring models seek-

ing to combine HI with nonlinear non-hydrodynamic inter-bead forces. A

method to overcome this problem was suggested, which was then applied to

FENE chains with HI. This new approximate model accounts for the influence

of fluctuations in both HI and the spring forces.

4. It was shown that when bead-spring chains are highly stretched, predictions

obtained with FEBS chains are strongly dependent on the degree of coarse

graining. To reduce this dependence, the Successive Fine-Graining procedure

was introduced wherein predictions accumulated for several values of Ns are

extrapolated to the Ns → Nk limit. When using this procedure to obtain

predictions at the theta state for any given Nk, the value of the HI parameter

h∗ and the Weissenberg number Wi are kept constant for the different values

of Ns. The extrapolated result may therefore be regarded as an improved

estimate of the behaviour that would have been predicted with a bead-rod

model of the same values of Nk, h
∗ and at the same Weissenberg number.

The principal findings of this work are summarized below.

1. The quantitative agreement of the extrapolated results obtained in this study

with the SFG scheme, with experimental data obtained in strong unsteady

extensional flows under theta conditions, underlines the importance of the

phenomenon of hydrodynamic interactions even well away from equilibrium.

2. The results strongly suggest furthermore that, at the theta state, when proper-

ties are expressed in an appropriate dimensionless form, an accurate descrip-

tion of the behaviour of dilute polymer solutions of highly flexible polymer

molecules in strong unsteady homogeneous flows requires only one parameter

characterizing the polymer—the number of Kuhn segments, Nk. For flexible

polymers with Nk � 1, predictions do not seem to be highly sensitive to the

hydrodynamic radius of a single Kuhn step, represented by the dimensionless

parameter h∗k, when h∗k ≈ h∗k, f. The value of the fixed point h∗k, f for bead-rod

chains was found to be 0.19.

3. The results of the simulations show that for a fixed range of molecular weights,

the molecular weight scaling exponent of the polymer’s contribution to the
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transient extensional viscosity is a function of the strain when Wi is above the

critical value for the coil-stretch transition, varying from 3/2 at low strains

to a value close to 3 as steady-state is approached. The constant value of 2

reported earlier by Gupta et al. [2000] is shown to be only approximately valid.

4. The results of the simulations reveal that the lateral compression in extensional

flows can cause polymer chains to approach each other closely. Whether or not

chains actually overlap depends on the initial number density, the Weissenberg

number and the chain length. The tendency for “self-concentration” was found

to increase during the stress-relaxation phase following cessation of extensional

flow.

5. The qualitative features of the combined influence of EV, HI and FE were

studied with BD simulations of 20-bead chains. The results of these simula-

tions were used to probe the coupling of these nonlinear phenomena. It was

found that most of the rheological properties of interest in shear and exten-

sional flows could be approximately resolved as the product of independent

contributions from each nonlinear effect.

6. Several closure approximations for FEBS chains with HI were tested by com-

paring their predictions with the results of BD simulations of 20-bead FENE

chains with HI. The method of combining the Gaussian approximation for HI

with the FENE-PG approximation for HI suggested in this study was found

to lead to predictions that in general compare well with BD simulations. The

good agreement of the GA-PG model in steady and unsteady shear and exten-

sional flows confirms the importance of fluctuations in HI, and also highlights

the role FENE spring force fluctuations play at moderate and high strain rates.

7. The predictions obtained with the Gaussian approximation for HI in steady

and unsteady shear and extensional flows confirms previous observations on

the role of fluctuations in HI on macroscopic behaviour. When chains are close

to their equilibrium isotropic states, fluctuations in HI enhance the screening

of the solvent velocity gradient caused by HI. In contrast, in situations where

polymer chains experience significant stretching, fluctuations in HI are found
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to weaken the screening of the velocity field. Consequently, the solvent is able

to engage a firmer “grip” on the chains and this tends to deform an already

anisotropic chain further. On the other hand, fluctuations in the FENE spring

force are found to increase the chains’ resistance to stretching.

8. The closure approximations for FEBS chains with HI were found to predict

multiple steady-states in the steady-state extensional viscosity in a range of

extension-rates immediately below the critical strain rate for the coil-to-stretch

transition. A one-dimensional dumbbell model with configuration dependent

drag was used to understand the origins of the phenomenon of coil-stretch

hysteresis. The predictions of this toy model indicate that in the exact FEBS

chain model with HI, the probability distribution becomes multi-modal with

distinct peaks near the coiled state and close to the fully stretched state.

Depending on the initial conditions, chains in simulations and experiments

are kinetically trapped in either of these states by large barriers to ergodicity

in the non-equilibrium free energy. Use of mean-field closure approximations

substitutes the unique, multi-modal probability distribution in the original

model with multiple, uni-modal distributions.

9. Surprisingly, HI was found to have a negligible influence on the phenomenon

of stress-conformational hysteresis observed in extensional flows. When the

stress predicted in BD simulations of FEBS chains during the start-up and

following the cessation of a strong extensional flow is plotted against predic-

tions of the mean-squared end-to-end distance of the chains, or against the

intrinsic birefringence, large hysteresis loops were observed. The hysteresis

loops predicted with closure approximations were much smaller than those

predicted with the simulations. However, with both simulations and approxi-

mations, the stress-versus-conformation curves obtained with and without HI

were nearly the same, for the same values of the initial extensional strain rate,

and the maximum strain prior to cessation of flow.

Although results of the BD simulations have compared well with experiments

in general, several deviations have also been observed, the reasons for which are

currently not fully understood.
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1. A small but significant deviation between simulations’ results and experimental

data was observed at high strains, and low Wi values. The deviation decreased

with increasing extension-rate.

2. Even after correcting for the effects of coarse graining, the “extension-thinning”

behaviour observed by Gupta et al. [2000] in experiments has not been ob-

served with the simulations performed in this study.

3. The predictions obtained with the simulations for the transient extensional

viscosity for a high molecular weight polystyrene (Mw = 10.4× 106) disagree

with the experimental data both at low and high strains. Similar observations

have been reported by Hsieh et al. [2003].

These issues have been highlighted in a recent review by Larson [2004]. The results

of the simulations in this study indicate that some of the differences mentioned

above may be attributed to self-concentration effects in extensional flows. A proper

theoretical description of such effects requires the incorporation of intermolecular

hydrodynamic interactions in some form.

Although the methods developed in this study have proved to be of much use in

modeling dilute polymer solutions, several further improvements are possible.

1. Variance reduction techniques can lead to significant improvements in the

computational efficiency of BD simulations. Kumar and Prakash [2003; 2004]

observed that the Rouse model could be used to generate the control variate in

simulations of free-draining Rouse chains with EV in shear flows. The success

of the closure approximations combining EV and HI suggests that the SDE’s

corresponding to these models could also be used as control variates to reduce

the error in exact simulations.

2. As pointed out in Chapter 8, the conventional bead-spring model withN � Nk

hydrodynamically interacting spherical beads of fixed radii cannot accurately

represent the changes in the hydrodynamic characteristics of a long flexible

molecule as it unravels and stretches in strong flows. The SFG procedure was

proposed to correct for this defect in the bead-spring model. Although the
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good agreement between the results obtained with the SFG procedure and ex-

periment are encouraging, it is however necessary to validate the extrapolation

procedure by comparing with results of simulations of bead-rod chains with

HI.

3. The results obtained with the closure approximations show that the largest

deviations occur at large strain rates, when FE is dominant. These deviations

arise as a result of the approximations for the FENE nonlinearity. The de-

velopment of the FENE-PG approximation in this study, and others such as

the FENE-L approximation [Lielens et al., 1998] shows that improvements are

possible in the mean-field description of the FENE nonlinearity. The results

of this study also indicate that combining the Gaussian approximation for HI

with a good approximation for the FENE nonlinearity should lead to much

closer agreement with simulations of FEBS chains with HI.



Appendix A

The Green-Kubo formula for the

zero-shear-rate viscosity

Fluctuation-dissipation theorems of the first kind relate the near-equilibrium trans-

port coefficients, which characterize dissipative processes close to the equilibrium

state, directly to flux-flux time correlations in the equilibrium state, which are driven

completely by thermal fluctuations at equilibrium in the absence of any externally

imposed forces.

An example of a fluctuation-dissipation theorem of the first kind is the Green-

Kubo formula in Eq. (2.95) for the relaxation modulus G∗(t∗), using which the

zero-shear-viscosity is calculated in Eq. (2.93). Fixman [1981] derived Eq. (2.95)

for bead-spring models of dilute polymer solutions using linear operator theory.

The discussion of the theory for linear viscoelastic properties by Doi and Edwards

[1986] offers an alternative route to the derivation of the Green-Kubo formula for

the relaxation modulus. Here, the derivation of the Green-Kubo formula for G∗(t∗)

is presented for a dumbbell model following Doi and Edwards.

The Kramer’s expression for the dimensionless polymer stress [Eq. (2.76)] in a

dumbbell model is

τ∗
p = δ−

〈
Q∗ ∂φ

∗

∂Q∗

〉
. (A.1)

The value of τ∗
p predicted by this expression vanishes identically at equilibrium,

298



299

since 〈
Q∗ ∂φ

∗

∂Q∗

〉
eq

= Neq

∫
Q∗ ∂φ

∗

∂Q∗ exp(−φ∗) dQ∗ = δ . (A.2)

Therefore, Eq. (A.1) can be rewritten as

τ∗
p = 〈I〉eq − 〈I〉 , (A.3)

where

I ≡ Q∗ ∂φ
∗

∂Q∗ . (A.4)

If a small deformation described by the small strain tensor γ [Bird et al., 1987a]

is imposed instantaneously on the polymer solution at t∗ = 0, the dimensionless

work done on the material per molecule is given by

W ∗ = −1

2
γ : τ∗

p

∣∣
t∗=0

, (A.5)

Since the deformation is “instantaneous”, there is no time for dissipation to occur,

and all the work done by the external agency in creating the deformation is stored

elastically. In other words, if a dumbbell’s configuration in the ensemble just prior to

the imposition of the strain at t∗ = 0− is Q∗−, and the imposed deformation causes

a change in the configuration to Q∗ at t∗ = 0, then its potential energy before and

after the deformation must be related through

φ∗ = φ∗− + ∆φ∗ , (A.6)

where φ∗ = φ∗(Q∗), φ∗− = φ∗(Q∗−), and ∆φ∗ is the change in the potential energy

of the dumbbell such that

〈∆φ∗〉 = W ∗ . (A.7)

Substituting from Eqs. (2.78), (A.4), and (A.5) in the equation above, and noting
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that for an incompressible fluid, γ : δ = 0, it is possible to identify

∆φ∗ =
1

2
I : γ . (A.8)

Hence, for a dumbbell whose configuration at t = 0 is Q∗, the potential energy at

t∗ = 0− is given by

φ∗− = φ∗ −∆φ∗ = φ∗ − 1

2
I : γ . (A.9)

As a consequence of the relation above, the configurational probability distri-

butions before and after the imposition of the deformation, denoted as ψ and ψ−

respectively, must be related in a way such that

ψ dQ∗ = ψ− dQ∗− . (A.10)

Since at t∗ = 0−, the polymer solution is at equilibrium, and

ψ− = ψeq ∼ exp(−φ∗−) . (A.11)

The mapping from Q∗ − to Q∗ must therefore satisfy Eq. (A.9) above, one obtains

ψ dQ∗ =
exp [−(φ∗ − 1

2
I : γ)] det(J) dQ∗∫

exp [−(φ∗ − 1
2
I : γ)] det(J) dQ∗ , (A.12)

where J = ∂Q∗−/∂Q∗ is the Jacobian of the inverse mapping of Q∗ to Q∗−. The

tensor J can be expanded as a perturbation series in the imposed deformation.

Since J describes the change in the shape and size of the volume element in the

configurational phase space, and must remain unchanged on a reversal of the co-

ordinate axes, the perturbation expansion of J with respect to γ must contain only

even powers of γ. Therefore, it is possible to write for small imposed deformations

ψ =

exp[−φ∗]
(

1 +
1

2
I : γ + . . .

)
det(δ + . . .)

∫
exp[−φ∗]

(
1 +

1

2
I : γ + . . .

)
det(δ + . . .) dQ∗

. (A.13)
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Since,
∫

exp [−φ∗] I : γ dQ∗ ∼ δ : γ = 0, the probability distribution at t∗ = 0 is

given by

ψ(Q∗) = ψeq(Q
∗)

(
1 +

1

2
I : γ + . . .

)
. (A.14)

At any t∗ > 0 after the imposition of the deformation, the polymer solution un-

dergoes stress relaxation under quiescent conditions. During this phase, probability

distribution is given by

ψ(Q∗, t∗) =

∫
p(Q∗, t∗|Q∗′, 0)ψ(Q∗′, 0) dQ∗′ , (A.15)

where p(Q∗, t∗|Q∗′, 0) is the conditional (transition) probability that a dumbbell

having a configuration specified by Q∗′ at t∗ = 0, has a configuration Q∗ at t∗ > 0.

From Eqs. (2.78) and (A.15), the polymer stress at any time t∗ > 0 is given by

τ∗
p(t

∗) = 〈I 〉eq −
∫ ∫

I(Q∗) p (Q∗, t∗|Q∗′, 0)ψ(Q∗′, 0) dQ∗ dQ∗′ . (A.16)

Substituting for ψ(Q∗′, 0) in the equation above from Eq. (A.14), one obtains

τ∗
p(t

∗) = 〈I 〉eq −
∫ ∫

I(Q∗) [1 +
1

2
I(Q∗′) : γ] p (Q∗, t∗|Q∗′, 0)ψeq(Q

∗′) dQ∗ dQ∗′,

=

[
〈I〉eq −

∫ ∫
I(Q∗) p (Q∗, t∗|Q∗′, 0)ψeq (Q∗′)] dQ∗ dQ∗′

]
−
[
1

2

∫ ∫
I(Q∗) I(Q∗) p (Q∗, t∗|Q∗′, 0)ψeq(Q

∗′) dQ∗ dQ∗′
]

: γ . (A.17)

An important assumption in the standard derivation of the Green-Kubo formulae

is that the transition probability p during stress relaxation is obtained as the solution

of the equilibrium Fokker-Planck equation, since p during the stress relaxation is

obtained in the absence of any imposed flow. If this assumption is valid, then p

satisfies the following stationarity condition,

ψeq(Q
∗) =

∫
p (Q∗, t∗|Q∗′, 0)ψeq(Q

∗′) dQ∗′ . (A.18)
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Substituting the result above in Eq. (A.17), one obtains

τ∗
p(t

∗) = −1

2

{∫ ∫
I(Q∗)I(Q∗′) p (Q∗, t∗|Q∗′, 0)ψeq(Q

∗′) dQ∗ dQ∗′
}

: γ ,

= −1

2
〈I(t∗)I(0)〉eq : γ . (A.19)

As will be shown shortly, this assumption is not always valid in when mean-field

approximations are used. Here, 〈 f(t∗)g(0) 〉 denotes the time correlation between f

and g:

〈 f(t∗)g(0) 〉 ≡
∫ ∫

f(Q∗)g(Q∗′) p (Q∗, t∗|Q∗′, 0)ψ(Q∗′, 0) dQ∗ dQ∗′ . (A.20)

For a small shear strain [Bird et al., 1987a],

γ =


0 γyx 0

γyx 0 0

0 0 0

 , (A.21)

and I : γ = 2 Iyxγyx. At equilibrium, only the autocorrelation 〈Iyx(t)Iyx(0)〉 survives

and all other cross-correlations with Iyx vanish. Hence,

τ∗
p = −


0 〈Iyx(t

∗)Iyx(0)〉eqγyx 0

〈Iyx(t
∗)Iyx(0)〉eqγyx 0 0

0 0 0

 , (A.22)

and from the definition of the shear relaxation modulus in Eq. (2.94),

G∗
p(t

∗) = −
τ ∗p,yx

γyx

= 〈Iyx(t
∗)Iyx(0)〉eq . (A.23)

Since

η∗p, 0 =

∫ ∞

0

G∗
p(t

∗) dt∗, (A.24)

the Green-Kubo formula relating the near-equilibrium transport coefficient η∗p, 0 to
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an equilibrium autocorrelation is obtained:

lim
γ̇→0

η∗p = η∗p, 0 =

∫ ∞

0

〈 Iyx(t
∗)Iyx(0) 〉eq dt∗ . (A.25)

Given any model, the left-hand and right-hand sides of the equation above can be

calculated independently. The limit on the left-hand side can either be evaluated

by explicitly extrapolating values obtained at several small values of the shear-

rate to the zero shear-rate limit, or can be analytically calculated in the case of

approximations using a perturbation expansion. The integral on the right-hand side

can be evaluated by first calculating the equilibrium auto-correlation. This requires

a calculation with the equilibrium Fokker-Planck equation for the given model.

As mentioned earlier, an important step in the derivation of the Green-Kubo

formula in Eq.(A.25) is the assumption that the Fokker-Planck equation governing

the transition probability p following the momentary imposition of a small strain is

identical to the equilibrium Fokker-Planck equation for p. Although this is always

true with the exact Fokker-Planck equation [Eq. (2.51)] with the fluctuating nonlin-

earities ξ, w∗ and Ã, Hütter and Öttinger [1996] showed that this assumption does

not always hold when mean-field closure approximations are used. In particular,

it was found that the assumption is not valid when the Gaussian approximation is

used for HI. Hence, the Green-Kubo relation in Eq. (A.25) is cannot be used directly

with the Gaussian approximation for HI. Following Hütter and Öttinger, the source

of this interesting aspect of mean-field approximations is examined below, in the

context of a dumbbell model.

As pointed out in Chapter 5, the closure approximations studied in this work

are used to obtain an equation of the following form for the time evolution of the

dimensionless second moment [Eq. (5.2) applied to the dumbbell case]:

σ∗
(1) = −1

4
[σ∗ ·M + M

t · σ∗] +
1

2
D . (A.26)
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The Fokker-Planck equation for the transition probability p̂ (Q∗, t∗|Q∗′, 0) corre-

sponding to the second moment equation above is [Eq. (5.3)],

∂p̂

∂t∗
= − ∂

∂Q∗ ·
{

κ∗ ·Q∗ − 1

4
M

t ·Q∗
}
p̂+

1

4
D :

∂2 p̂

∂Q∗∂Q∗ . (A.27)

The sudden imposition of a strain γ at t∗ = 0 can be formally described using a

velocity gradient,

κ∗ = γ δ(t∗) κ̃
∗
, (A.28)

where γ =
√

1
2
γ : γ, and κ̃

∗
is the tensor specifying the structure of the imposed

strain. For small values of γ, the second moment σ∗ can be expanded to first order

in γ about its equilibrium value σ∗
eq, and

σ∗ = σ∗
eq + σ∗(1) + . . . (A.29)

Since M and D are functions of the second moment, their first order expansions in

the strain can be represented as

M = M eq + M
(1)

+ . . . , (A.30)

and,

D = Deq + D
(1)

+ . . . (A.31)

(A.32)

The tensors σ∗
eq, M eq and Deq are all evaluated using the equilibrium Boltzmann dis-

tribution in the mean-field model, ψ̂eq ∼ exp (−φ∗), where φ
∗

is the total mean-field

potential energy in the model [Eqs. (5.60) and (5.80)]. Substituting the expansions
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above in Eq. (A.26) and collecting together the terms of like order in γ, one obtains

0 = −1

4
[σ∗

eq ·M eq + M
t

eq · σ∗
eq] +

1

2
Deq , (A.33)

dσ∗(1)

dt∗
= γ [κ̃

∗ · σ∗
eq + σ∗

eq · κ̃
∗ t

] δ(t∗)

− 1

4
[σ∗(1) ·M eq + M

t

eq · σ∗(1)]−1

4
[σ∗

eq ·M
(1)

+ M
(1),t · σ∗

eq]

+
1

2
D

(1)
. (A.34)

Equation (A.33) above is simply the equation for the second moment at equilib-

rium. As pointed out in Chapter 5, closure approximations need to be designed such

that the solution σ∗
eq is consistent with the Boltzmann distribution, ψ̂eq ∼ exp(−φ∗).

If it happens that, for small values of γ, the sum of the underlined terms in the equa-

tion above vanishes, that is

−1

4
[σ∗

eq ·M
(1)

+ M
(1),t · σ∗

eq] +
1

2
D

(1)
= 0 , (A.35)

then the equation for the second moment σ∗ for all t∗ > 0, is given by

dσ∗

dt
= −1

4
[σ∗ ·M eq + M

t

eq · σ∗] +
1

2
Deq + . . . (A.36)

Therefore, up to the first order in γ, the Fokker-Planck equation for the transition

probability p̂ in the mean-field model for t∗ > 0 is,

∂p̂

∂t∗
=

1

4

∂

∂Q∗ ·
{
M eq ·Q∗} p̂+

1

4
Deq :

∂2 p̂

∂Q∗∂Q∗ . (A.37)

The transition probability p̂ governed by the equation above satisfies the stationarity

condition in Eq. (A.18), which is crucial to the derivation of a Green-Kubo formula,

such as the one in Eq. (A.25). If, on the other hand, a mean-field approximation

does not satisfy the condition in Eq. (A.35), then the conventional form of the

Green-Kubo formula is not valid for that approximation.

For Hookean dumbbells with consistently-averaged HI and no EV [Eq. (5.24)],

M = D = A. In addition, σ∗
eq = δ. Therefore, in this model, M

(1)
= D

(1)
=

A
(1)

, and the condition in Eq. (A.35) is satisfied. However, with the Gaussian
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approximation for HI [Eq. (5.40)], D = A, but

M
(1)

= A
(1)

+ ∆(1), (A.38)

which, when combined with σ∗
eq = δ for Hookean dumbbells without EV, clearly

does not satisfy the condition in Eq. (A.35). Therefore, in the case of the Gaussian

approximation, the appearance of the fluctuation tensors leads to the invalidation

of the Green-Kubo formula for this approximation. This behaviour is not restricted

to approximations for HI alone. For a free-draining FENE-P dumbbell with no

EV, M = 2H∗ξδ, D = 2δ, and σ∗
eq = δ. Since for small values of γ, ξ

(1) 6= 1,

Eq. (A.35) is not satisfied. However, this deviation can be expected to be weak for

moderately large values of Nk, s, since the results for the model must approach those

for the Hookean dumbbell as Nk, s → ∞. On the other hand, with the mean-field

EV potential shown in Eq. (5.60), the appearance of the J tensor in [Eq. (5.71)]

in the equation for the second moment means that a model with mean-field EV

interactions does not satisfy the conventional form of the Green-Kubo formula.



Appendix B

The steady-state extensional

viscosity of completely aligned,

partially stretched bead-spring

chains

In this Appendix, a one-dimensional model is considered in which a bead-spring

chain is completely aligned in the principal direction of a uniaxial extensional flow.

For the sake of convenience, it is assumed that the number of springs Ns is even.

Figure B.1 provides a schematic illustration of this model.

0

. . . . . .. . .

1 ν (NS/2) -1-1 (NS/2)

α bK NK, S

x

y

z

Figure B.1: Schematic illustration of a partially stretched bead-spring chain that is
fully aligned in the stretching direction (the x-direction) of the uniaxial elongational
flow.
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From Eq. (2.42), the total hydrodynamic drag force, F h
ν , on the ν-th bead (ν =

−Ns/2, ..., 0, ..., Ns/2) is given by

F h
ν = −ζ [[ ṙν ]− (vν + ∆vν)] . (B.1)

where the imposed velocity of the continuum solvent at the ν-th bead’s position rν

is vν = v0 + κ · rν , and the total perturbation of the solvent’s velocity at rν is the

sum of the individual perturbations caused by the motion of each of the other beads

in the chain:

∆vν =
N∑

µ=1
ν 6=µ

∆vνµ . (B.2)

The velocity perturbation at the ν-th bead’s position due to the µ-th bead is ex-

pressed as

∆vνµ = Ωνµ · (−F h
µ ) . (B.3)

where the hydrodynamic interaction tensor Ωνµ has been introduced earlier in Chap-

ter 2.

Due to the symmetry in the model, the position of the centre of hydrodynamic

resistance coincides with the centre of mass of the chain. Hence, the centre of mass

of the chain located at bead “0”, has the same velocity as that of the unperturbed

solvent. Further, at steady-state in a uniaxial extensional flow, the fully-stretched

chain configuration shown in Fig. B.1 is assumed to move rigidly and there is no

relative motion between the beads. Therefore,

[ṙν] = [ṙ0] = v0 + κ · r0 , (B.4)

where r0 is the position-vector of bead “0”. The unperturbed velocity of the solvent

at the ν-th bead’s position is however,

vν = v0 + κ · rν (B.5)
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Substituting from Eqs. (B.5), (B.4), (B.3), and (B.2), in Eq (B.1) and rearrang-

ing, one obtains

Ns/2∑
µ=−Ns/2

[δνµδ + (1− δνµ)ζΩνµ] · F h
µ = ζ κ · (rν − r0) = ζ κ · Rν , (B.6)

Concentrating on the x-component (in the stretching direction of the elongational

flow) of the equation above, and respectively denoting the x-components of F h
ν and

Rν as F h
ν and Rν , and denoting the xx-component of the HI tensor as Ωνµ, in an

extensional flow characterized by a strain rate ε̇,

Ns/2∑
µ=−Ns/2

[δνµ + (1− δνµ)ζΩνµ]F h
µ = ζ ε̇ R ν . (B.7)

In Eq. (B.7) above, for a given strain rate ε̇, both the sets F h
ν and Rν , ν =

−Ns/2, . . . , Ns/2 are unknown. The exact solution of this equation requires addi-

tionally a force balance for each bead, wherein the resultant of the hydrodynamic

and the spring forces on either side of a bead is equated to zero. Since, in strong

extensional flows, the springs are likely to nearly fully stretched, it is assumed that

every spring in the chain is stretched to the same fraction α of its maximum allowed

length bkNk, s. This “mean-stretch” assumption implies that Rν = α ν bkNk, s, and

rνµ = |ν − µ|α bkNk, s, and as a result Eq. (B.6) can be written as

A · F h = ζ ε̇ α bkNk, sρ, (B.8)

where ρ and F h areNs+1-component column-vectors given by [−Ns/2, . . . , 0, . . . , Ns/2]t

and [F h
−Ns/2, . . . , F

h
0 , . . . , F

h
Ns/2]

t, respectively. The (ν, µ)-th element in A is given

by

Aνµ = δνµ + (1− δνµ)ζΩνµ , (B.9)
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where,

Ωνµ =
Cνµ

8πηs α |ν − µ|Nk, s

. (B.10)

Here, Cνµ depends on the choice of the hydrodynamic interaction tensor. For chains

without HI, Cνµ = 0. For chains with HI, Cνµ = 2 if the Oseen-Burgers tensor is

used, whereas with the RPY tensor, Cνµ is a simple function of α |ν − µ|Nk, s and

h∗.

In the case of strong extensional flows where |τp,xx − τp,yy| � 1, the modified

Kramer’s expression [Bird et al., 1987b] for the polymer contribution to the stress

tensor gives

τp,xx − τp,yy ≈ −np

Ns/2∑
ν=−Ns/2

RνF
h
ν = −np α bkNk, s ρ · F h. (B.11)

Substituting F h = ζ ε̇ α bkNk, sA
−1 · ρ in the equation above, the dimensionless

extensional viscosity predicted by this one-dimensional model is

ηp = npb
2
kζα

2N2
k, s ρ ·A−1 · ρ. (B.12)

With the definition η†p = ηp/(npηsb
3
k) [Eq. (8.2)],

η†p =
√

12π3/2 h∗ α 2N
5/2
k, s ρ ·A−1 · ρ . (B.13)

The results shown in Fig. 8.6 for Nk = 2627 have been obtained using the equation

above with α = 1 for the “fully-stretched” condition.

Following Doi and Edwards [1986], it is possible to simplify further by assuming

that the total velocity perturbation at the ν-th bead’s position is proportional to

the perturbations caused by the bead’s closest neighbours:

∆vν =

Ns/2∑
µ=−Ns/2

µ6=ν

∆vνµ ≈ ω(∆vν ν+1 + ∆vν ν−1), (B.14)

where ω is a constant whose estimation is discussed shortly. Setting ω = 0 is
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equivalent to switching off HI. For chains with HI, the approximation above implies

that the second term on the left-hand side of Eq. (B.6) can be simplified as follows:

Ns/2∑
µ=−Ns/2

(1− δνµ)ζΩνµF
h

µ ≈ ω ζ
[
Ων, ν+1F

h
ν+1 + Ων, ν−1F

h
ν−1

]
≈ 2ω ζ Ων, ν+1F

h
ν .

(B.15)

Here, the symmetry condition Ων, ν−1 = Ων, ν+1 has been used, and F h
ν+1 + F h

ν−1 has

been approximated as 2F h
ν . Using the Oseen-Burgers definition of the hydrodynamic

interaction tensors, one thus obtains

F h
µ =

ζ ε̇ α bkNk, s µ(
1 +

ω ζ

2πηsbkNk, s α

) . (B.16)

Hence, F h
µ ∼ µ in Eq. (B.16), while in Eq. (B.10), Ωνµ ∼ | ν − µ |−1. The velocity

perturbation caused by the µ-th bead at the ν-th bead’s position in an aligned but

partially stretched chain can thus be written as

∆vνµ = ΩνµF
h
µ = k

µ

|ν − µ|
, (B.17)

where k is a constant independent of the bead index. This expression for ∆vνµ can

be substituted in Eq. (B.17). For long chains, the total velocity perturbation at the

ν-th bead’s position can be calculated by replacing the summation in Eq. (B.17) by

an integral. Using the transformations r = 2ν/Ns and s = 2µ/Ns, one has

∆v(r) = k
Ns

2



∫ 1

r+2/Ns

s

s− r
ds+

∫ r−2/Ns

−1

s

r − s
ds,

|r| ≤ 1− 2/Ns,

sgn (r)

∫ 1−2/Ns

−1

s

|r| − s
ds, |r| > 1− 2/Ns.

(B.18)
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For all |r| ≤ 1− 2/Ns, this leads to

∆v(r) = k
Ns

2

[
2 ln

Ns

2
+ 2 ln(1− r2)− 2

]
≈ ωk2r(Ns/2). (B.19)

This gives ω = ln(Ns/2) + ln(1 − r2) − 1. At any fixed r, as Ns → Nk → ∞,

ω → ln(Ns/2). Therefore, for large values of Ns, ω = ln(Ns/2) can be used as a first

approximation.

Finally, substituting for F h
ν from Eq. (B.16) with ω = ln(Ns/2) in the modified

Kramer’s expression, Eq. (B.11) and converting the summation to an integral, we

can obtain the extensional viscosity in dimensionless terms as

η†p =
π3/2

√
12

α2 h∗N3
k N

−1/2
k, s

1 + γ
, (B.20)

where

γ =


0 for chains without HI,√

3π h∗ ln(Ns/2)

αN
1/2
k, s

for chains with HI.
(B.21)

As mentioned earlier, with α = 1, the prediction of η†p for the fully-stretched state

is obtained.

From the equations above, it is recognized that for chains without HI, η†p is di-

rectly proportional to h∗. Therefore, in the limit Ns → Nk and h∗ → h∗k, the macro-

scopic properties of the solution are strongly influenced by the local hydrodynamic

characteristics of the Kuhn segment. In particular, the (dimensional) extensional

viscosity for fully-stretched free-draining bead-rod chains is obtained as

ηp =
npζkb

2
kN

3
k

12
(B.22)

which is the result derived by Hassager [1974]. For chains with HI, however, this

dependence on local details is progressively weakened as lnNk → ∞, and for very
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large chains, a parameter-free limit is obtained in the fully-stretched state,

η†p =
π

6

N 3
k

ln (Nk/2)
. (B.23)

A similar result (with lnNk in the denominator, instead of ln(Nk/2) above) can be

obtained using the expression derived by Doi and Edwards [1986] (and by Batchelor

[1970] earlier) for the translational drag coefficient of a long slender rod in a direction

parallel to its length.



Appendix C

Calculation of the length and

molecular weight of a single Kuhn

segment in some common vinyl

polymers

This Appendix briefly presents some basic formulae for the calculation of the para-

meters characterizing the Kuhn segment of vinyl polymers for which experimental

data are discussed in this work. The theory behind these formulae has been discussed

thoroughly by Yamakawa [1971].

The “unperturbed” mean-squared end-to-end distance R2
e, eq of a polymer chain

in a theta solvent is related to n, the number of monomeric subunits in the ho-

mopolymer backbone, and their length l through the following equations:

R2
e, eq = σ2

(
1− cos θ

1 + cos θ

)
nl2 = C∞nl

2 = b2kNk. (C.1)

Here, θ is the bond angle (= 109.5 ◦ for vinyl polymers), and σ quantifies the

influence of steric hindrances on the local stiffness of the chain. Often, the effects

of the bond-angle and steric hindrances are absorbed into a single constant C∞

in experimental literature. The equation above also forms the first part of the

definition of the constants bk, the Kuhn segment length and Nk, the number of
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Kuhn segments. The second part of the definition comes from the equation for the

total contour length of the polymer chain,

L = sin(θ/2)nl = bkNk. (C.2)

Combining these definitions above leads to

Nk = n

(
1 + cos θ

2σ2

)
=

n

σ2 + C∞
, (C.3)

bk = l

(
2σ2 sin(θ/2)

1 + cos θ

)
= l
√
C∞(σ2 + C∞). (C.4)

Since the number of monomeric units n = M/m, where M and m are the molecular

weights of the polymer molecule and the monomer, respectively, one further obtains

the following useful expression which permits the direct calculation of Nk as M/mk:

mk = m

(
2σ2

1 + cos θ

)
= m (σ2 + C∞). (C.5)

For vinyl polymers, l = 0.153 nm, sin(θ/2) = 0.82 [Yamakawa, 1971]. Table C.1

gathers together the key parameters in the estimation of bk and Nk for two vinyl

polymers for which experimental data are analyzed in this work.

Table C.1: Kuhn segment parameters for some vinyl polymers.

Polymer Polystyrene Polyisobutylene
Structure [(C6H5)CH2–CH2]n [(C6H5)2C–CH2]n

m 52 28
C∞ 9.6 6.6

bk (nm) 1.8 1.2
mk 742 275

Reference Li et al. [2000] Bandrup et al. [1999]



Appendix D

The value of the fixed-point for

Kramer’s chains with

hydrodynamic interactions

For a bead-rod chain of Nk rods and N = Nk + 1 beads, the Kirkwood-Riseman

diffusivity is,

D0 =
kbT

Nkζk

[
1 +

2ak/bk
Nk

S2

]
, (D.1)

where S2 is defined as,

S2 = bk

N∑
ν=1

N∑
µ=ν+1

〈
1

rνµ

〉
eq

. (D.2)

Defining the ratio URD as

URD =
6πηsD0Rg, eq

kbT
(D.3)
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where Rg, eq = (1/
√

6)bkN
1/2
k is the equilibrium root-mean-square radius of gyration

for large Nk under theta conditions, one obtains using the equations above,

URD =
Rg, eq/ak

Nk

[
1 +

2ak/bk
Nk

S2

]
,

=
1

√
2πh∗kN

1/2
k

+

√
2/3

N
3/2
k

S2 . (D.4)

Since it is known that for long chains the approach of URD to the universal value

U∞
RD takes the form [Kröger et al., 2000; Öttinger, 1987a]

URD = U∞
RD + C

(
1

h∗k
− 1

h∗f

)
1√
Nk

+O(
1

Nk

) , (D.5)

where U∞
RD is the limit of URD as Nk → ∞, equating the two expressions for URD

in Eqs. (D.4) and (D.5) above yields√
2/3

N
3/2
k

S2 = U∞
RD + C

(
1

h∗k
− 1

h∗f

)
1√
Nk

− 1√
2πh∗k

√
Nk

+O(
1

Nk

) (D.6)

Since S2 is a static average at equilibrium, it is independent of the HI parameter h∗k.

As a result, all the dependence on h∗k must vanish from the right-hand side. For the

leading order term, this is achieved by setting C = 1/
√

2π, and therefore,√
2/3

N
3/2
k

S2 = U∞
RD −

1√
2πh∗f

1√
Nk

+O(
1

Nk

) . (D.7)

By examining the asymptotic behaviour of the ratio
√

2/3S2/N
3/2
k as 1/

√
Nk →

0, U∞
RD and h∗f can be obtained. Predictions of S2 for several values of Nk in the range

[25, 2000] were obtained by generating equilibrium configurations of freely-jointed

Kramer’s chains. Fitting a quadratic expression through the S2-versus-1/
√
Nk data

gives h∗f = 0.1857 ± 0.0003, and a U∞
RD = 1.5039 ± 0.0004. This prediction is close

to the value of 8/(3
√
π) = 1.5045 predicted [Sunthar and Prakash, 2005] for Rouse

chains with equilibrium-averaged HI (the Zimm model), showing that this universal

limit is independent of the representation used to describe the polymer chain. The

value of the fixed point h∗f however depends on the local stiffness in the model.
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While the Zimm theory which uses equilibrium-averaged HI in Rouse chains leads

to a h∗f = 12/(35
√

2) = 0.2424, the use of a equilibrium-averaged HI in bead-rod

chains gives h∗f = 0.19 (rounded off to two decimal places), as calculated above.



Appendix E

An estimate for the average

volume of a polymer coil

This aim of this Appendix is to propose a simple but general estimate for the average

spatial volume spanned by a polymer coil.

The gyration tensor was introduced in Chapter 2 as

G =
1

N

N∑
ν=1

〈RνRν〉 , (E.1)

where Rν is the displacement vector of the ν-th bead from the centre-of-mass of the

polymer chain, Rν = rν − (1/N)
∑N

µ=1 rµ. If ρ(R)dR denotes the probability of

finding a bead of the chain in the volume element dR around a point located at a

displacement R from the centre-of-mass of the chain, then

ρ(R) =
1

N

N∑
ν=1

∫
δ(R−Rν)ψ dR1 . . . dRN , (E.2)

where ψ is the configurational probability density. Hence, the second moment of the

bead-density distribution ρ

∫
RRρ(R) dR =

∫ ∫
RR

[
1

N

N∑
ν=1

δ(R−Rν)ψ

]
dR1 . . . dRN dR , (E.3)

= G. (E.4)
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Picturing the polymer as a collection of beads, the “average polymer” can be thought

of as an ellipsoid whose principal axes are oriented along the eigenvectors of the

variance of the bead density distribution, G.

The volume spanned by any solid ellipsoid whose semi-axes are equal to the

eigenvalues of KG is,

Vellipsoid =
4π

3

√
det[KG] , (E.5)

where K is some constant. In order to use an expression of this form to calculate

the volume spanned by a polymer coil, it is necessary to choose a reasonable value

for K.

A commonly used expression for the average volume spanned by a polymer coil

at equilibrium is

Vchain, eq =
4π

3
R3

g, eq . (E.6)

Since Geq = (R2
g, eq/3)δ for the average chain, and the volume of an arbitrary

ellipsoid described by the tensor KGeq is

Vellipsoid, eq =
4π

3

(
K

3

)3/2

R3
g, eq . (E.7)

Matching the two expressions above leads to a choice of K = 3.

Therefore, if G is the gyration tensor, then the mean volume spanned by a

polymer chain can be estimated as

Vchain =
4π

3

√
det[3G] = 4π

√
3 det[G] . (E.8)

With this estimate, the fraction of the total volume of the polymer solution

spanned by polymer coils is

φ = npVchain = 4πnp

√
3 det[G] . (E.9)

At equilibrium, this corresponds exactly to the commonly defined c/c∗ ratio. Hence,

φ can be regarded as an indicator of whether of not polymer chains interpenetrate
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under general flow situations.
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