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We  report  the  use  of 20 MHz  surface  acoustic  waves  (SAWs)  on  lithium  niobate  (LiNbO3)  chips to  generate
fast mixing  flows  in  microfluidic  wells.  Whilst  the  chaotic  nature  of  these  SAW-driven  flows  have  been
speculated  in  the  past,  we  provide  quantitative  evidence  of  the  existence  of  such  chaotic  advection  in
these  systems  over  a range  of  viscosities  and  input  powers  through  the  estimation  of  the finite time
Lyapunov  exponent  (FTLE),  which  is a measure  of the  strength  of  the  chaotic  flow.  The  strongest  mixing
flows  were  most  evident  at higher  SAW  excitation  amplitudes,  as  expected,  since the  increasing  amounts
of inertia  in  the  system  served  to amplify  disturbances  in  the  system  that  promote  the  random  stretching
and folding  of  the  fluid  elements  over  a cascade  of  length  scales  in a way  that  introduces  criss-crossing
of  the streamlines.  What  is  less  expected,  however,  is  the effect  of  fluid  viscosity.  In contrast  to classical
acoustic  streaming  theories  where  the  increase  in  viscous  dissipation  is  offset  by  the intensification  of  the
streaming  due  to increased  acoustic  energy  absorption  in  systems  with  larger  viscosities,  we  observe  that
increases  in  viscosity  essentially  suppresses  the chaotic  advection  and  hence  the  mixing  effect,  which
is  more  akin  to  most  other  flow  systems.  This  can  be attributed  to  nonlinear  effects  due  to  convective
acceleration  that  cannot  be neglected  in  the  fast streaming  flows  induced  at  the  high  MHz  frequencies

associated  with  the  SAWs.  The  evidence  of  the  chaotic  advection  in these  SAW-driven  flows  is further
verified  through  a  pixel  intensity  analysis,  in  which  mixing  times,  quantified  through  a  normalised  mixing
index,  were  observed  to  be inversely  proportional  to the  Lyapunov  exponent,  characteristic  of  processes  in
which  transport  is dominated  by chaotic  advection.  Practically,  these  results,  which  show  mixing  events
taking  place  in  just  seconds,  demonstrate  the  utility  of  SAWs  for  the design  of effective  microfluidic
mixers.
. Introduction

There are significant challenges associated with the scaling
own of laboratory benchtop fluid flow processes to microscale
imensions, owing to the increasing dominance of capillary and
iscous forces over gravitational and inertial forces as the charac-
eristic system dimension is reduced [1,2]. In particular, mixing at
mall length scales is notoriously difficult given that the multiscale
ortical structures that promote effective mixing in turbulent flows
re usually absent in microscale flows where the associated hydro-
ynamic Reynolds number is typically small (Re ≡ �f UL/� � 1
herein �f and � are the density and dynamic viscosity of the fluid,

nd U and L are the mean velocity and characteristic length scale of

he system) and the flow is essentially laminar. Mixing times, char-
cterised by the diffusion time scale L2/D  in which D  is the diffusion
oefficient, can be prohibitively long, occurring over minutes or
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even hours, given D  ranges from approximately 10−9 m2/s for small
molecules to 10−11 m2/s for complex biological macromolecules.
This is often unsatisfactory as mixing in a fast and efficient manner
is essential for many applications, including biochemical analysis
[3], synthesis and sequencing of nucleic acids [4] and biological pro-
cesses that involve cell activation [5],  enzymatic reaction [6] and
protein folding [7].

For microfluidic devices to become commonplace amongst lab-
oratory equipment used by biologists and chemists alike, these
limitations associated with mixing at the micro-scale therefore
need to be addressed. Whilst conceptually simple, inducing mix-
ing in microfluidic flows by way  of passive mixing strategies that
integrate topological features such as embedded grooves or baffles,
or introducing other flow manipulation designs such as curva-
ture (see, for example, [8,9]), nevertheless involves intricate and
expensive fabrication procedures [10]. Active mixing strategies, on

the other hand, can circumvent these design inconveniences by
exploiting a variety of different energy sources to drive advec-
tive transport. Some such active mixers are driven by heating
[11], electrokinetics [12], magnetic fields [13], acoustic radiation

dx.doi.org/10.1016/j.snb.2011.09.007
http://www.sciencedirect.com/science/journal/09254005
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14–16],  amongst other external forces [10], though the challenge
f incorporating the active component whilst maintaining minia-
urisability of the device should not be underestimated.

Whichever the choice of mixing strategy, introducing advective
ransport into the system in itself is insufficient to enhance mixing.
n fact, the Péclet number Pe ≡ UL/D, which describes the rela-
ive contributions between advection and molecular diffusion in

 system, is typically large in microfluidic systems (Pe ≈ 10–105),
uggesting that advection already occurs over a much faster time
cale compared to diffusion, and thus any further increases in
dvective transport simply serves to increase the mixing length,
hich is proportional to Pe, as long as the Re remains low such

hat turbulence is absent. The key to promoting effective mixing
s to instead introduce chaotic advection to disrupt the laminar-
ty of the flow [18–20].  The stretching and folding of the fluid
lements associated with such chaotic advection, which correlate
o the intersection of fluid streamlines at different and random
imes, essentially increases the interfacial area and reduces the dif-
usion length scale (and hence increase the concentration gradient)
etween the initially segregated species. Owing to the exponential
rowth of the separation of fluid trajectories in chaotic flows, usu-
lly induced by the introduction of periodic modulation of the flow,
ixing length scales can be quickly reduced. This therefore allows

iffusion to homogenize fluids over increased scalar gradients [21].
There are many difficulties in determining if a fluid system is

haotic. Kim and Beskok described some proposed methods in [22].
hilst box counting methods can describe the efficiency of mixing,

t cannot determine if a system is chaotic. Poincaré sections are
seful for visualizing chaotic flows, but cannot aid in determining
haotic strength. On the other hand, finite time Lyapunov exponents
FTLE) can quantify both the existence and strength of chaos in flow.
TLE will therefore be used to show that the surface acoustic wave
SAW) driven mixing is chaotic, and to quantify the chaotic strength
f these flows and consequent mixing enhancement. The FTLE will
hen be compared with pixel intensity analysis – a standard mixing
fficiency analysis tool.

SAWs are essentially acoustic waves that travel along the surface
f an elastic medium, with typical wavelengths in the 10–100 �m
ange and typical amplitudes on the order of nanometers. Typi-
al SAW devices consist of a pair of interdigital transducers (IDTs)
atterned onto a piezoelectric substrate. Common SAW substrates
re made of lithium niobate (LN), which allow the propagation of
ayleigh-type waves when the IDT is patterned so that the strain
eld propagates along the X-direction of a 127.68◦ about-Y-cut LN
ubstrate (128YX LN). These waves have energy densities confined
o within a few wavelengths of the substrate, and, owing to the
ransverse-axial nature of the wave, are known to provide good
uid–substrate coupling and thus are an efficient mechanism for
riving microfluidic processes. When a SAW is launched from an

DT, its energy is radiated into a fluid drop placed in its path atop the
ubstrate at an angle known as the Rayleigh angle, �R, from an axis
ormal to the wave propagation (Fig. 1). This radiation arises from
he mismatch of sound velocities in the substrate and fluid, and
or an infinite half-space, the angle is given by the ratio of the SAW
elocity along the substrate along the X-direction, cs, and the sound
elocity in the fluid, cf [14], i.e., �R = sin −1(cf/cs). At room tempera-
ure, cs ≈ 3990 m/s  in the absence of fluid loading and cf ≈ 1450 m/s
or water, giving a typical value of �R ≈ 23◦. Whilst this gives a good
pproximation of cs for our case, the correct value of cs is given by
he velocity of the fluid-loaded substrate.

This leakage of radiation in the fluid leads to the generation of a
ressure wave in the fluid at the Rayleigh angle, which then drives

he acoustic streaming in the fluid [23]. Such streaming flows have
een shown in recent years to be potentially effective for many
icrofluidic applications, depending on the setup and power input;

 comprehensive review can be found in [24,25] and the references
Fig. 1. Schematic illustration showing the energy of the surface acoustic wave
radiating into a fluid well at the Rayleigh angle �R and driving bulk recirculation
(acoustic streaming) in the fluid (not to scale).

within. In brief, SAWs have been shown to drive flows in chan-
nels [26,27] and to drive translation of discrete droplets [28–30,32].
Other fluid manipulation include vibration [33], jetting [34] and
atomization [35–37] of droplets. SAWs have also been used to drive
particle concentration in droplet microcentrifuges [15,38–40], and
using a similar mechanism, have been shown to actively mix flu-
ids [14–16,30,31,40,41]. Whilst [42] suggest that their SAW-driven
droplet mixing is chaotic, no quantitative evidence of such chaotic
advection is provided. Their method required two tapered IDTs
(TIDTs), generating SAW in both the x and y directions. Further,
no mixing of solutions was  performed nor was a parametric study
conducted on how the fluid properties affect the mixing behaviour.
Luong et al. [16] recently characterised acoustically driven mixing
with respect to high-throughput flow rates through polydimethyl-
siloxane (PDMS) channels using varied IDT design, however again,
this study did not look into the whether the system was chaotic
or not, nor did it study the effects of the fluid properties on the
mixing ability of the system. Here, using the FTLE method, we pro-
vide, for the first time, quantitative evidence of chaotic advection
in a microfluidic well to show how this relates to the efficiency
in the mixing process for variations in the fluid viscosity and input
power, with the aim of providing further insight to guide the design
of SAW-based active microfluidic mixing technology.

2. Materials and methods

The SAW devices in the experiments comprised 0.5 mm thick
128YX LN crystal substrate wafers. Chromium was first deposited
via sputtering to provide an adhesion layer of approximately
5 nm.  Subsequently, aluminium was  deposited to provide a 750 nm
layer of aluminium. Each of the straight fingered transducers
was then fabricated using standard positive-tone photolithography
processes. The transducers were patterned with 8 mm apertures.
Our 128YX LN devices run with a coupling coefficient of about
keff ∼ 0.11. For the operating frequency of 20 MHz, the substrate
can no longer be considered a real ‘half space’, however Laser
Doppler Velocimetry (LDV) scans confirmed Rayleigh waves for
these devices. There is some loss of acoustic energy to the mount-
ing, determined to be ∼10% of acoustic wave energy. This effect,
along with any triple-transit or end reflection effects are consistent
across the entire dataset, enabling the use of power to compare vari-
ables such as the FTLE and mixing indices. Prior to use, the devices
were coated with a thin layer of hydrophobic amorphous teflon
(Teflon AF, DuPont Corporation), except below where the microflu-
idic well is placed, so as to prevent the fluid from spreading out from
underneath the well during operation. The fluid in the well com-
prised a mixture of glycerol and water at varying ratios to alter the

viscosity of the fluid. Fluorescent, 5 �m polystyrene particle sus-
pensions (BioScientific, Gymea NSM) were introduced in the fluid
to aid the flow visualization. The flow was  recorded at 20–40 fps
using a video camera (Olympus iSpeed, Tokyo, Japan) attached to a
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ig. 2. Schematic depiction of the 20 MHz  SAW device in which a microfluidic well
s  placed within the propagation pathway of the SAW irradiation (not to scale).

tereomicroscope (Olympus BXFM, Tokyo, Japan) using a 5× lens,
nder fluorescent illumination supplied by an EXFO X-Cite 120
ercury light source and a 120 W short arc lamp (Olympus, Tokyo,

apan). A steel well, comprised of a 2 mm internal diameter ring,
tself extracted from a micro-bearing, was used to house the fluid
Fig. 2). The volume of fluid in the well was kept constant at 2.5 �l
n each experiment. The focal plane of the camera was near the sur-
ace where the flow was developed. Silicone gel was used to absorb
he SAW at the end of the device thus preventing its reflection back
owards the well.

An important concern in microfluidics is unwanted heating and
vaporation of fluids. All experiments were performed on an alu-
inium block which acted as a heat sink for any possible excess

eating of the device, and were investigated over a short time-span
o as to mitigate any heating effects and therefore evaporation of
he fluid. Heat sinks, and if necessary Peltier coolers, have been used
o avoid heating of SAW devices whilst working with microfluids
ver longer time periods [17]. This was important especially as the
ower into the device increased. It was noted that there was neg-

igible evaporation during each run, and the fluid was replaced in
etween each run to minimise cumulative heating and evapora-
ive volume changes over longer time periods. Owing to the fast

ixing times of this method, the device was only required to run
n the order of seconds for the higher power (>1 W)  experiments,
educing the influence of heating effects.

There are limits to the amplitude of the SAW, as with all ultra-
onic piezoelectric devices. The amplitude limit scales inversely
ith frequency, but the vibration velocity is invariant with respect

o frequency at around 1 m/s. Depending on the specific experi-
ental setup, there are also limits associated with power into the

uid, where higher power can lead to translation, jetting, and atom-
zation of fluids in the wavepath [24,25]. There are also time limits
ssociated with heating of the devices if there is no cooling in place.
one of these limits were reached in our experiments.

Particle trajectories were tracked using commercially available
oftware, DiaTrack 3.03 (Semasopht, North Epping, Australia), and
he particles were assumed to closely follow the flow within the
ell. The Stokes number, St, representing the ratio of the stopping
istance of a particle to a characteristic dimension of an obstacle is
efined as

t = 2
9

�p

�f

(
a

L
)2

Re, (1)

here �p and �f are the particle and fluid densities, respectively,
 is the particle radius, L is the characteristic flow length scale
43]. In all of the experiments to follow, the hydrodynamic Re � 1.
or the 5 �m particles used, St ≤ 10−6 � 1 and hence it is reason-

ble to assume that the particle trajectories approximate the flow
treamlines, and therefore the particle trajectories can be used to
ffectively measure the fluid stretch and hence the corresponding
TLE.
tors B 160 (2011) 1565– 1572 1567

Once the flow trajectories of each particle was determined, the
coordinate-time vectors of each trajectory were exported into data
files for further processing. The flow was parameterized by inde-
pendently varying the viscosity and input power and recording the
particle flows each time. Examples of a frame showing the fluores-
cent particles in the microfluidic well, in addition to the particle
trajectories tracking the flow within the well, can be seen in Fig. 3.
After the flow trajectories are reconstructed the trajectories can
then be exported in a data file that includes all the spatial and
temporal information of each trajectory required to calculate the
FTLE estimation according to the method described in the following
section.

2.1. Finite time Lyapunov exponent estimation method

Lyapunov exponents are used to quantitatively determine the
onset of chaos in a system by measuring the average exponential
rate of divergence of the trajectories in a flow [44]. There are a num-
ber of Lyapunov exponents that one may  define for a flow system;
however, when a system’s maximal (or largest) Lyapunov expo-
nent is positive, it signifies that there exists exponential growth
in the separation of trajectories and hence the system is charac-
teristically chaotic [44]. Specifically, the magnitude of a positive
exponent quantifies the relative chaotic strength of the system and
can be used to compare different flow systems’ mixing abilities,
given the strong correlation between the chaotic flow and effective
mixing [18]. Any two trajectories driven by the flow with a separa-
tion at time t = 0 of |dx(0)|, may  be defined with a relative motion
of

|dx(t)| ≈ e�t |dx(0)|,  (2)

where � is the Lyapunov exponent and
∣∣dx(t)

∣∣ is the separation at
time t. For the calculation of the maximal Lyapunov exponent for
discrete data, Eq. (2) can be discretised into the FTLE [44,22], given
by

� = 1
N�t

N∑
n=1

ln
( |dx((n + 1)�t)|

|dx(n�t)|
)

, (3)

where � is now the finite time Lyapunov exponent, n is the iteration
variable, �t  is the time interval between iterations, N is the total
number of iterations, and dx(n�t) and dx((n + 1)�t)  are the tra-
jectory separations at time n�t and (n + 1)�t, respectively [45,22].
This form of the Lyapunov exponent has been implemented in var-
ious algorithms used to find the maximal Lyapunov exponent from
experimental data. Rosenstein et al. [46] notes that randomly cho-
sen initial conditions will exponentially separate at a rate dictated
by the maximal Lyapunov exponent.

To determine if the flow in each experiment set was  chaotic,
and, correspondingly, the magnitude of the chaotic strength, we
employed a method that relied on an averaging of the logarithm
of the stretch between trajectories over all particles such that the
spatial average of the FTLE over the whole two-dimensional plane
can be obtained. Owing to the three-dimensional nature of the flow
but the two-dimensional visualization method, reconstructed tra-
jectories were created and terminated as the particles moved in
and out of the experimental plane of view. For a typical case, the
mean number of trajectories in the field of view over the time of
the experiment was  970 with a standard deviation of 16. Although
a simplification of the FTLE owing to the reduced dimensional-
ity, the present method does account for the births and deaths of
trajectories, as it will continue to average the stretch field across

all trajectories and therefore is not reliant on one specific fiducial
trajectory. Moreover, the possible out-of-plane velocities occuring
in the focal plane, but not accounted for in the two-dimensional
reconstruction, may  lead to an under-estimation rather than an
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Fig. 3. (a) The white dots show fluorescent particles suspended in the fluid well, captured using a video camera when the fluid is stationary in the absence of any input
power:  Brownian motion is insignificant. (b) Particle trajectories arising from fluid motion driven by the SAW. The particles are tracked using DiaTrack. Each particle track
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s  represented by a different color. (c) Particle trajectories arising from fluid moti
imilar excitation conditions, indicated by the more “organized” circumferential pa
s  referred to the web version of the article.)

ver-estimation of the FTLE in the flow. Out-of-plane trajectories
nd velocities were minimised in our experiments by excluding

 wide range of blurred particles from the particle tracking soft-
are. As such, the two-dimensional analysis carried out here is
ot unreasonable for the purpose of mixing characterisation, and is
ommonly used throughout the literature even for more complex
hree-dimensional flows [15,47–51].

We  now describe the method used to calculate the FTLE
pproximation. First, we compared all trajectories with all other
rajectories over the entire time of their existence in the plane of
iew, and found each trajectories’ closest neighbour at each time
tep. We  then found the stretch of each closest pair at the next time
tep and used Eq. (3) to find the FTLE for each trajectory, treating
ach one as the fiducial trajectory in turn. To account for the fold-
ng of the stretched fluid elements, close trajectories were replaced

ith other, closer trajectories when available at each time step.
astly, we found a weighted average of these FTLE approximations
or all particle trajectories, and this temporal and spatial average
as plotted over time. Mathematica 7.0 (Wolfram Research, Cham-
aign, IL, USA) was used to compute the results from the data using
his algorithm. In this way  we were able to find an approximation
o the exponential divergence of the flow field using all available
rajectories. This method is nevertheless an approximation owing
o the two-dimensional visualization that is a commonly used in
he literature as a simplification of three dimensional mixing flows
15,47–51]. It does however allow quantification of the divergence
f the flow sufficient to determine if the flow is chaotic in the plane
onsidered, via a positive FTLE approximation, and also allows for
omparison between parameter sets in order to determine the opti-
al  conditions for enhanced mixing. We  now describe a method to

uantify the mixing efficiency in the section to follow.

.2. Mixing index

The mixing index as a function of time to describe the mixing of
 glycerol–water solution with a colored food dye under SAW exci-
ation can be determined from a pixel intensity analysis. For these

ixing experiments, a similar setup was used to that in the particle
racking experiments, that is, the same SAW devices were used to
rive the mixing, and the same fluids and microfluidic wells were
mployed. In contrast, however, bright-field illumination was used
n place of dark-field fluorescence, and the fluids were illuminated

rom beneath the clear substrate as the roughly polished counter-
ace of the substrate acted as a light diffuser that aided to suppress
pecular reflections off the surface associated with the front face of
he substrate as well as the free surface of the fluid. Such reflections
a high viscosity fluid is far more coherent than for (b) low viscosity fluids under
racks. (For interpretation of the references to color in this figure legend, the reader

can erroneously appear to the analysis as fixed, very large particles,
and so their suppression is crucial. The extent of mixing was quan-
tified by observing a series of greyscale images over time, extracted
from still frames of the video recording, via the following mixing
index parameter [13,38,15,52]:

C ′ =

√√√√(
1
N

) N∑
i=1

(
Pi − P

P

)2

, for 0 ≤ Pi ≤ 255, (4)

where N is the total number of pixels, Pi is the greyscale intensity of
pixel i, and P is the mean pixel value P = (1/N)

∑N
i=1Pi. The value of

C′ should be initially large and tend monotonically towards a small
value as the mixing progresses. A normalised mixing index (NMI)
that varies between one (unmixed) and zero (mixed) can then be
defined:

M =
C ′ − C ′

final

C ′
initial

− C ′
final

, (5)

where C ′
final is C′ at the final, fully mixed state, and C ′

initial is C′ at
time t = 0, prior to the onset of mixing [52].

The mixing index, M,  can thus be used to compare the mixing
efficiencies across different experimental cases. Here, in particular,
they allow for the quantification of the effectiveness of mix-
ing via SAW-driven convection. Mixing indexes generally do not
provide information about the dominant mechanism by which
mixing occurs, or whether the system is chaotic. We  therefore
attempt to address this by a comparison between the results
obtained from both the FTLE and mixing index analyses. Specifi-
cally, the input powers were varied, and dyed fluid (of the same
composition/viscosity) was  introduced into the well to deter-
mine the mixing indices. For comparison, the half-lives of the
mixing index, M1/2, were calculated to obtain a comparative mix-
ing time across the various experiments. The mixing efficiencies,
determined through the pixel intensity analysis across the entire
parameter space, can then be compared to the level of chaos, as
defined by the FTLE.

3. Results and discussion

Fig. 4 shows the evolution of the FTLE, �, calculated from Eq. (3),
over time for a glycerol–water mixture of viscosity 35.5 mPa  s for a

range of input powers. In the absence of the SAW-driven convec-
tion, the fluid is stationary and mass transport occurs by diffusion
alone, as seen by the zero value of � for all times. When the SAW is
applied as an external energy source, it can be seen that non-zero
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ig. 4. Maximal Lyapunov exponent � over time, as a function of the input power
or  a glycerol–water fluid mixture with viscosity 35.5 mPa s.

alues for � are obtained, which initially increases over an initial
ransient but approaches a steady-state value. A more meaningful
ay to compare values of � is to calculate its mean value 〈�〉 over

 sufficiently large period after the initial transient region. This is
hown in Fig. 5 for varying average particle velocities 〈V〉.

We observe the mean values for � to increase with increas-
ng input power. This is because of an increasing amount of SAW
nergy into the fluid resulting in an intensification of the acoustic
treaming (bulk liquid recirculation) in the fluid, as observed by
he increasing average fluid velocities measured within the fluid
Fig. 5). This increase in the fluid inertia amplifies disturbances
resent in the system and leads to an increasing amount of chaotic
dvection in the fluid volume, as seen by the vortices that arise over

 cascade of length scales and the symmetry-breaking cross-flow
treamlines (Fig. 3(b)). Consequently, we expect the mixing length
nd hence the mixing time to decrease, as will be confirmed subse-
uently through the comparison with the mixing experiments and
uantified through the pixel intensity analysis. It is also interesting
o note that when even a very small amount of power is applied to
he device, positive values of 〈�〉 are obtained, though small in mag-
itude (Fig. 6). This shows that when there is even a small amount
f acoustic streaming in the fluid well, there is on average a pos-
tive value of the exponential divergence of the flow field, that is,
he flow is seen to be weakly chaotic even at low powers.
The effect of varying the fluid viscosity on the mean values of
he FTLE can be seen in Fig. 6 from which we observe that, at any
et power, 〈�〉 increases for fluids of decreasing viscosity, owing

ig. 5. The bar plots show the distribution of the FTLE over time as the dye is homog-
nized for a fixed input power, as shown in Fig. 4, whereas the red curves are normal
ts to the Lyapunov exponent data. Both the mean value and standard deviation
re  observed to increase with increasing input power. The average fluid velocity
easured is also observed to increase with input power. (For interpretation of the

eferences to color in this figure legend, the reader is referred to the web version of
he  article.)
Fig. 6. Mean values of the FTLE 〈�〉 for different fluid viscosities over a range of input
powers.

to the decrease in the associated viscous damping, itself respon-
sible for suppressing disturbances in the system. This suppresses
the chaotic flow field that gives rise to the crossing of streamlines
necessary to drive efficient mixing. For fluids possessing lower vis-
cosities, an increase in input power is seen to drive larger inertial
streaming velocities, thus resulting in stronger chaotic advection
within the system and hence increases in the FTLE. This is con-
sistent with the data plotted in Fig. 7 that shows the relationship
between 〈�〉 and the average particle velocity; note the exponen-
tial increase in 〈�〉 as the average velocity increases. On the other
hand, the flow is increasingly damped as the viscosity is increased
due to viscous drag that suppresses the chaotic flow and hence the
mixing. At high viscosities, the chaotic flow reverts to almost bulk
rotational flow, as seen in Fig. 3(c) in which the fluid elements only
weakly diverge: their separation remains fairly constant as they
travel along the concentric streamlines associated with simple rota-
tional flow. Nevertheless, we  note that even in the high viscosity
systems considered here chaos remains with positive, albeit small
〈�〉 values, indicating less chaotic flow than in the low viscosity
systems.

Whilst such behaviour is expected in most fluid flows, these
observations are not entirely expected in acoustically driven flows.
Particularly, and quite importantly, they differ from that observed
by Lighthill [53], and those that preceded him [54–57],  who noted
that the strength of the acoustic streaming is unaffected by changes

in viscosity. This is because the increased absorption of the acoustic
wave and hence the concomitant increase in the acoustic stream-
ing intensity in fluids of larger viscosity is exactly offset by the

50 100 150 200
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Fig. 7. Relationship between the measured average particle (and hence fluid) veloc-
ity  and the mean value of the FTLE 〈�〉 for a range of fluid viscosities. The least squares
fit  of the data is shown with R2 = 0.84.
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Fig. 8. Images showing (a) mixing of a coloured dye due to pure diffusion when the
fluid is not excited by the SAW, and (b) mixing under chaotic flow conditions driven
by  the SAW with an input power of ∼1 W.  The fluid viscosity is 35.5 mPa  s. These
images were extracted from the video recordings acquired at 20 fps.
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ncreased viscous drag that acts to retard the flow. Lighthill’s obser-
ation that acoustic streaming is independent of the fluid viscosity,
owever, is predicated on slow streaming – the case in which the
treaming Reynolds number (Res ≡ �f U1L/� � 1, where U1 is now
he characteristic flow velocity incorporating both the fluid veloc-
ty and the effect of the acoustic wave propagation) [58–60,25]
s small: the second order acoustic streaming velocities from the
uccessive approximation is significantly smaller than the first-
rder fluid element velocities driven by the acoustic wave itself.
n our experiments, however, Res is typically greater than 1 – the
ase of fast streaming – thus rendering this assumption invalid.

e use Riley’s equation to calculate our acoustic streaming veloc-
ty from U1 = 2(PSb/�f cL4)1/2, where P is the power measured in

atts emitted by the acoustic source and c is the sound speed
59]. If all of the input power was converted to acoustic energy
n the droplet, for the low viscosity case we would find that the
es ∼ 100–5000 � 1. In reality, significant power loss occurs at the
evice input, and at the solid–fluid interface. However, even tak-

ng this loss into account, we find Res is still several orders of
agnitude above 1. This power loss can be estimated by deter-
ining the reflected power at the device input, as well as the rate

f power transmission from the mechanical surface wave into the
roplet, which is estimated at ∼33%. Interestingly, for the high vis-
osity case we find Res ranges from ∼0.2 to 5, approaching the
egion where the flow only encounters resistance from viscosity
nd exhibits linear behaviour [25]. This helps to explain the sup-
ressed chaotic nature of the high viscosity flows that approach
he slow streaming region. For fluid flow with associated acoustic
ave propagation, the streaming Reynolds number is more mean-

ngful than the hydrodynamic Reynolds number. That the increase
n acoustic streaming due to viscous absorption is not exactly off-
et by the decrease in fluid flow due to viscous dissipation may be
ttributed to nonlinear effects, particularly the convective acceler-
tion and the compressibility [61,25], the latter appearing through
he quadratic term in the equation of state [62] – such nonlinear
ffects cannot typically be neglected for acoustic streaming at the
igh (MHz order) frequencies employed here, and are a problem

n classical analyses where continued fractions and perturbation
heory based on an expansion using the Mach number are used
25].

Fig. 8 shows that in the presence of the SAW-induced chaotic
dvection, the dye is observed to quickly homogenize through-
ut the fluid well. Similar images were obtained for different input
owers. The mixing process is formally quantified in Fig. 9, where
he NMI  values were calculated using Eqs. (4) and (5),  therefore
howing the rate at which the dye is homogenized for a range
f input powers (NMI has a value of 1 when the fluid is initially
nmixed and approaches 0 as the dye becomes completely mixed as
→ ∞).  Periodic fluctuation, which are present and can be attributed
o the temporal variations in how the dye elements stretch and
old. The frequency of these fluctuations increases as the input
ower, and therefore the fluid velocity is increased. The results in
igs. 8 and 9 confirm the fluid is well mixed throughout the whole
uid, with no islands of inhomogeneity (poorly mixed local regions

n the fluid in which mass transport with the rest of the fluid body
nly occurs via molecular diffusion) that pose an obstacle to effi-
ient mixing. This verifies (qualitatively) the FTLE calculation and
rovides confidence in our use of a global spatial average of the
TLE and the two-dimensional approximation.

Particles were tracked under the same conditions as the dye
xperiments shown in Fig. 9, and the mean Lyapunov exponent
omputed from the identified particle trajectories for comparison
ith the results from the pixel intensity analysis. More specifi-
ally, the half-lives of the mixing indices M1/2 were used as an
rbitrary measure for comparing the mixing rates against the Lya-
unov times at different input powers; a linear fit was  used over the

Fig. 10. Comparison of the inverse mixing half-lives, 1/M1/2, against the Lyapunov
exponent approximation, �. The Lyapunov exponents are seen to scale linearly with
the  inverse mixing half-lives, as is expected for mixing dominated by chaotic flow.
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nitial NPI region to smooth out the fluctuations in the NPI values
een in Fig. 9. Fig. 10 shows that the inverse mixing half-lives scale
inearly with the mean Lyapunov times, characteristic of chaotic-
ominated transport [45], therefore providing yet further evidence
f chaotic advection in the SAW-driven mixing and supporting the
dea of a two dimensional model as useful to the prediction of fully
hree dimensional mixing.

. Conclusions

In this work, SAW-driven chaotic flows in microfluidic wells
ave been investigated and an estimation of the FTLE was used
o characterise the chaotic strength of the flow using all avail-
ble particle trajectories. This maximal FTLE estimation method
elies on finding the trajectories of a significant number of parti-
les (∼800–1000 at any time) obtained through flow visualization;
hese trajectories are then used to calculate the FTLE for all parti-
les, from which a mean FTLE 〈�〉 over a sufficiently large period
an be computed. This result provides a quantification of the spa-
ial average of the FTLE, and the exponential divergence of the flow
lements, and when positive, provides evidence that a flow system
s chaotic. Using this method, SAW-driven chaotic mixing flows
n microfluidic wells have been demonstrated and quantified for
he first time, and these flows can be exploited to drive enhanced

ixing. Generally, the larger the acoustic excitation energy, the
arger the fluid inertia in the system to drive chaotic advection.
his has implications on the effect of the fluid viscosity on the sys-
em. Unlike other fluid flows where the fluid viscosity acts only
o dissipate the energy within the system and hence suppress
he chaotic advection, the viscosity in acoustically driven flows
lso aids the absorption of the sound energy to drive the fluid
ow. In classical theories where the streaming Reynolds number

s small, i.e., for slow streaming, the effect of viscosity is therefore
ften neglected. On the contrary, we show that viscous absorption
nd dissipation effects are not exactly balanced due to nonlin-
ar convective and compressibility effects that become important
s the streaming Reynolds number grows beyond one. Overall,
owever, we find the fluid viscosity acts to reduce the chaotic
dvection, as seen in other fluid flows. In addition, a mixing index
as used to quantify the rate at which dye is homogenized within

he fluid well. The linear relationship between the inverse mix-
ng time and 〈�〉 as a characteristic of transport within the fluid,
s dominated by chaotic mixing, further confirming the existence
f chaotic advection in SAW-driven mixing. In any case, the utility
f enhanced mixing due to the SAW-induced chaotic advection,
ypically completing within seconds, demonstrates its potential
or fast micromixing in integrated portable biomicrofluidic chip
echnologies.
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