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spread use are not yet available, it is clear that technologies
are becoming more effective and reproducible. (see Freire
and Wheeler [16] for a review). Of paramount importance
in future work will be functional characterization of the
devices when in contact with complex proteomic samples,
evaluating, among other things, undesirable non-specific
adhesion, long term operation, and the capacity to deliver
the analytes of interest to the MS for analysis. In particu-
lar, the latter requires an efficient release of sample from
MALDI targets or ionization when sprayed from a liquid
containing salts, impurities and large abundance proteins
that may conceal the desired signal.
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Synonyms

Free surface electrokinetics; Interfacial electrohydrody-
namics; Free surface electrohydrodynamics

Definition

The term interfacial electrokinetic flow here encompasses
all electrokinetically driven flows involving free-surfaces
or freely deforming boundaries, i. e., gas–liquid interfaces
or immiscible liquid–liquid interfaces.

Overview

Free surfaces are commonly encountered in many
microfluidic applications. One class of free surface
microfluidic applications involves individual or discrete
drops and sprays, the former being termeddigital microflu-
idics. Another class of free surface microfluidic applica-
tions is that which involves two-phase microchannel flows
wherein either a gas bubble or stream flows within or adja-
cent to a liquid stream, or, a liquid phase flows within an
immiscible liquid continuum (i. e., a microemulsion), or,
a liquid stream stratifies another immiscible liquid stream.
These classifications are, however, not mutually exclusive.
For example, discrete drops or sprays are not just limited
to open microfluidic systems, where they are exposed to
an ambient environment. Often, to prevent evaporation,
for example, the discrete drops are housed within an oil
layer. Alternatively, a liquid spray can be encased within
an immiscible liquid medium as a means for generating
microemulsions.
In addition to the usual mathematical difficulties asso-
ciated with free surface problems, the consideration of
free surfaces becomes extremely important in microflu-
idics, especially given the increasing dominance of surface
forces over body forces as the surface area to volume ratio
increases with miniaturization. In addition, the curvature
of the free surface becomes commensurate with the char-
acteristic length scale of the system at these small scales.
For example, the bubbles generated due to electrode reac-
tions in electrokinetic microdevices can have dimensions
which are on the same order as the microchannel width or
height.
Electrokinetics is currently the preferred method for
moving and transporting fluids in microchannels due to
the ease of electrode fabrication and since electroki-
netic mechanisms involve no moving mechanical parts
which are prone to reliability concerns. Whilst significant
progress has been achieved in understanding electroki-
netic phenomena in the context of microfluidic technology,
there is still a significant need to increase our fundamental
understanding concerning the underlying complex hydro-
dynamic and physicochemical behavior associated with

Interfacial Electrokinetic Flow, Figure 1 Liquid meniscus issuing from
a 100 µm capillary in DC electrospraying showing its conical shape and
a thin jet that emanates from the meniscus tip. The jet subsequently breaks
up due to hydrodynamic or Coulombic instabilities to generate very small
aerosol drops

interfacial electrokinetic systems such as electrospray-
ing or electrohydrodynamic atomization, electrospinning,
electrocapillarity, electrowetting, electrokinetically-driven
bubble transport and electrohydrodynamically-induced
surface and bulk recirculation.

Basic Methodology

Governing Equations

For a Newtonian, incompressible fluid, the governing
hydrodynamic equations are stipulated by the conservation
of mass and momentum:

∇ · u = 0 , (1)

ρ (ut + u · ∇u) = ∇ · T , (2)

where u is the velocity vector, ρ the fluid density and the
subscript t denotes a time derivative. In Eq. (2),

T = −pI + µ
[
n ·

(
∇u + ∇uT

)
· t

]
+ TM , (3)

is the total stress tensor, comprising of the hydrostatic
stress component, in which p is the fluid pressure and I the
identity tensor, the viscous stress component, in which µ

is the fluid viscosity, and, n and t the unit outward nor-
mal and tangential vectors, respectively, and, a electric
(Maxwell) stress component TM. In the above, the super-
script T denotes the transpose of the tensor ∇u.
The coupling between the hydrodynamics and the electric
field therefore arises through the Maxwell stress tensor.
The total electric force density comprises the sum of the
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Coulombic force arising from the presence of free charges
and the dipole force arising due to the existence of bound
charges:

f = ρeE + P · ∇E , (4)

where ρe is the free space charge density, E = −∇φ the
electric field vector and P the polarizability vector; φ is the
electric potential. It can then be shown that for an electri-
cally linear and isotropic medium, Eq. (4) can be expressed
as [1]

f = ρeE − ε0

2
∇

(
ε − ρ

∂ε

∂ρ

∣∣∣∣
T

)
E · E , (5)

in which ε is the dielectric constant and ε0 is the permittiv-
ity of free space. The second term in the parenthesis com-
prises a ponderomotive force term arising due to the inho-
mogeneity of the dielectric permeability, represented by
a jump in ε, and an electrostrictive term at constant tem-
perature T which accounts for the compressibility of the
media. For incompressible fluids, electrostriction effects
are negligible and hence this term can be omitted. Equa-
tion (5) can be expressed in terms of a divergence of a ten-
sor f = ∇· TM, from which we obtain an expression for
the Maxwell stress tensor:

TM = εε0EE − εε0

2
(E · E) I . (6)

The net Maxwell stress at an interface then has the follow-
ing normal and tangential components:

TMn = n · TM · n (7)

= 1
2

[
ε (E · n)2 − ε (E · t1)2 − ε (E · t2)2

]o

i
,

TMt = n · TM · ti = ε [E · n]o
i (E · ti) , (8)

respectively, where t1 and t2 are the unit vectors orthogo-
nally tangent to the interface. The square parenthesis [·]o

i
denotes a jump in the inner quantity across the interface,
obtained by subtracting the quantity of the inner phase i
from that of the outer phase o.
In both phases, the electrostatic behavior can be described
by Gauss’ law:

∇ · E = ∇· (−∇ϕ) = −∇2ϕ = ρe

εε0
. (9)

In addition, the condition of electric field irrotationality
also holds:

∇ × E = 0 . (10)

Charge conservation also requires

∇ · i = ∂ρe

∂t
. (11)

in which

i = −σE − D∇ρe + ρeu , (12)

is the current density. In Eq. (12), σ is the electrical con-
ductivity and D is the ion diffusivity.

Boundary Conditions

A free surface or a deformable interface between two fluid
phases requires that fluid particles move only tangentially
along the interface. As such, if the position of the interface
' in a Cartesian coordinate system (x, y, z) is geometrically
defined by z = h(x, y, t), then, given that the interface itself
is a streamline, a Lagrangian description of a fluid particle
as it follows the streamline can be geometrically described
by the implicit function

F (x, y, z, t) = z − h (x, y, t) = 0 . (13)

In the Eulerian reference frame, the material derivative of
F, i. e., DF/Dt = (∂F/∂t) + u · ∇F must be equal to zero,
which then leads to the kinematic boundary condition [2]:

∂h
∂t

+ unn · ∇h = 0 , (14)

where un is the normal velocity and n = ∇h/ |∇h| is the
outward unit vector normal to the interface.
The hydrodynamic boundary condition at the interface '

is given by

n · [u]o
i = 0 . (15)

In addition, we also require continuity of shear stresses and
the jump in the normal stress across the interface at ':

[n · T · t]o
i = 0 , (16)

and

[n · T · n]o
i = γ κ , (17)

where γ is the interfacial tension and κ = ∇s · n is twice
the mean curvature of the interface in which ∇s ≡ ∇ · (I −
nn) is the surface gradient operator.
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Interfacial Electrokinetic Flow, Figure 2 AC electrospray modes [11, 12]. (a) Tip streaming mechanism by which aerosol drops are periodically ejected
from a resonating meniscus due to viscous-capillary forces. (b) Electrowetting phenomenon at high voltages which causes liquid to recede up the capillary
thus suppressing drop ejection. (c) Sequence of images at 6000 fps showing the formation of a long slender microjet due to viscous-inertia forcing from
which a drop is ejected

The remaining boundary conditions are given by the conti-
nuity of electric potential and electric stresses at the inter-
face at !:

[ϕ]o
i = 0 , (18)

[E · t]o
i = 0 , (19)

[εE · n]o
i = q , (20)

in which q is the surface charge density at the interface !,
which from Eq. (11), obeys

qt + u · ∇sq = qn · (n · ∇) u − [σE]o
i · n . (21)

In the above, the subscripts i and o refer to the inner
and outer phases respectively. The terms on the right of
Eq. (21) represent the changes in the interfacial charge
density due to surface dilation and electromigration,
respectively. Also, the diffusion term has been neglected
in Eq. (21), which is justifiable for sufficiently high field
strengths typical in electrokinetic applications where the
dimensionless field intensity eV/kBT # 1, in which e is

Interfacial Electrokinetic Flow, Figure 3 Plasma polarization mecha-
nism in AC electrospraying [11]. (a) In the cathodic half period of the AC
forcing cycle, the negative plasma generated forms a thin conducting layer
surrounding the meniscus. As a result, the external electric field coincides
with the interface in a normal orientation. (b) In the anodic half period,
no plasma is generated. However, because there is insufficient time for
the plasma to disperse due to diffusion, the plasma layer remains, thereby
screening the external electric field. Consequently, the electric field is pre-
dominantly tangential to the interface

the electron charge, V the applied potential, kB the Boltz-
mann constant and T the absolute temperature [3].

Key Research Findings

In this section, we discuss recent developments on vari-
ous interfacial electrokinetic flow phenomenon that have



858 Interfacial Electrokinetic Flow

Interfacial Electrokinetic Flow, Figure 4 Spatio-temporal evolution pro-
files of the electrospray meniscus height R showing the initial stages of
microjet formation obtained through an axisymmetric longwave model [11]

Interfacial Electrokinetic Flow, Figure 5 Schematic illustration of the
electrospinning setup for the generation of nanometer and micron sized
fibers

potential applications in microfluidic devices. In partic-
ular, we focus on electrohydrodynamic atomization (or
more commonly known as electrospraying) and electro-
spinning, electrokinetic bubble transport, and, electrohy-
drodynamically driven surface and bulk microflows. Elec-
trocapillarity and electrowetting which are other examples
of interfacial electrokinetic flows will not be discussed
here; the reader is referred to the more detailed entries
on electrocapillarity and electrowetting, as well as that on
electrowetting applications. The reader should also consult
the reviews on electrowetting by Mugele and Baret [4] and
Yeo and Chang [5].

Interfacial Electrokinetic Flow, Figure 6 Schematic illustration of the
front cap of a bubble translating in a long capillary tube. After Chang [16]

Interfacial Electrokinetic Flow, Figure 7 Electrokinetic bubble trans-
port in a capillary. Dimensionless bubble speed represented by the cap-
illary number Ca as a function of the total concentration of ionic surfac-
tant Ct [17]

Electrospraying/Electrohydrodynamic Atomization

Electrospraying or electrohydrodynamic atomization is
a mechanism for the generation of micron or nanometer
dimension aerosols with the use of an applied electric
stress [3]. DC electrospraying has been the subject of
intense investigation over the past decade, in particular,
due to its use as a soft ionization technique for the charac-
terization of large complex and non-volatile biomolecules
such as proteins and DNA in mass spectrometry. This
technique is now known widely as electrospray ionization
mass spectrometry or ESI-MS [6]. A balance between the
Maxwell stress in Eq. (6) and the capillary stress gives
an estimate of the critical voltage Vc required for electro-
spraying:

Vc ∼
√

γ d2

εε0R
, (22)
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Interfacial Electrokinetic Flow, Figure 8 Electrohydrodynamically
induced surface recirculation. (a) Schematic depiction of the experimental
setup. (b) Schematic illustration of the corona wind mechanism by which
bulk electrohydrodynamic air thrust is generated. (c) Liquid recirculation
patterns are generated depending on the orientation of the sharp electrode
tip. After Yeo et al. [18, 19]

where d is the separation between nozzle and the
ground electrode, and, R is the radius of curvature of
the meniscus. Typically, γ ∼ 10−2 kg/s2, d ∼ 10−2 m,
εε0 ∼ 10−10 C2/Jm and R ∼ 10−4 m, thus suggesting that
extremely large voltages of order 10 kV are required for
the onset of electrospraying.
In DC electrospraying, the absence of any external peri-
odic forcing permits sufficient time for charge separation
to occur within the liquid meniscus emanating from the
nozzle orifice. Tangential ion conduction along a thin elec-
tric double layer at the meniscus interface is then respon-
sible for co-ion accumulation, the repulsion of which then
results in Coulombic fission wherein a thin liquid jet
emanates from the tip once the Rayleigh limit is reached
where the charge repulsion exceeds the surface force.

Interfacial Electrokinetic Flow, Figure 9 Liquid recirculation patterns
as a function of the applied frequency and voltage. After Yeo et al. [18]

This charged jet then undergoes various hydrodynamic or
Coulombic instabilities leading to its breakup and hence
the generation of charged drops. These drops suffer from
further disintegration when the drop evaporates leading to
higher charge densities and hence the possibility of suc-
cessive break up when the Rayleigh limit for Coulombic
fission is exceeded. This disintegration cascade therefore
gives rise to very small drops of nanometer order.
For perfectly conducting liquids, Taylor [7] showed that
a conical meniscus with a half angle of 49.3◦ is produced
by considering the static equilibrium balance between the
capillary and Maxwell stresses in Eqs. (3), (6) and (17).
In the perfect conducting limit, the drop is held at con-
stant potential and hence the gas-phase electric field at the
meniscus interface is predominantly in the normal direc-
tion. It can then be shown that the normal gas phase elec-
tric field En,g scales as 1/R1/2 in which R is the meniscus
radius which then stipulates from Eq. (7) that the Maxwell
pressure pM ∼ E2

n,g scales as 1/R, therefore exactly bal-
ancing the azimuthal capillary pressure pC ∼ γ /R for all
values of R. This exact balance, and absence of a length
scale selection, is responsible for the formation of a static
Taylor cone (Fig. 1) in the dominant cone-jet mode in DC
electrosprays [8].
Li et al. [9] and Stone et al. [10] later extended Tay-
lor’s perfectly conducting limit to allow for the effect of
finite liquid conductivities, showing in these cases that the
tangential electric field within the slender conical liquid
meniscus dominates. However, the tangential liquid phase
electric field Et,l also scales as 1/R and thus an exact bal-
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Interfacial Electrokinetic Flow, Figure 10 Demonstration of rapid
micro-mixing via the electrohydrodynamically induced surface microvor-
tices in a microfluidic chamber 8 mm in diameter and 4 mm in height. After
Yeo et al. [18]

ance between the Maxwell stress pM ∼ E2
t,l and the capil-

lary stress pC is again obtained, giving rise to a cone-like
structure [11]. The cone angle, however, depends critically
on the liquid to gas permittivity ratio β ≡ εl/εg; the Taylor
angle is then recovered in the perfectly conducting limit as
β → ∞.
High frequency (10 kHz ≤ ω ≤ 200 kHz) AC electro-
sprays [11–13], on the other hand, behave very differently
from DC electrosprays. The drops generated are larger (of
order microns) than the nanometer dimension DC electro-
spray drops. In addition, the Taylor cone characteristic of
DC electrosprays is not observed. Instead, the drops are
ejected from a curved meniscus or from a peculiar microjet
that protrudes intermittently from the meniscus, as shown
in Fig. 2. The high frequency periodic forcing does not
permit sufficient time for charge separation to occur and
hence co-ions accumulate at the meniscus tip, thereby ren-
dering the ejected drops electroneutral. This explains the
absence of Coulombic fission and hence the observation
of larger drops since the Coulombic fission disintegration
cascade does not occur. The drop electroneutrality allows
the AC electrospray to be used for drug delivery applica-
tions in which charged aerosols that could possibly lead
to surface adsorption and compound ionization are unde-
sirable [13]. Moreover, the absence of drop charge also
stipulates that the current and hence power requirement is
negligible, allowing the technology to be miniaturized for
portable consumer use [11–13].

The absence of tangential ion conduction also results in
a weaker liquid phase tangential electric field. As such,
the AC electrospray behavior was found to be insensitive
to liquid conductivity [12]. This passivity of the liquid
phase is compounded by the formation of a thin, highly-
conducting, permanent negatively charged plasma polar-
ization layer that envelopes the liquid meniscus, giving rise
to a dominant normal gas phase electric field in one AC
half period [11]. This negative charge does not originate
within the drop due to the insufficient time for charge sep-
aration within the liquid phase. In addition, the drop ejec-
tion time, roughly 10−3 s, is much larger than the period
associated with the AC forcing frequency thus allowing
any charge within the drop to essentially equilibriate dur-
ing the ejection event [12].
Given that the AC electrospray requires a working liquid
of sufficiently high volatility (e. g., alcohols), the nega-
tively charged plasma cloud could possibly arise due to
evaporation and subsequent ionization of the liquid from
the meniscus when the applied voltage exceeds a thresh-
old voltage associated with the ionization potential. In the
cathodic half period, when the meniscus and capillary have
the same polarity as the plasma cloud forming a thin highly
conducting layer enveloping the meniscus, the local gas
phase normal electric field at the interface is significantly
enhanced, as illustrated in Fig. 3a, since the meniscus and
the plasma layer both resemble constant potential bodies in
which the interfacial field is predominantly normal. On the
contrary, plasma is not generated in the anodic half period.
Nevertheless, a plasma layer still surrounds the meniscus
unless there is sufficient time for it to be dispersed. The
plasma layer is now oppositely charged to the meniscus
and capillary, effectively screening the external field such
that a weak tangential gas phase field arises, as shown in
Fig. 3b. However, the enhanced normal gas phase field in
the cathodic half period dominates and hence, averaged
over many cycles, produces a net Maxwell stress that is
responsible for the meniscus dynamics observed [11].
This plasma polarization mechanism also explains the
appearance of a minimum in the frequency dependent
critical voltage of approximately 165 kHz for spraying to
occur. Below this optimum frequency, as ω → 0, there is
adequate time for the dispersion of the plasma generated
away from the meniscus. Above this optimum frequency,
as ω → ∞, there is insufficient time for the dispersion to
occur. Maximum interfacial plasma polarization therefore
occurs at the optimum frequency, therefore producing the
largest enhancement of the local normal Maxwell field at
the meniscus interface [11].
Since both meniscus and plasma layer resemble constant
potential bodies, the solution of the Eq. (9) governing
the gas phase electrostatics in the weak polarization limit
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where ρe is negligible gives rise to a specific scaling for
the normal interfacial gas phase electric field En,g. Assum-
ing an arbitrary axisymmetric meniscus shape but not pre-
cluding the existence of a conical geometry, it can be
shown from spheroidal harmonics that En,g ∼ 1/R1/2 for
a sharp conical meniscus. On the other hand, En,g ∼ 1/R
is obtained for more slender bodies such as an elongated
ellipsoid or cylinder. Nevertheless, given that the more
singular 1/R scaling for a slender geometry dominates at
the meniscus tip, as R → 0, the Maxwell pressure pM ∼
E2

n,g scales as 1/R2 and hence an exact balance with the
azimuthal capillary pressure pC ∼ γ /R is only possible for
one specific value of R [11]. This length scale selection
therefore excludes the possibility of a cone-like menis-
cus and instead suggests that the meniscus is stretched to
a more elongated cylinder-like geometry such as that of
the microjet shown in Fig. 2, thus suggesting why a non-
steady microjet is produced in AC electrosprays instead of
a steady Taylor cone [11].
The role of the Maxwell pressure resulting from a nor-
mal gas phase interfacial electric field that scales as 1/R in
elongating the liquid meniscus into a cylindrical microjet
structure can also be verified through a dynamic simula-
tion in which the equations governing the coupled inter-
actions between the hydrodynamics (Eqs. (1)–(3)) and
electrodynamics (Eq. (9)) are solved simultaneously for
a constant potential liquid meniscus in the longwave limit
in axisymmetric polar coordinates (r, 0, z), subject to the
boundary conditions given by Eqs. (14)–(20). The polar-
ization in the bulk gas phase is assumed to be weak, i. e.,
ρe ∼ 0, such that Eq. (9) reduces to the Laplace equation.
Further details of the model are given in [11]. A typical
spatio-temporal evolution profile is illustrated in Fig. 4
in which an axial pressure gradient resulting from the
interfacial distribution of the normal Maxwell stress with
a 1/R2 scaling along the meniscus is observed to stretch
the initially curved meniscus and pull out a slender micro-
jet resembling that in Fig. 2. After a short transient, the
microjet is observed to propagate forward at roughly con-
stant velocity whilst maintaining an approximately con-
stant radius [11].

Electrospinning

The electrospinning of micron and nanometer dimension
fibers is a hybrid technology that arose out of electrospray-
ing. In the past decade, fiber electrospinning has observed
exponential growth in interest. However, the concept and
technique has not evolved much from the original setup,
shown in Fig. 5, which is very similar to that for electro-
spraying. A wide variety of polymer and polymer com-
posite fibers with different morphologies (e. g., beaded,

Interfacial Electrokinetic Flow, Figure 11 (a) Demonstration of
microparticle (10 µm latex particles) trapping and concentration within the
electrohydrodynamically induced surface microvortices. (b) The particle
aggregate remains intact as a planar interfacial colloidal crystal structure
even after cessation of the flow upon removal of the applied electric field.
After Yeo et al. [18]

pored, hollow, core-shell, etc.) have since been electro-
spun, examples of which are summarized in [14]. The AC
electrospray setup has also been modified to synthesize
fibers of micron order thickness from biodegradable poly-
meric excipients [13], although it should be mentioned that
the mechanism by which the fibers are generated, predom-
inantly due to extensional stresses that lead to the stretch-
ing of the microjet in Fig. 2 and subsequent solvent evapo-
ration and hence jet solidification into a fiber, differs from
that in DC electrospinning where the mechanism is largely
due to evaporative solidification of the solvent from the
thin jet that emanates from the Taylor cone as a result of
Coulombic fission.
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Electrospinning has been modeled through an analysis of
electrically forced axisymmetric liquid jets [15], in which
the asymptotic limit requirement of either assuming the
liquid as a perfect conductor or a perfect dielectric is
relaxed such that the existence of interfacial charge can
be accounted through Eq. (21). This is because whilst bulk
conduction can be neglected in the small free space charge
density ρe limit, interfacial charge and hence conduction is
not usually negligible. The existence of such charge also
gives rise to a finite tangential Maxwell stress given by
Eq. (8) which can only be balanced by the viscous stress.
A similar axisymmetric model to that described above,
assuming the jet to be slender such that the longwave
approximation holds (R0 ! L, in which R0 is the initial
meniscus height and L the characteristic length scale of
the jet), is then derived. In this limit, the external elec-
tric field can be simplified such that a slender dielectric
meniscus can essentially be described as an effective axial
line distribution of free and interfacially bound charges λ.
An electric field flux balance on Gaussian surfaces S1 and
S2 around and encompassing the meniscus interface then
leads to [15]

∮

S1

E · ndA =
[(

πR2Et,l

)

z
+ 2πREn,l

]
dz = 0 , (23)

and

∮

S2

E · ndA =
[(

πR2Et,l

)

z
+ 2πREn,g

]
dz = 4πλdz ,

(24)

in which A denotes the area and the subscript z denotes
derivatives in the axial direction. Equations (23) and (24)
can be substituted into Coulomb’s Law describing the gas
phase electric potential in the region far from the inter-
face [15]:

$g = $∞ +
∫

λ
(
z′, t

)

√
r2 + (z − z′)2

dz′ , (25)

where $∞ is the applied potential, to yield a second order
ordinary differential equation for the tangential electric
field in the liquid phase [15]:

Et,l − ln
R0

L

[
1
2

(
εl

εg
− 1

) (
R2Et,l

)

zz
− 4π (qR)z

]
− E∞

= 0 ,

(26)

Interfacial Electrokinetic Flow, Figure 12 Schematic depiction of the
azimuthal and radial velocity profiles, uθ and ur , respectively, in Batchelor
flows (liquid flow between rotating and stationary circular disks; the angular
rotation is '). After Yeo et al. [19]

in which E∞denotes the applied electric field. The choice
of boundary conditions at the nozzle orifice is also criti-
cal to the stability of the numerical solutions. A detailed
discussion can be found in [15] and is also summarized
in [14].

Electrokinetic Bubble Transport in Microchannels

Chang [16] showed that the pressure drop across a bubble
translating in a microcapillary with speed U, as illustrated
in Fig. 6, scales as (γ /R)Ca2/3, which is essentially the
difference in the capillary pressures between the cap pres-
sures at the front and rear of the bubble; R is the capillary
radius and Ca ≡ µU/γ is the capillary number. Given that
the pressure drop required to drive a liquid slug of lengthL
at speed U is µUL/R2, then the pressure drop across a bub-
ble corresponds to an equivalent slug length of RCa−1/3,
obtained by balancing the pressure drop in both cases.
Since Ca is typically between 10−8 − 10−4 in microcapil-
laries, this means that the pressure drop required to drive
a bubble is extremely large to overcome the viscous dis-
sipation associated with the bubble, and is equivalent to
driving a liquid slug with a length that is several orders of
magnitude of the capillary radius [16].
As the usual parabolic velocity profile of pressure-driven
Poiseuille flow leads to the flowrate scaling as R4 whereas
the flat velocity profile obtained in pure electroosmotic
flow gives rise to a flowrate that scales as R2, it can be
seen that it is more efficient to drive microchannel flows
where R becomes very small using electrokinetic flows
as opposed to pressure-driven flow. However, there are
some design issues to be considered in electrokinetic bub-
ble transport.
From Ohm’s law,

i = I
AcL

= σE , (27)



I

Interfacial Electrokinetic Flow 863

where i is the current density, E the local electric field,
I the corresponding current, and, Ac and L are the cross-
sectional area and length of the capillary, respectively, we
observe that E ∼ 1/Ac. The electroosmotic slip velocity is
given by

us = εε0ζE
µ

, (28)

where ζ is the electrokinetic (or zeta-) potential, which
stipulates that us ∼ 1/Ac. It then follows from Eqs. (27)
and (28) that the volumetric flowrate is

Q = usAc = εε0ζ I
µσL

, (29)

which suggests that the flowrate due to electrokinetic flow
is independent of the capillary cross-sectional area. This,
and the fact that the electrokinetic flow velocity profile
is virtually flat across the channel, is quite unfortunate
because it requires the flow in the thin annular film around
the bubble to be equal to the flow behind it. As a result,
it is impossible to build up a back pressure driving force
behind the bubble. The electrolyte simply flows around the
bubble, rendering it stationary [16].
Thus, in order to drive bubble transport using electroki-
netic flow, the flow invariance to the cross-section must
be eliminated such that the flow in the annular film is
less than the flow behind the bubble. Chang [16] proposes
several ways to reduce the annular film flow by intro-
ducing drag at the bubble interface to retard the annular
film (however, this only works if the bubble is essentially
a viscous liquid drop) or by adding surfactants that reduce
the local interfacial tension and hence generate Marangoni
stresses (stresses arising due to interfacial tension gradi-
ents). Alternatively, it is also possible to introduce an ionic
surfactant that resides at the bubble interface such that the
double layer at the interface has an opposite charge to that
of the capillary tube surface. Thus, the ζ -potential at the
interface would have an opposite sign to that at the capil-
lary surface. From the Smoluchowski slip in Eq. (28), we
then note that the velocity at the bubble interface is in the
opposite direction to that at the capillary surface. Careful
control of the amount of ionic surfactants could also give
rise to equal but opposite velocities, thus eliminating the
flow in the annular film completely.
Figure 7 shows the dimensionless bubble translation speed
Ca as a function of the surfactant (anionic surfactant since
the glass capillary used has positive surface charge) ionic
concentration for various electric field strengths [17]. At
low concentrations, given that the Debye screening length
scales as the inverse of the square root of the concentra-
tion, the electric double layer thickness becomes compa-

rable to the thickness of the annular film. The overlapping
double layers of different polarities then leads to Coulom-
bic attraction which causes the annular film to collapse.
As such, there is a critical value for the ion concentration
of approximately 10−5 mol/l before which bubble motion
is observed. At high concentrations, however, the bubble
speed again diminishes due to the vanishing electric dou-
ble layer.

Electrohydrodynamically-Induced Interfacial Recirculation

Very recently, a novel way of driving liquid recirculation
has been developed by exploiting a bulk electrohydrody-
namic air thrust generated from a nearly singular elec-
tric field at a sharp electrode tip mounted a small height
(∼4 mm) above the liquid surface [18], as depicted in
Fig. 8a. This air propulsion, also known as corona wind
or ionic wind, arises when the voltage at the electrode
tip exceeds the threshold ionization voltage leading to
the breakdown of the air surrounding the electrode tip.
Counter-ions are then repelled away from the electrode,
colliding into the electroneutral air molecules along the
way, as illustrated in Fig. 8b. The momentum transfer aris-
ing from these collisions then gives rise to the bulk air flow.
By inclining the electrode such that the air flow is directed
towards the liquid surface, interfacial shear then results
in recirculation at the surface. Depending on the position-
ing of the needle, a clockwise or anti-clockwise motion or
a pair of surface vortices can be generated (Fig. 8c). Fig-
ure 8c also shows the secondary bulk recirculation gener-
ated due to the primary surface flow; this will be discussed
subsequently.
The voltage-frequency behavior is depicted in Fig. 9. We
observe that the critical voltage to obtain liquid recircu-
lation decreases with increasing applied frequency until
approximately 145 kHz before increasing again. This opti-
mum frequency is associated with the inverse RC time
scale of the plasma charging mechanism [18], where R is
the resistance and C the capacitance. At low frequencies as
ω → 0, there is sufficient time for any plasma generate to
diffuse away. At high frequencies as ω → ∞, on the other
hand, there is insufficient time for plasma to be generated
in each half AC period.
Moving diagonally across the voltage-frequency charac-
teristic of Fig. 9 in the direction of increasing voltage and
frequency also yields interesting behaviour in which the
vortices become increasingly unstable, breaking down to
spawn off additional vortex pairs. At yet higher voltages
and frequencies, the vortex breakdown continues to pro-
duce a cascade of vortices with a continuum of length
scales, similar to that observed in vortex shedding [18].
The stability of the original vortices can however be recov-
ered by reducing the voltage at a fixed frequency.
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Interfacial Electrokinetic Flow, Figure 13 Numerical flow simulation
results of the secondary meridional flow arising from primary surface recir-
culation of the liquid. (a), (b) and (c) are flow field traces; (b) is a cross-
sectional plan view of the flow field at the top surface and (c) is a cross-
sectional plan view at a small distance just above the base. (d), (e) and
(f) are circumferential θ , radial r and vertical z velocity profiles, respec-
tively. Bright shades indicate motion along the respective axis directions
and dark shades indicate motion against the axis direction. After Yeo et
al. [19]

These surface vortices provide an efficient means for
microfluidic mixing, as shown in Fig. 10 where a dye
is rapidly mixed within several seconds. The mixing can
be enhanced by inducing the vortex instabilities wherein
turbulent-like mixing efficiencies are observed [18]. In
addition, particles dispersed in the flow are also observed
to be drawn into the vortices due to positive dielec-
trophoresis towards a point on the interface closest to the
needle where the field is most intense. Once a sufficient
particle concentration is achieved within the vortex, shear-
induced migration leads to cross-streamline transport such
that the interior of the vortex is populated [18], as shown
in Fig. 11a. Upon relaxation of the electric field and hence
termination of the flow, we observe the particle aggregate
to remain intact, possibly due to van der Waals attraction
(Fig. 11b). This therefore provides a mechanism for parti-
cle trapping and concentration.
The induced surface flow also gives rise to secondary bulk
fluid motion, in the same way that bulk meridional vor-
tices are generated in a fluid trapped between rotating
and stationary disks in Batchelor flows [19], as depicted
in Fig. 12. In this flow recirculation mode, particles dis-
persed in the flow are convected to the bottom by the
bulk meridional recirculation. However, due to the inward
radial velocity in the Ekman boundary layer (see Fig. 13),
the particles begin to swirl in a helical-like manner towards
the center of the base [19]. Although the flow recirculates
back up a central spinal column, the gravitational force on
the particle is sufficient to trap the particles at a pseudo-
stagnation point at the base. This was demonstrated to be
another mechanism for particle trapping and concentra-
tion. Figure 14 shows the efficient trapping of red blood
cells for microfluidic blood plasma separation in several
minutes [19].
These surface and bulk electrohydrodynamic recircula-
tion, whilst having the usual advantages of electrokinetic
devices wherein mechanically moving parts are absent,
also benefit from low field penetration into the liquid
given that the field is predominantly in the gas phase,
thus posing little threat in lysing biological cells. In addi-
tion, the absence of electrode-sample contact also min-
imizes sample contamination through electrolytic reac-
tions, non-specific adsorption of biological compounds or
Joule heating [19].

Future Directions for Research

Electrokinetic flows in microchannels has been exten-
sively studied over the past decade. However, there is
still a need for a greater understanding of electrokinetic
flows involving freely deforming surfaces such as elec-
trospraying, electrospinning, electrowetting and electrohy-
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Interfacial Electrokinetic Flow, Figure 14 Sequence of images showing the separation of red blood cells from blood plasma via the secondary
meridional bulk liquid recirculation. The final plasma effluent above contains a hematocrit less than 0.003%. After Yeo et al. [19]

drodynamically induced surface flows. In particular, the
complex physicochemical behavior at the interface and its
coupling to the bulk flow is still not well understood. One
example is how surface polarization and tangential ion
conduction affects the flow behavior. There is also a fur-
ther need for accurate theoretical models that are under-
pinned by a correct fundamental physical understanding
of such systems. For example, free surface models devel-
oped for investigating the behavior of interfacial flows
driven by Marangoni and thermocapillary stresses have
been extended to study the effects of electrical stresses
(see, for example, [20]). It is anticipated that these mod-
els will form the basis of other more complex free-surface
electrohydrodynamic models to investigate interfacial flow
behavior and stability.
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Synonyms

Rayleigh instability; Bridging instability; Electrohydro-
dynamic instability; Rosensweig instability

Definition

Interfacial instabilities develop at an fluid–fluid or fluid–
gas interface due to the unstable growth of interfacial
perturbations. These instabilities may be surface tension
driven (Rayleigh, liquid bridge instability), electrically
driven (electrohydrodynamic instability) or magnetically
driven (Rosensweig instability). These instabilities have
been used in applications as diverse as inkjet printing to
surface tension measurements. Interfacial instabilities are
modeled using classical linear stability analysis consider-
ing momentum transport equations and both kinematic and
interfacial stress boundary conditions. These models test
the stability of the interfacial perturbations to infinitesimal
disturbances.

Overview

The Rayleigh instability [1] is an example of a capillary
driven instability which causes droplet breakup and has
been used extensively for inkjet printing. Other interfa-
cial instabilities such as a liquid bridge instability [2] have
been studied to explore the stability criteria of coalesc-
ing two droplets from binary capillaries and determin-
ing whether the droplet will form a stable liquid bridge
between the two capillary ends or if the bridge will rup-
ture to have a droplet suspended on a single capillary end.
Electrohydrodynamic instabilities occur when electrical
stresses are applied at an interface. The electrical stresses
develop at the interface primarily due to a conductivity or
permittivity gradient between two fluid phases. The early
work on modeling electrohydrodynamic instabilities per-
formed a linear stability analysis of the electrical and fluid
interfacial boundary conditions using the transfer relations
developed by Melcher [3]. Melcher developed a dielectric
model which describes liquids as being both polarizable
and having free charge in an imposed electric field. Finally
instabilities have been demonstrated using ferrofluids [4]
which are colloidal suspensions of magnetic nanoparticles
with a high magnetic susceptibility. When a ferrofluid is
exposed to a magnetic field which is strong enough to pro-
mote instability, the surface of the fluid will spontaneously
form a regular pattern of vertical spikes (peaking instabil-
ity) consisting of the ferrofluid protruding from the ini-
tially flat interface.

Basic Methodology

The Rayleigh instability is the basis for most inkjet print-
ing applications. When fluid is forced through an orifice
(such as an inkjet printer head) a cylindrical fluid jet is
produced with a fluid–air interface. As the jet falls under
the influence of gravity it accelerates and is stretched so


