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Abstract

Convection is a well-observed atmospheric phenomenorghiis a fundamental role in global
weather and climate. The transport of heat, moisture andenamn that result from convection
are significant at a range of temporal and spatial scalesvective clouds have a wide range of
non-linear interactions with other atmospheric proces#@sh make them difficult to understand

and model numerically.

Due to resolution constraints in climate models, sub-goigvection is represented byparameter-
isation Many parameterisation schemes are based on an assumeantdearn spatial separation
between convection and its forcing. The implieguilibrium relates current convection directly to
the large-scale forcing. The validity of the temporal sc@paration is directly tested in this thesis

by examining the convective response to a time-varyingrigtc

An analytic model of convection with an explicit memory tiseale is used to characterise the con-
vective response dependent on the memory in the system. Ataefiof an equilibrium, based
on the total convection in a forcing cycle, is used to chards® model response regimes. These
regimes are used to interpret the response of cloud-regplviodel simulations of realistic con-
vection. It was found that for long forcing timescales10 hr) the response was in equilibrium,
without memory effects. At short forcing timescale 10 hr) an equilibrium was not achieved and
the response resembled a system with memory. The currem¢ation was found to be dependent

on the time-history of the convective system.

Further analysis of the complete lifecycle of the conveciouds showed self-organisation on
scales of 5- 10 kmduring active convection. As clouds decayed thermodynapadial structures
were found to persist on scales 6£20km The presence of these structures in the initial conditions
pre-conditioned the atmosphere, modifying the subsequamtective response at triggering, and

hence provided a mechanism for memory.
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We learn wisdom from failure much more than from success.
We often discover what will do, by finding out what will not do;

and probably he who never made a mistake never made a digcover

Samuel Smiles, Scottish author, 1812-1904
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CHAPTER 1

Introduction

1.1 Introduction

Convection is an important process in the global atmospéiereis a major contributor to the verti-

cal transport of heat, moisture and momentum. Convectiltmdgamentally an adjustment process
where localised density gradients are removed by risingydot plumes. However, convection is a
complicated process and involves highly non-linear irtigoas with the surrounding atmosphere.
Furthermore, convection acts and interacts on a wide rahgemporal and spatial scales. It is
this wide range of interactions which convection has wittatlner and climate systems that make
the accurate representation of convection a fundamergairegnent for reliable numerical mod-

els. However, in practice the representation is complicaieboth the scales at which convection

occurs and computational constraints of the numerical tnode

The transport of moisture by convection often produces ectiwe clouds. The latent heat released
due to condensation of water vapour within the clouds addgiadal energy to the motion and
furthers complicates the processes within the convectistes. Convective clouds exist on a wide
range of spatial and temporal scales. Individual cloudshsas small, shallow cumulus (which
are non-precipitating), have spatial scales of a couplauntired metres and exist on timescales of
minutes. Larger-scale cloud systems such as those thdbdemeesponse to (and feedback on) the
Walker cell and the Madden-Julian Oscillation (MJO, Sui &ad, 1992) exist over thousands of
kilometres and can persist for several days. However, fmetdally, these larger scale convective
complexes consist of a range of convective features at snmsdhles that interact with each other
to create the large system. Furthermore, all convectivedsl@re under-pinned by sub-cloud-scale
processes such as turbulence, entrainment, detrainmemiarophysics which act on spatial and

temporal scales much smaller than the clouds themselves.

The method of representation for convection in numericati@®is dependent on the scale of the

model. For example, sufficiently high resolution cloudetesig models (CRMs) are designed to
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capture the processes directly responsible for cloud dpwetnt, with the important sub-cloud-
scale processes being represented by parameterised sch&mige capable of this level of com-
plexity, however, these models can not practically be natiegl over a sufficient area to capture the
larger-scale atmospheric systems which often provide thans of forcing convection. Therefore,
CRMs must have explicitly prescribed forcing mechanisnstais, inherently, does not permit the
full range of interactions between the convection and theirfig. Whilst large-scale weather and
climate models can represent large-scale systems thatanagy donvection, they have insufficient
resolution to represent the details of the resulting caiimedirectly. In these models parame-
terisation schemés used to represent thihe mean effect of the sub-grid scale convection on the
large-scale flow Hence, a direct modification of the resolved scale quastis made to represent
the effect of convection which is unresolved by the modele phrameterisation scheme is devel-
oped by making assumptions about the sub-grid-scale ctomewhich it represents in order to

determine its mean effect, and the feedbacks on the lar¢e sca

One of the fundamental assumptions made to facilitate pateieations is the assumption of a
physicalscale separationn space and time between the scale of the clouds and thedeale
forcing which is causing convection. Investigation of thisumption in terms of the impliespatial
scale of separation between the convective-scale pracesgbthe large-scale forcing has been
addressed, for example by Cohen (2001); Craig and Cohei®)2G0hen and Craig (2006). The
main purpose of this thesis is an investigation of the assomjn terms of theemporalscale of

separation and an assessment of the timescales for whielsshenption is valid.

1.2 Background

Convection occurs due to the action of gravity on densityigrats. Localised warming reduces
air density and creates positive buoyant instability. Aswarm air rises and begins to cool the air
loses its buoyancy, the instability decreases and venticdlon reduces. If a specified volume of
air is continuously heated from below, then to compensat¢hfolocalised upward motions there
must also be descent and hence circulations develop. Asiexalmple is that of Rayleigh-Benard
convection. In the early 20th century studies of the fluid fleetween two fixed plates, where the
lower surface was held at a temperature warmer than the gopferce, showed that circulations
developed, in which the width-to-height ratio of the ciatidbns was close to unity (Emanuel, 1994).

In these simple experiments the convection was only respgrid the externally-imposed forcing
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and could not interact with it.

1.2.1 The characteristics of convection in the atmosphere

Convection in the global atmosphere presents many levetemplexity not seen in simple lab-
oratory experiments of convection. Many of these addifimmmplexities involve inter-related

mechanisms and feedbacks but some key processes are saathiaie:

e Convective systems exist on a range of spatial and tempzakdssfor which the relevant scales are
comparatively 'close’ together. Consider for example th8MThis is a large convective complex
over thousands of kilometres in extent, which moves fromrlden Ocean eastwards over the West
Pacific over a period of 40-60 days. Within the MJO are wegdwaoving clusters of convection
lasting 1-2 days (Sui and Lau, 1992). Embedded within thésenssystems are smaller scale
cumulonimbus which exist over a couple of kilometres foresal’/hours. The MJO may also spawn
tropical cyclones which can last for several days, traver @a/few hundred kilometres and develop

further, independently from the MJO.

e The role of moisture in atmospheric convection also intoesuadditional complexity and po-
tential for feedback. Latent heat release due to the coatiensof water vapour within clouds
provides additional energy to the cloud to fuel convectivations. Latent heat release in moist,
rising air more than offsets the cooling from dry adiabakeasproviding a considerable source of

energy.

e The drag of falling precipitation and the evaporation ofggp#ation produces negatively buoyant
downdrafts. These bring cool, dry air into the lower atmasph At the surface these downdrafts

spread into cold pools with associated gust fronts. Theseimiteate secondary convection.

¢ In atmospheric convection the compensating downward mptiothe form of large-scale sub-
sidence, results in net warming and drying of the envirorinasna wholearoundthe convective

clouds.

e Convective clouds re-distribute moisture from the boupndayer to the rest of the atmosphere.
This may alter the ability of the environment to support gouent convection. The removal of
moisture from the atmosphere by precipitation dissipakesdc However, locally moistening the

atmosphere, through the re-evaporation of water vapoumaistening a land surface, through
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precipitation, may enhance the likelihood of subsequenvection.

e Convective cloud that becomes sufficiently deep may deveilmps ice clouds (anvils). Cirrus

clouds spread into ice shields at the top of the tropospligris. restricts shortwave solar radiation
reaching the surface and hence may limit the amount of waythia surface experiences. Due to
the suppression of surface heating, convective instigsilinay not occur that could otherwise have

formed as a result of solar surface heating.

¢ In most situations cloud droplets are not formed spontasigoCloud droplet formation is en-

hanced when cloud condensation nuclei (CCN) are preserils@@e often aerosols or dust parti-
cles in the atmosphere on which water vapour condensesrioptets. When these droplets fall as
precipitation the CCN are removed from the atmosphere. @im@val of CCN from the atmosphere

may restrict the formation of further cloud droplets.

¢ In the atmosphere convective organisation occurs with défgrent characteristics from that
seen in laboratory experiments. Reasons for the diffengganisations may be due to the different

nature of the interactions between convective clouds, ahgden convection and the large scale.

e Localised triggering of convection can result in atmosphi@stability being released over a large
area. Atmospheric profiles can be unstable through signifidapth and over a wide area, and can
develop into large cumulonimbus when triggered at smallescdor example due to ascent over

orography.

These are just some examples of processes through whicbatmmvmay interact with its forcing,
and through which convective clouds may interact with ottmmvective clouds. Many of these
processes are highly non-linear and the interactions aotarrange of temporal and spatial scales.
It is of particular note that many of the processes imply thatent convective activity influences
any subsequent convection. Such processes can affectrtieate lifecycle of a convective cloud
and the development of convective cloud systems. Despietbsence of these complicating
processes, many of which are not explicitly resolved in Wweiatind climate models, a convective
parameterisation scheme is required to make a statemem ¢tévtel of convection present at any

given place and time and to determine how this convectionifiegdhe large-scale flow.
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1.2.2 Convective timescales

Convective parameterisations are based on the assumfftioroale separation in time and space
between the scale of the convective clouds and the larde-fmaing: i.e. the scales at which
convection acts both temporally and spatially are veryed#iht from the forcing which is causing
it. Assuming for the moment that such a separation existgameconstruct the schematic in Figure
1.1. As stated in Section 1.1 the focus in this thesis is orte¢hgoral scales of convection and
Figure 1.1 shows schematically the temporal scales assdaidth convection.

A

Convective activity

>
>

T T, T3 Timescale

Figure 1.1: Schematic showing the different timescales associatddagitvection. Tis the timescale at
which individual clouds act, andsTs the timescale over which the forcing evolvestepresents a timescale
over which cloud-scale fluctuations are not significant g forcing does not change significantly. The
assumption thatJlexists is the basis of the scale separation assumption nggarameterisations. See text

for a full discussion.

Figure 1.1 shows the convective activity averaged oveesming periods of time for a region that
contains convection. (At this point there is no need to dpdbie size or nature of this region).
Figure 1.1 shows that at small temporal scales individualds cause fluctuations in the convective
activity. Averaged over sufficient time these cloud-scalettiations are no longer observed and
the response represents some mean convective state tiséaliished in response to the slowly
evolving forcing. As the time-averaging period increasashier the convection becomes subject
to variations in the forcing and so the convective respoasaadified. According to Figure 1.1
there are timescales for which the fluctuations in the cdiweactivity of the individual clouds are

masked but where the forcing is effectively time invariant.

It is the existence of such a spectral gap which a traditippehmeterisation exploits. The parame-
terisation does not usually seek to represent the flucnstioe to the individual clouds but rather
the time-averaged response of several clouds. If there eetral gap then there is a timescale

over which the fluctuations of the convective clouds can leeayed, but that timescale is distinctly
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shorter than the timescale on which the forcing may vary.s€hessumptions as they apply to pa-
rameterisations will be discussed further in Section 1t3Hmiinvestigation and validation of these

assumptions will form the basis of this thesis.

1.3 The representation of convection in numerical models

Despite the complexities of convection discussed in Secti@.1 a method whereby convection
can be represented in numerical weather and climate madeécessary. There have been various
approaches to convective parameterisation in the litexadnd there is still much study on how
existing schemes may be modified and improved or new scheawetoged. A recent review of
the development of convective parameterisations can belfouArakawa (2004). In this section a
brief overview of convective parameterisations will beegivin order to establish how the concept
of a’'spectral gap’ has been implemented in parameterisatibemes, and also to introduce the key

concept of quasi-equilibrium.

Two main methodologies have been proposed to parametemnsedtion: adjustment schemes and
mass flux schemes. Although these schemes have differehbdsefor formulating the parame-
terisation they both rely on the same principles. Thesecypiies were first formally discussed by
Arakawa and Schubert (1974). The theoretical ideas intredlin this seminal paper (Arakawa and
Schubert, 1974) will be presented first in order to providasihfor the parameterisation schemes

to be discussed.

Arakawa and Schubert (1974), subsequently AS74, preséiméetheory that convective parame-
terisation could be developed by considering the sub-gnvection as an ensemble of convective
clouds. The convective ensemble contains a theoreticatrspe of convective clouds at random
stages of the convective lifecycle, i.e. the developmemtiune and decay phases. Figure 1.2 rep-
resents a horizontal area through such an ensemble at & beigleen cloud base and cloud top.
Convective clouds in various stages of development candrefgnetrating this layer and entraining
environmental air as they grow. A cloud which has lost itsyauny is seen as detraining cloudy air
into the environment. The principles of convective pararisations developed by AS74 are based
on the assumption that such a horizontal area exists whidaige enough to contain an ensemble
of cumulus clouds but small enough to cover only a fractiotheflarge-scale disturbance”, p675.

In other ways, there is a spectral gap in spatial terms.
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Figure 1.2 A unit horizontal area at a level between cloud base and ctopd Clouds are shown in various
stages of development and are taken to be representativeafiaective ensemble. If the area is that of a
grid box then it is the ensemble of convection that a parariseatiton scheme is required to represent. (After

Arakawa and Schubert (1974).)

In a numerical model, such a horizontal area is often takebetdhe area of a grid box. The
clouds in Figure 1.2 are representative of the clouds whietsab-grid and therefore not explicitly
represented by the model. It is the effect of these cloudswaiconvective parameterisation must
represent. AS74 introduced a mass flux convective paraisetion which determined the effect
of these sub-grid scale clouds on the large-scale throughrasentation of the properties of these

clouds.

Fundamental to all mass flux parameterisations are thre@aoents: a trigger function, which
determines when a convective parameterisation is requaradioud model, which computes the
vertical extent of the convection, including how the corigt would modify the environment;
and, finally, a closure scheme which links the intensity ef tbnvection to the magnitude of the
large-scale forcing. The closure scheme determines tleateixt which the cloud scheme alters the
large scale environment. AS74 discuss in detail their pstijpom for what was then a new theory
of mass flux parameterisation. A brief overview is given hafréhe cloud model and the closure
theory. All parameterisations have different methodasdior the components of their schemes

and the focus here will be on the theoretical background t84A8 terms of the assumptions made.

The individual cloudsi] in Figure 1.2 contribute to the total mass flux of the convectnsemble

(M¢) given by:

Mc= 5 poiwi (1.1)




Chapter 1 Introduction

wherep, the density, is a function of height only amdandw; are the fractional area and area-

average vertical velocity of thigh cloud, respectively.

The changes in large-scale temperature and moisture doevedtive processes, and the tendency
terms produced by the parameterisation, may be derivedrefignence tdMl.. Therefore, the for-

mulation of M, is key to a convective parameterisation.

In AS74M. is formed, in the cloud model, from a spectrum of individulalucls where each cloud
type is characterised by a single positive paramated may be defined differently in different
convective parameterisation schemes and whilst the getedl not important here, it is assumed
that there is some 'plume’ model available to determineis@riprofiles of cloud characteristics
as a function ok for givenA. In AS74 different cloud types detrain at different heigtas), and
therefore differenf are associated with clouds of different depths. For eaalddype, the vertical
profile of mass flux can be scaled by the cloud base massMigixand therefore the vertical profile

of M. can be written as:

Mc(2) O Mo(A) x f(z.A) (1.2)
A

wheref is a term that gives the vertical structure of each cloud ggpa function of height.f(is a
combination of several variables in AS74 but is introducetetor simplicity.)My, is at a carefully
choserbaseof the updrafts. The task in the parameterisation then besdmdefine the spectrum

of cloud base mass flux.

AS74 introduce a cloud work functio\) which is a measure of the efficiency of kinetic energy
generation by the convective ensemble. A convective enlgewtiere the forcing is time invariant
will itself not be evolving in time (although individual alls progress through lifecycles), and&so

is constant in time. Convective clouds produce kinetic gyneither through cloud-scale processes
or the large-scale. Therefore, in response to the forciegctbud ensemble must do work. The
derivative of the cloud work functiorﬂ’g—?), can be expressed as a sum of separate contributions for
both the work done by the cloud scale processes and in resporike large-scale forcing. It is
useful to compare these terms to determine the relativeviimeh it takes convection to respond to

a change in large-scale forcing compared to the time scaleeafloud processes.
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The rate of change of cloud work function due to changes irckid-scale processes will occur
over a timescal@,qj while the timescale to respond to the large-scale forcirgiven by Tjs. Tagj
sets how long convection takes to adjust itself to changdbkarconvective ensemble and de-
termines the time it takes the convective ensemble to respmehanges in the large scale. It is
argued in AS74 thatyq; < Tis. This implies that there is @mporal separation scaleetween the
processes within the convective ensemble and the extéangé-scale forcing. It is hypothesised
by AS74 that if this is the case then the cloud base mass flyx ¢an be treated as a function of
the large-scale forcing only. Thus, the spectral gap disisn Section 1.2.2 can be exploited by a

parameterisation.

If the external forcing does not vary with time theg — o, so trivially Taqj < Tis and AS74
define that the convective ensemble i®quilibriumwith the large-scale forcing. However, AS74

acknowledge that the actual large-scale forcing may vatly tihe:

“Usually the large-scale forcing is changing in time anderéiore, the cumulus
ensemble will not reach an exact equilibrium. The propgmiethe cumulus ensemble
will then depend on the past history of the large-scale fgycbut ... only within the

timescale of the adjustment time.” AS74, p691.

The authors go on to argue that if the timescale of the lacgéedorcing §s) is sufficiently large

compared to the adjustment time of the convective ensenthig) then the past history of the
forcing, and its associated convective response, aretesbegiven by the large-scale environment.
The convective ensemble acted to remove instabilities dymeavious forcing, and in the process

modified the atmospheric temperature, moisture and dtatiliaccount for the changes in forcing.

Given that the forcing does vary in time, and assumingthgt< 15, then the convective ensemble
will follow a series of equilibrium statesjuasi-equilibria Here the cloud base mass flux il be
related to the large-scale forcing alone, although thairigris slowly time-varying. In convective

parameterisations this is called theasi-equilibrium assumption

“It is also an assumption on parameterisability...Unlessimulus ensemble is in
quasi-equilibrium with the large scale processes, we dammquely relate the statisti-

cal properties of the ensemble to the large-scale varidt74, p691.

AS74 used the example of an ensemble of convection forcedrally to introduce the assumption

9
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of equilibrium for convective parameterisations. Throtigis assumption the cloud base mass flux
of the convective ensemble can be related directly to therfgrand closure for the parameterisation
can be determined. The fundamental assumption of equifibfifom AS74 is used either implicitly
or explicitly in many parameterisation schemes to link thb-grid cloud scheme to large-scale
dynamics. Itis the investigation of the validity (or othésa) of the key assumption thafy; < Tis

that is the main aim of this thesis.

1.3.1 Convective parameterisations

This section provides an overview of some existing convegbarameterisations to highlight the
methods through which the equilibrium assumption of AS74sisd in practice. Firstly, parcel the-
ory is briefly introduced as this is often used in convectigemeterisations to determine triggering
or to determine the intensity of convection in the closurker, adjustment schemes are discussed

and finally mass flux parameterisations will be re-addrebgedking a couple of specific examples.

1.3.1.1 Parcel theory

For a given large-scale atmospheric thermodynamic streicparcel theory is often used to deter-
mine the stability of a profile to convective ascent. A hymtital parcel is released at a specified
level, often near the surface, with a small temperatureugmtion. The parcel will ascend dry
adiabatically until it reaches a height at which it is sateda The parcel then ascends along a moist

adiabat.

The profile is defined as unstable to convection at a giverl [etee stability of the parcel, de-

termined by the virtual potential temperature gradientess than the stability of the large-scale
profile. If the profile is convectively unstable then risirig auch as that represented by the parcel,
will continue to rise. This test of the stability of the largeale profile can be used to define the

triggering of convective parameterisations, as will bedssed in the following sections.

Parcel theory is also used to determine the amount of caowvetttat might result given the ther-
modynamic structure of the large-scale environment. A oreasf the potential energy in a profile
(either for convection or as an obstacle to convection) iivarglayer, is proportional to the verti-
cally integrated virtual temperature difference betwdengarcel and the large-scale environment.

Positive values of this integral give rise to positive enydmy the convection process. This is termed

10
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Convective Available Potential Energy (CAPE). On the otteend negative temperature difference
gives rise to negative energy, which inhibits convectionng&ctive INhibition (CIN). Additional

energy must be provided to overcome the CIN but when coraredies triggers then CAPE can be
released. CAPE is often used in mass flux convective paraisedtens in the closure assumption,

the intensity of the convection being related to the valuEAPE?.

1.3.1.2 Adjustment schemes

Adjustment schemes are justified by two main physical hygsehk: 1) convection acts to reduce
convective available potential energy (CAPE), which it ntagsonably be assumed to achieve
by driving the vertical profile towards a state that is ndutibamoist convection; 2) convection
occurs on timescales which are shorter than those chasantethe large-scale environment so
it may be assumed that (comparatively) convection occugtaittaneously. This requires a direct
application of the temporal scale separation and the équifn assumption. If one accepts the
physical justification, then adjustment schemes are canakyp very simple and do not require
the determination of a large number of variables in the cdatfmn, so making them efficient for

GCMs.

Convective adjustment involves the calculation of the nhattaosphere lapse rate. When this lapse
rate exceeds some critical value the parameterisatiost@adjue lapse rate back to the critical lapse
rate whilst conserving dry or moist static energy. In dry@spheres the critical lapse rate is simply
the dry lapse rate of.8 K km1. However, Manabe and Strickler (1964) noted that the glgbal
averaged lapse rate was closer 161§ km* and used this as the critical value. Using this critical
profile in a 1D radiative-convective model, the authors skabthat convective cooling was required
at lower levels and warming in the troposphere, hence remgaie instability (their figure 4). It
was shown that this type of scheme improved the verticatibligtion of temperature compared to
considering radiative effects alone. The process of cdiweadjustment forces the atmospheric
profile to a reference state, at each model timestep, antifordason is called lmard adjustment
Most regions of the atmosphere, however, contain significansture and therefore the lapse rate
should be a moist adiabatic lapse rate, rather than a dripatitidapse rate or the linear lapse rate

as used by Manabe and Strickler (1964).

1CAPE is a special case of the cloud work function discuss&kition 1.3. For a non-entraining parckel= 0 and

CAPE=A() =0).
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Manabeet al. (1965) developed moist convective adjustment to improveanvective adiabatic

adjustment. Where the atmospheric lapse rate exceeds tise ad@batic lapse rate, and the at-
mosphere is saturated, then the profile is adjusted to a mdigbat whilst moist static energy is
conserved. All excess moisture is assumed to rain out. Thisrse was found to be an improve-

ment on Manabe and Strickler (1964) but still had some litioites.

In particular, the requirement that the profile is saturagsdlts in instability building up at the grid
scale and large precipitation rates occurring when thersehe finally triggered. Real convective
precipitation occurs before the environmental relativeniality reaches 100 %. Fundamentally,
convection occurs due to instability, predominantly in ldwveer troposphere, not the exceedence of
some lapse rate. This dependence on a lapse rate means thiatonuective adjustment schemes
often underestimate the depth of the convective layer bypeaonitting convection to penetrate into
layers that are convectively stable, but influenced by ldagers. The resulting saturated profile

will subsequently trigger explicit clouds.

Adjustment schemes do not allow for the proper interactietwvben convection and the large-scale
environment through the role of moisture. Moisture is obglyg an important field in climate
simulations and adjustment schemes do not allow convettiarause large-scale subsidence or
detrainment of moist, cloudy air into the environment. Thgistment criteria do not allow a role
for large-scale forcing such as moisture convergence anddaoy layer and surface features in

determining convection.

Fundamentally, the physical basis for hypothesis (1) ofdjasément scheme based on a reference
profile is not known. Whilst convection may often achieve sha@diabatic profiles, particularly
in the tropical free troposphere, it is not clear that thiglisbally applicable. Furthermore, the
instantaneous nature of the parameterisation does net falfcsimulation of cloud lifecycles which
are important for the time evolution of the convective chteggstics (Section 1.2.1). Hypothesis (2)
implies that convection responds directly and instantaskyoto the exceedence of a critical lapse

rate.
Improvements to adjustment schemes

Moadifications and improvements to hard adjustment schenohsde, for example, Kuo (1974) and
Betts and Miller (1986) which will be discussed in more delt@re. These are often termedft

adjustmengs they do not have the rigorous conditions of the previohisrses.
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Kuo (1974) can be considered an adjustment scheme with e éidjustment timescale (Arakawa,
2004) in that it adjusts the temperature and moisture ofdhgetscale environment towards the
profile within the clouds, determined by a 1D cloud model. ldeer, the adjustment timescale
is different for the heating and moistening effects of catiom (see equations (16) and (17) of
Arakawa, 2004). Convection is triggered at a grid point drthis sufficient large-scale moisture
convergence and buoyancy. Moisture convergeiMg ¢quation 1.3) is partitioned into two parts,
one which moistens the atmosphere and the other which [eeip (equation 1.4, wheleis a
prescribed constant). The timescales on which the paraisegien adjusts the environment (i.e.
the closure timescales) are setNy and byb. The challenge then is to chodseelated to the large
scale conditions in a physically meaningful manner, andraber a methods have been proposed,
e.g Anthes (1977), Donnet al. (1982), Krishnamurtet al. (1983). The definition ob completes
the method through which a soft equilibrium is imposed betwée convective scales and the

large-scale forcing.

Mg == [0 (vaydp+ (R 13)

bMq + the moistening part
Mg = (1.4)

(1-b)Mq the precipitating part

wherey is the velocity field,(Fy)s is the surface moisture fluxs is the surface pressurg,is the

water vapour mixing ratio angis the acceleration due to gravity .

This scheme is an improvement on Manabal. (1965) as the cloud model allows a more physical
determination of the height of cloud and cloud depth. It ales convection to the large-scale
environment througiMg. However, this in itself has been criticised, as in Araka®@0g), due
to arguments of causality. It has been argued that moistureetgence is a result of, rather than
a driving force for convection (Emanuet al, 1994). Also, as a result of defining the amount of
convection dependent d, the Kuo scheme is effectively limited to representing dempvection,
more likely to be associated with large-scale convergebes usually requires the Kuo scheme to

be coupled with a separate scheme for shallow convectiaml&go (1974) or Tiedtke (1989).
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Compared to Manabet al.(1965), the Kuo scheme requires more variables to calctiiatadjusted
profile, which creates two issues. Firstly, there is a greadmputational cost but more significantly
there is an increase in the tunable parameters and in thetidefiof variables. For example, the
increased complexity causes debate around the definitibnTdfe Kuo scheme fails to be an over-
arching parameterisation as it does not capture both pratiiiy shallow and deep convection,
which hints that the scheme is based on incorrect physiesbreng: real atmospheric convection

does not distinguish between the two regimes.

Similarly to Kuo (1974), Betts and Miller (1986) also detémm triggering based on instability
in the lower layers, and separate shallow and deep conmectio Betts and Miller (1986) this
is based on the depth of the unstable layer, with unstabkerdageeper than 20@Patreated by
the deep convection scheme and shallow layers by a sepataes. The shallow convection
makes an adjustment towards a reference profile which iglasa moist adiabat. The adjustment
occurs over a predetermined timescale to accountsfgrhaving a finite value. Whilst it may be an
improvement to have convection adjust over a period of tiaiear than on the scale of the timestep,

this adjustment period may be seen as a tunable parameter.

In the deep convection scheme, the amount of convectiontésrdmed based on the requirement
to offset the rate of destabilisation, using a similar mdthlmthat outlined for shallow convection

by Betts (1973). The temperature and moisture are adjustedrds a reference profile. In a
modification to the scheme, Janjic (1994) introducedbad efficiencywhich improved the ability

of the cloud to transport enthalpy upwards whilst produdimited precipitation.

In contrast to the hard adjustment schemes, the Bettsi\ditleeme adjusts the atmosphere 90 % of
the way towards the reference profiles and does not adjuaniasmeously but over a predetermined

timescale.

In addition to the adjustment timescale, the Betts-Millehesne also includes a stability parame-
ter, which determines the slope of the reference profile,aasdturation parameter, which alters
the reference relative humidity profile. In Betts and Mil{@®86) these are determined through
single column tests based on data derived from the GATE (G&R&bal Atmospheric Research
Programme) Atlantic Tropical Experiment) field campaigmdmpsonet al., 1979). The chosen
values of these parameters provide the best fit to data wheadavith the “GATE wave” (the
structure and amplitude of the adiabatic forcing) althoiigias noted that achieving this resulted

in incorrect phase of the precipitation.
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This scheme highlights some interesting points about stjfistment schemes. Firstly, the nature
of these schemes requires separation of shallow and deegatimm, which is rather arbitrary. The

schemes also inherently possess a number of parameteis &ithier have to be predetermined (i.e.
constant for convection at all times and in all places) or entdbe dependent on the large-scale
environment (implying that cloud parameters can be diyeetlated to the large scale environment
in which they exist, a supplementary closure assumptioherldnguage of Arakawa, 2004). Pre-
determining these parameters means they will have beemrchoguned to some particular data

(e.g. the GATE field campaign) and it is not clear that thesgogls will then be applicable in other

situations. Testing against other data sources improwesithation but does not solve the basic
problem. Finally, it has been noted that designing andrniggiarameterisations for certain atmo-
spheric variables, like diabatic heating, does not guaritiat scheme will be correct for other

atmospheric variables, as shown in Betts and Miller (1986).

1.3.2 Mass flux schemes

Mass flux schemes differ from adjustment schemes in thatalmeyto describe the sub-grid clouds
themselves in a more physically consistent manner. As giisaiin Section 1.3, a mass flux pa-
rameterisation has three basic components: firstly, tggdrj which determines when convection
occurs and hence when to invoke the parameterisation; dgtdhe cloud model, which repre-
sents the in-cloud mass flii; and the in-cloud thermodynamic variables; and, finally,dlosure
assumption, which determines how the in-cloud variablesdioin the cloud model relate to the
large-scale environment. The closure assumption from ASiggested that equilibrium should
be invoked between the sub-grid convection and the largke-dorcing. Mass flux schemes are

generally the preferred type of parameterisations foratpmral meteorological centres.

Gregory and Rowntree (1990) represent shallow, mid-leveldeep convection, both dry and moist.
This scheme is used in the UK Meteorological Office Unified llodhe scheme uses a 1D bulk
cloud model to represent the ensemble and takes accourduafscthat detrain below the level of
neutral buoyancy bforced detrainmentA bulk model is used in contrast to the spectrum of clouds
discussed by AS74. Using a spectrum of clouds, a plume maegmputationally demanding
and a bulk model is argued to represent the effect of the driseaf clouds without explicitly
representing all cloud types. The bulk cloud is thus a sitrjtaud” which represents the combined

effect of all cloud types. Closure, and hence equilibriusnemforced by making cloud base mass
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flux proportional to the instability in the lowest levels. Maecently this scheme has been modified
such that the convective intensity is determined from thewarhof CAPE at the large scale and,

hence, is similar conceptually to the modified Tiedtke paatmmsation.

Tiedtke (1989) also developed schemes for shallow, midtiand deep convection and these have
been implemented in the European Centre for Medium-Rangath&ke Forecasting (ECMWF)
model. An non-entraining parcel ascent is used in a 1D bulkdimodel to calculate the depth
of the cloud layer and to distinguish between shallow ang dmsvection. Deep convection is
triggered if the large-scale moisture convergence is fafggn the surface evaporation. The en-
trainment rate is set to be small in the cloud model. If theosjitp occurs and surface evaporation
exceeds moisture convergence then shallow convectiorr®erul the cloud model uses a larger
value of entrainment. The cloud model is a bulk scheme faoligwranaiet al. (1973) where shal-
low, mid-level and deep clouds are represented by diffezetrainment and detrainment rates. The
closures to the parameterisation are given by the large;skoav-level moisture convergence for
deep convection and by the evaporation rate for the shalitvree. Deep convection detrains only
at the level of neutral buoyancy. It is worth noting that thigk scheme prevents more than one

cloud type occurring in each grid box.

The scheme was modified by Gregatyal. (2000) to avoid 'switching’ between the shallow and
deep convection schemes. In Gregetyal. (2000) the type of convection is determined by the
depth of the convection obtained from the parcel ascentpthd#f convection exceeding 200Pa

is deemed to be deep. The deep convection closure was chemgetAPE scheme where CAPE
is removed on a finite timescale, similar to Fritsch and Ce#§f980) (Gregoryet al,, 2000). The
closure timescale is dependent on grid length. Hence bquih is implied by relating the amount
of convection to the CAPE available in the environment. Atteypthe closure timescale to the grid
length allows convection at different length scales to sidg different timescales. The closure for

shallow convection was unchanged.

The scheme was further modified by Jakob and Siebesma (20@8)ptove the representation of
updrafts, to make it consistent with ECMWF boundary laydresae, and to change the parcel

ascent to an entraining parcel model.

16




Chapter 1 Introduction

1.3.3 Recent development to parameterisation schemes

Either explicitly or implicitly the above parameterisatiechemes have made an assumption of
equilibrium between the large-scale forcing and the caiwecesponse. Whilst it might be reason-
able to assume that convection occurs more rapidly thanectie forcing mechanisms, it has yet
to be conclusively proven whethey; is sufficiently short compareds to validate an assumption
of equilibrium. The assumptions in AS74 were more likely éovalid when numerical models had
coarse horizontal resolution as the sub-grid convectioy Ineéter have approximated a convective
ensemble. In fact, recent studies have suggested that ptmasations may be one of the main

weaknesses in numerical models (this is discussed funtheection 1.4.3).

Recent developments in parameterisations have begun sideorthat convective clouds have a
lifecycle and do not necessarily adjust instantaneouslydbange in forcing. Some parameterisa-
tions, so-called relaxed schemes, include a closure tiates$o delay the onset of convection. For
example a CAPE closure timescale has been used to releasentyertion over a period of time,
and there are 'relaxed’ versions of other schemes discussgection 1.3.1. A closure timescale is
now used both in the UK Meteorological Office and and ECMWF etedOther studies such as
Pan and Randall (1998) and Pirietial. (2007) have introduced parameterisations with explicitly
calculated prognostic closures. Pan and Randall (1998)er¢he entrainment rate to precipita-
tion while Piriouet al. (2007) use a closure based on the cumulus kinetic energgrire8oth
studies stress the interaction between convection andpiigsical processes, and highlight the

dependence of convection on previous levels of convection.

Despite these new parameterisations, the physical bas@nfequilibrium assumption is still not

known. Studies that have tested the assumption of equitibthrough observations and numerical
modelling experiments will be discussed in Section 1.4hdligh some of these studies have im-
plicitly investigated the validity of a temporal scale segtin, the direct testing of this assumption

will form the basis of this thesis.

1.4 Justification for the quasi-equilibrium assumption

Section 1.3.1 described a representative selection ofectie parameterisations which invoke

various assumptions based around the concept of an equilibrindeed, almost all convective
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parameterisations which have been developed exploit aifibeoum assumption. It is therefore
important to test the validity of the equilibrium assumptiand assess the timescales for which
it is valid. Attempts to do so have been made through bothrebdgenal analysis and numerical
modelling experiments. This section introduces studies ttave addressed the validity of the
equilibrium assumption in terms of the conditiogy; < Ts through observations (Section 1.4.1)

and modelling studies (Section 1.4.2).

1.4.1 Testing quasi-equilibrium assumption through obserations

Brown and Bretherton (1997) tested a ’'strict’ form of the igquum assumption (SQE), that the
vertical temperature profile is moist adiabatic. SQE isdfae relevant to the justification of
adjustment schemes. Given this assumption, changes in @AlPEe negligible and the cloud
work function (A), as expressed by AS74, will not change #igantly in time. Furthermore, if
there is sufficient convection and the tropospheric tempegas tied to a moist adiabat, the profile
above the boundary layer will be strongly coupled to the piidbtemperature in the boundary layer.
The authors examined microwave sounding data and shiggattboundary layer data over an 11
year period for 3N to 30°S over the tropical oceans on timescales of a month and loagel,
spatial scales longer than(300km). It was shown that there was correlation between the boyndar
layer and the tropospheric temperatures but that this whasietrong as SQE theory suggested.
However, the correlations improved when considering ohey strongest convection, suggesting
that an SQE assumption is most likely to be valid for the dsepenvection. Correlations increase
when larger spatial areas are considered. The correlaif@imospheric temperature and boundary
layer temperature were larger than those of atmospheripgsture and sea surface temperatures
(SST), suggesting a role for the boundary layer in mediagkahanges between the surface and the

free troposphere.

The results in this study did not fully support SQE, even agltemporal and spatial scales. The
strongest correlations were found on timescales longer shamonths, although there were still
positive correlations on shorter timescales. There wakeede to support the coupling between the
boundary layer and the free atmosphere in terms of the ddmrthe boundary layer on convec-
tion in the free troposphere. However, this study did noestigate shorter timescales which are
more relevant to convective parameterisations. The stugdhthat there may be correlations on

timescales less than five days, although the correlatiomaBseen on timescales of 10-30 days.
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There has also been debate about how fluctuations in CAPE indbosphere relate to fluctuations
in the boundary layer. For example, Zhang (2002, 2003) fainadl there was strong coupling
between the boundary layer and the free troposphere, wikibitity in the boundary layer causing
variations in CAPE above. Hence, deviations from equiliriwere found to be dependent on
changes within the boundary layer. This relationship wasdato hold in extra-tropical, continental
regions (Zhang, 2002) and tropical oceanic regions (Zha@g3). The studies by Zhang (2002,
2003) are in contrast with those of Raymond (1995) and Emdh65) who proposed aoundary
layer quasi-equilibriunin which the boundary layer exhibits an equilibrium with theface fluxes
and the downward fluxes from convection. All fluctuations IRRE are given by variations in the
large-scale forcings. However, in the limit of the strictagitequilibrium of Brown and Bretherton

(1997), then the results of Zhang (2002, 2003) also implynbawy layer quasi-equilibrium.

Another observational study by Donner and Phillips (2008)onciled the ideas of Raymond
(1995); Emanuel (1995) and Zhang (2002, 2003) by determjifithe boundary layer does control
the fluctuations in tropospheric CAPE, on what timescalesdbat control apply. The authors in-
vestigated observations over a mid-latitude continemgion, the eastern Atlantic and the western
Pacific. It was found that results supported Zhang (20023200 that fluctuations in CAPE were
controlled by the boundary layer in all datasets. HoweVetd was evidence that on timescales
of half a day or greater there were less fluctuations in thendary layer and therefore on these
timescales boundary layer quasi-equilibrium may hold,ststant with Raymond (1995). It was
found that for timescales of 2# or longer that an assumption of boundary layer quasi-dayiutin
was reasonable and therefore that free tropospheric CARENisolled by the large scale. The
authors point out that through nonlinear interactions lketwthe mean flow and convection, “ inac-
curate closures at sub-diurnal timescales can lead.atwumate treatment of longer timescales as

well”, p(7)-9.

These studies have shown that on longer temporal and spatedcales an assumption of quasi-
equilibrium may be valid. It has also been shown that demigtiaway from this equilibrium may
be related to changes in the boundary layer modifying the E#Rhe free troposphere. However,
due to constraints on the sampling of the observationalitdetaot possible to determine whether
the quasi-equilibrium assumption is valid on shorter tioaéss. From the point of view of a param-
eterisation based on the quasi-equilibrium assumptios lhdst important to determine whether
quasi-equilibrium remains valid on shorter timescalesselto the rate at which a parameterisation

is activated.
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1.4.2 Testing quasi-equilibrium through numerical modellng of radiative-

convective equilibrium

Observations are necessary to provide an understandingadgses in the real atmosphere. How-
ever, the number of observations that can be taken in timepack are heavily limited. There are
usually insufficient data to analyse a full cloud ensembiedy, such as represented by Figure
1.2. One solution is to use humerical models to *fill the gdgetiveen the observations and provide
more data. Cloud-resolving models (CRMs) can be used t@sept a convective ensemble as in
Figure 1.2, being run at sufficient resolution to represkatndividual clouds within the ensemble.

In this way data can be generated for a complete convectsenale. It is the mean effect of this

convective ensemble that the parameterisation is reqtoregpresent. The cloud-resolving model
can be forced with data from observational campaigns (farmgte, tropospheric cooling rates or
surface fluxes), and the model can be used to simulate vesidiht may be hard to observe in the

real atmosphere, such as profiles of temperature, moigndencies and mass flux.

The additional data provided by CRMs makes them suitableesteldp and test parameterisations
and conceptual models. By prescribing a time-invariantifiy a CRM can be run to a state of
radiative-convective equilibrium (RCE). The specificatiof radiation is important as longwave
cooling is key method of forcing convection. At RCE the cartixee ensemble is in equilibrium with
the forcing and (by construction) satisfies that assumgtam AS74. A study of the properties of
the convective ensemble show characteristics which a gesi®ation must capture and so can be
used to develop the parameterisation. In another senseamegrisation is designed to represent
the characteristics of a convective ensemble and so itenpeaice can be tested against data from
a CRM. This is often achieved by comparing results for a simglumn of a numerical model, with

prescribed forcing, to a CRM with the same forcing.

The usefulness of CRM simulations in understanding coiweensembles can be seen by con-
sidering Figure 1.3 for example. The timeseries shows thgpdeal-evolution of mass flux near
cloud base in response to a step change in the prescribedgoate at day 11. A parameterisation
relying on a strict equilibrium would only attempt to repeas the convective response seen here
afterZ 16 days. Note also that a convective parameterisation weuldlly attempt to represent the
mean value of the mass flux, and not the fluctuations about damrstate which are seen in Figure
1.3 and also in other studies (Tompkins and Craig, 1998a;pkams, 2000). Studies such as Plant
and Craig (2008); Cohen and Craig (2006) have presentedi¢do explain the fluctuations and
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incorporate their effects into parameterisations.
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Figure 1.3 Timeseries of mass flux 24 km after a step-function perturbation to the radiative fogcfrom
—8K day 'to —16K day ! has been applied at day 11. (After Cohen and Craig (2004).)

A CRM can also be used to investigate the detailed time-&wolwof the convective ensemble.
Cohen and Craig (2004) showed in Figure 1.3 that the comeeetsemble responded on two
timescales to the step change in the forcing. Firstly, tiermr rapid response in the convective
ensemble which was determined to be aboht.1The authors suggest that this is due to the time
that gravity waves take to pass between the clouds. Thel@ujestment is due to the time taken
for moisture to mix through the depth of the troposphere. ébcdind Craig (2004) regard thenf
timescale as the time convection takes to respond to a chiarfgecing: i.e. thet,yj in AS74.
The authors hypothesise that for the quasi-equilibriunuraggion to be valid the timescale of the
large-scale forcingTis, must be significantly larger than thisht adjustment timescale. As this is
likely to be true for most forcings then the quasi-equililoni assumption may be considered valid.
However, the role of the long adjustment timescale in FiduBeon the evolution of the convection

is not explicitly considered.

A study of the diurnal cycle by Petddt al. (2002) investigated a convective ensemble in a CRM
with a repeating series of time-varying surface and atmespliorcings to represent several suc-
cessive diurnal cycles. The authors were interested irssisgethe effects of model resolution on
the development of convection, and in the interests of icrgabbust results ran their simulations
for several successive days. Figure 1.4 shows four daysddutface precipitation. The original
aim was to composite the results from the individual daysweéileer, it was found that the char-
acteristics of the convective response were not necegsarilsistent day-to-day. For example, the

acknowledged effect of coarse model resolution is to ddlayonset of convection and to increase
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its initial intensity when convection does develop. Howeitevas noted that at 128 resolution
(the highest resolution studied), the convection on thel ttiéy developed later than for coarse reso-
lution. This occurred because there had been increaseipipaiton on day two, seen in the double
peak (Figure 1.4), which reduced the precipitable wateranttree. It was noted that care was
needed in interpreting composite plots from these studigkere is a “strong feedback of previous

days’ events on the subsequent development of convecp@d39.

|
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Tima {days)

Figure 1.4 Timeseries of surface precipitation rate from four-day s&fealised simulations. Results are
plotted for horizontal resolutions & km, 1 km,500m, 250m and125m. The lines fol25m horizontal

resolution are highlighted with red arrows. (After Petehal.(2002).)

The nature of this feedback described by Petical. (2002) suggests that convection is not directly
related simply to the current amount of forcing as AS74 thesuggests but rather that, in some
manner, convective activity is also is related to previavgls of convection. This may be related to
the Cohen and Craig (2004) result that convection resporajgdly, within 1hr, to a step change

in forcing but that complete adjustment to the forcing toolcim longer. If the current convec-
tion cannot be related to the current large-scale forcieg the quasi-equilibrium assumption is no
longer valid and the parameterisation of convection besomere complex. As AS74 acknowl-
edged, if the temporal scale separatiog (< T;s) is not valid then the statistical properties of the
convection (the convective ensemble) cannot be relateaetéatge-scale forcing. When the scale
separation is not valid then the previous levels of forcemg the associated convective response,
are not encoded in the large-scale environment. Itis thepossible to parameterise diagnostically
using information about the large-scale forcing only. lesth situations a parameterisation must be
formulated with an alternative technique and make diffeemsumptions to the quasi-equilibrium

assumption.
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1.4.3 Testing quasi-equilibrium in numerical climate modéds

As highlighted by the CRM studies described in Section 1i#lfas been suggested that the real at-
mosphere may not always fulfil a quasi-equilibrium assuamptand that this may be a fundamental
deficiency of current convective parameterisations. lfosm@ might expect to find associated defi-

ciencies in atmospheric numerical models.

A study by Yang and Slingo (2001) directly compared obséwatto results from a climate model
to assess the timing of precipitation over the tropics inrttoelel. Precipitation over the tropics is
predominantly convective and therefore generated by theembive parameterisation. The authors
extracted from both data sources the phase (timing) of thenali harmonic of precipitation. The
diurnal cycle is a dominant mode of variability in the tragdiatmosphere and is particularly relevant
for convection. Figure 1.5 contrasts results for differsgpsons, although the main features are
similar in both seasons. Over tropical land regions obsienva show that the strongest precipitation
tends to occur between 1700 and local midnight. For tromicabns the picture is more variable,

particularly near coasts, but away from the effects of lgmdgcipitation occurs around 0600.

The model has particular difficulty in representing the tighiof precipitation in the land-based
convective regions. The time of the maximum precipitatisrclose to local midday, typically
8 hr earlier than observations suggest. The tropical oceamshage convection occurring too
early, around midnight. It can be seen that, in the case dflesed convection, precipitation is
occurring close to the peak of the forcing due to incomingrtsteve radiation. The convective
parameterisation is causing convection, and hence cavegmtecipitation, to develop closely in
phase with the forcing. This is consistent with a quasid@gjilim-based parameterisation scheme
that relates the level of convection to the current forcewgh as suggested by AS74. However, the

observations in Figure 1.5(a) suggest that this is not valid
In discussing the results of this study Yang and Slingo (28te:
“ It is possible that the convective parameterisation magdrie carry a history of

the life-cycle of the cloud systems, suggesting major charg our current approach

to convective parameterisation.” p800.

Hence, exploiting a quasi-equilibrium assumption in a eliemmodel may be problematic in terms

of producing the correct diurnal cycle of convection overdalt may be necessary for a convective

23




Chapter 1 Introduction

(c) Estimated precipitation: DJF
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Figure 1.5. Seasonal mean phase of the diurnal harmonic of a) observastimated precipitation and b)
modelled precipitation for December, January, Februangfpand June, July, August (JJA). Local time of

maximum is given. (After Yang and Slingo (2001).)

parameterisation to have some time dependence.

To determine the applicability of the quasi-equilibriunsasption to modelling real convection,
in a full climate model as opposed to a CRM at radiative-cotive equilibrium, it is necessary to

test the validity of the temporal scale separation. CohehGuaig (2004) showed that convection
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responds on (at least) two different timescales to a stepgehin tropospheric cooling, but real
atmospheric convective forcing mechanisms are tempeeathyving rather than step changes. Itis
necessary to investigate how convection responds to éiffaimescales of the forcing in order to

fully assess whem,gj < Tjs is valid.

A recent study by Kuang (2008) investigated convection inRdMCby forcing it with large-scale
gravity waves of different wavelengths but fixed amplitudesimulation of RCE is produced in
the first instance and is then coupled to the gravity waverigrd=igure 1.6 shows timeseries of the
surface precipitation for the time when gravity wave fogcia applied. At RCE the precipitation
has a mean value of Bmm(day) ! and a standard deviation ofdmm(day) 1. It can be seen that
with long forcing wavelengths the convection is similarhattat RCE. As the wavelength shortens
the convective response is modified in three ways. Firdily,shape of the gravity wave forcing
becomes more apparent in the precipitation timeseriesorfaigc amplitude of the precipitation
becomes more variable in response to forcing cycles of time sanplitude. Finally, the fluctuations

that were observed in the standard deviation at RCE redutedecreasing wavelength.

i AN BT WA N
oL | 1 J / (
e |/ \ AT
L 1 : t
B 5o| 6RETRm A
e F r
E & oy & f & \
.| j i [ !
5 \ \ /oA
3 Lf
. 2
5 10030
) -
A o Ay N 4
L et g Y j r
'r Y L ;| ¢
" }
20 | 13333km
a A iy, Dy, - e .
LIRS S PRI i R Ty, : +

a |
20| 20000k

L F ST YT R ADF R (W T PRSP b IS oy SR SRR SR O PRy | Sy S e

Jx: au 50 1] L} - 1) Ll {LIE)
Bay

Figure 1.6. Domain-averaged precipitation as a function of time afteugling to a gravity wave forcing
activated for wavelengths of (top to bottom) 2000, 2857056667, 10 000, 13 333 and 20 000 km. (After
Kuang (2008).)

Kuang (2008) present an interesting methodology. The iglEhICRM simulations, where one

time-varying forcing mechanism has been isolated, showda wariety of responses for variations
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in the timescale of the forcing. The author shows that forsiesy which is forced by a series of
repetitive cycles, of the same amplitude, that responsedeabtained which are non-repetitive,
having amplitudes that are different cycle-to-cycle. Téehhique of investigating the convective
response to a single time-varying forcing mechanism wilubed in this thesis. This study will
focus on convection forced from the surface, as in the exampthe diurnal cycle. By changing

the length of the forcing cycle different convective resgesmay be observed.

1.5 Thesis questions

The aim of this thesis is to investigate and quantify thedigliof the quasi-equilibrium assumption
when a convective ensemble is forced by a time-varying sarfarcing. In particular, the scale
separation assumption may break down as the forcing tinreisceeduced below some limit to be
determined. Furthermore, it will be determined whetharatibns for which a quasi-equilibrium
may not be valid can be understood in terms of a memory withenconvective system. In the
course of this investigation a convective ensemble willdyedd at timescales where an equilibrium
is achieved and at timescales where it is not. Analysis af direct comparison between, these two
extremes will enable the identification of physical meckars that may cause a convective system

to exhibit memory. Specifically, the following questiondiwie addressed in this study:

Q1. How can a state of equilibrium usefully be defined when theifigr is time-varying? Quasi-
equilibrium thinking suggests that convection at each tgaitime is related to the current forcing.
Can this idea be applied for a given time-varying conveategponse? And if not, how might the

ideas from theory be adapted?

Q2. Given a useful definition of an equilibrium from Q1, for whalwes of forcing timescale is the
equilibrium assumption valid? Do situations, where theiagsion is not valid, resemble situations

where a system has memory?

Q3. In situations where an equilibrium assumption is not valilat physical mechanisms may be

causing the convective response to differ from that exjefctethe current forcing?

The answers to these questions will be sought through a catidi of conceptual analysis of the
solution to an analytic model, and investigations of réialisonvective ensembles simulated with a

cloud-resolving model (CRM). In both cases the convectaponse is examined for a time-varying
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forcing in order to test quasi-equilibrium assumptionse Bhalytic model has an explicit memory
timescale which can be modified in conjunction with the fogctimescale. This permits direct
guantification of the relationship between the memory ticaksand the forcing timescale. Through
analysis of the convective response in the analytic modektmienfor defining an equilibrium is
introduced, and used to assess for which memory and forcimgstales equilibrium is observed.
Whilst the analytic model allows the simplification of contiee processes, and hence the direct
investigation of memory, it does not represent many of theplexities of real convective systems,
most notably the role of moisture. Therefore, a CRM is usedrder to examine the response
of a realistic convective system, which includes moistund detailed physical processes. The
definition of equilibrium introduced for the analytic mod=in be used to analyse the response of
the CRM. Direct comparison between the two models enabéesdlle of memory to be discussed.
Furthermore, the CRM results, being representative of simeric convection, can be used to

examine physical mechanisms that may cause memory in dire/egstems.

1.6 Thesis layout

This thesis is laid out as follows. Chapter 2 introduces alyaic model with a memory timescale.
The model is used to investigate the response of highlylssEhconvection, in a system which has
memory, to a time-varying surface forcing. The results ar@ngjfied in terms of the characteristics
of the convective response and the relationship betweem#raory timescale and the forcing
timescale. A new metric is introduced to define the equilitoriof the convective response and the

characteristics of the response are categorised intaaliffeegimes based on this metric.

Chapter 3 introduces the CRM that will be used for the sinmtat of realistic convection. The
setup of the model is specified in some detail, and those eb@ibich are different from other CRM
studies of convection are highlighted, for example, thehmebf forcing the CRM. Statistics of the
cloud ensemble are discussed and the sensitivities of tduel dharacteristics to the highlighted

model setup choices are investigated.

In Chapter 4 the response of the same CRM is then investigatexsponse to a range of forcing
timescales. Comparisons are made between the convectibie @GRM and that observed in the
real atmosphere. The convective response is quantified iandsged in terms of the metric and

regimes discussed in Chapter 2. This enables identificafidhe forcing timescales at which the
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convective response may be affected by memory.

Chapter 5 contrasts the convective response in the CRMda@atémescales that are affected by
memory to those that do not seem to have memory effects. Trhaidemean fields and cloud fields
are discussed in order to isolate the mechanism whereby meamigts. Finally, the conclusions of
this work are discussed in Chapter 6. In this chapter theabstssome discussion of the limitations
of this work and further investigations are suggested. icafibns of this work for convective

parameterisations are also presented.
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CHAPTER 2

An analytic model with memory

2.1 Introduction

Chapter 1 discussed the assumption of equilibrium betwaercdnvective response and the large
scale forcing, which is often made in parameterisation imese Here, we are not concerned with
the exact nature and representation of the large scalefpnhich depends on the parameterisation
in question, but with the validity of such an assumption. &svhighlighted that parameterisation
schemes fail to capture some features of tropical metegyplsuch as the diurnal cycle. One
suggested reason may be the role of memory in the atmospheniagthe response of convection

to a given forcing.

This chapter will introduce an analytic model which has maman the form of a memory

timescale. This model represents the convective respdnge @atmosphere when the system is
forced by constant tropospheric cooling and time-varyindace temperatures. The model con-
sists of a 1D second-order differential equation set whickoived through stand-alone numerical
integration. Investigation will focus on the relationshiptween the timescale of the forcing and
the memory timescale. The convection will be characterisedrms of the relative values of these

timescales and hence the convective response due to tlempeest memory will be characterised.

The analysis techniques presented in this chapter will thierbasis of further investigations of the

response of a convective ensemble to a time-varying forail@hapter 4.

2.2 Analytic model

The use of analytic models in atmospheric science is a vetdlblished tradition. Analytic models
enable the simplification of complex processes so that tlienying, fundamental mechanisms
can be examined. For example, the representation of the é&tadidian oscillation (MJO) by a

Kelvin wave first proposed by Madden and Julian (1971) hasnéar the basis for many theories
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which improve our understanding of the interaction of theOMahd the tropical environment. Also,
Stommel and Arons (1961) proposed one of the first dynamicalets of abyssal ocean circulation
and, whilst it only partially explained deep circulatioriswas successful at predicting western

boundary currents.

The analytic model used here is designed to represent thectre response caused by atmo-
spheric destabilisation due to a temperature differen¢evd®mn the surface and the atmosphere
above. An analytic model is proposed which models the cdiweeactivity occurring in a system

in response to a time-varying surface temperature whentthesphere is forced with a constant
cooling rate. When convection occurs a heating rate, whaphesents the latent heat release due
to the convection, is fed back to the atmosphere. Thereifothjs analytic model the atmospheric
temperature is defined by the action of the constant atmasptling rate COOL) and the con-

vective heating@-).

Let T represent the atmospheric temperature which evolves as:

‘:j_{ — COOL+Q; 2.1)

Here the cooling rate represents either radiative or atheetgmperature forcing or both. Whilst
the source o€OOL.is not specified, its value is chosen to be representativgpatal atmospheric
cooling rates in the tropics. Cooling rates-e °C day* are typical of values used in idealised
cloud-resolving modelling studies (and a similar valud i used in Chapter 4). This magnitude
of cooling rate was used in modelling studies by, for exampampkins and Craig (1998a) and
Stirling and Petch (2004). Similar values have been fourmbgervational studies: for example by
Wu et al. (2007) and Xuwet al. (2002). In this model the cooling rate is chosen to be comsistith
these studies, i@O0L= 2 °C day !, with the caveat that 'day’ is to be interpreted as the tiraksc
of the forcing, which is discussed further in Section 2.4hdTorcing timescale will have a range
of values in the results presented here. This includes @fptanescale of 24r, the length of the
diurnal cycle, but it will also take other values), here is taken as a direct measure of convective
heating, following convention. It is also directly propgortal to convective mass flux (Emanuel,

1994), although explicit definition d; is not required here.

Within the model it is assumed that the convective heatirgsdwt respond instantly to a change
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in the forcing but rather evolves over time towards a Rtd he evolution towardR occurs over a
memory timescalg,em(equation 2.2)RandQ; would represent the same convective heating rate if
there was not memory within the system. Theref@eis the convective heating rate given that the
system has memory. The terminology of a memory timescalgdd to imply that there is feedback
within the system. With largg,emthe convection adjusts gradually and%&l is small. With a
small value oftnemthe convection adjusts rapidly as the rate of change of atieeheating is
large. As this model is representing a convective systggmis a timescale that represents the time
convection would take tadjustto changes in forcing. Hence, it can be interpreted as a meimor
the system, even though there is no direct dependence @ntuevels of convection on previous

convection.

d R-Q:
e 2.2)

tmem

In the spirit of a conventional CAPE closure (see discussio8ection 1.3.1) we assume that if
all the forcing were to be removed® would act to achieve a convectively neutral atmospheric
temperaturel, with a closure timegose (€quation 2.3). The closure timescale represents the time
it takes convection tdevelopin response to a change in forcing. Without a closure timlegbe

convection would stabilise the atmosphere instantangausesponse to the forcing.

Ts—Ta

tclose

R=

(2.3)

The surface temperaturdg] is made to vary in time, with half of the forcing cycle given b
positive sinusoid and the other half fixed to zero. The pedbthe forcing cycle is called the
forcing timescaler. In this thesis the worgeriodis generally replaced bymescaleas the focus
of the study is relationship between forcing timescale amaection. The forcing timescale is,
therefore, taken to be the time from peak to subsequent gesdk values of surface temperature
are 5°C giving a diurnal temperature range o8, which is consistent with observations of the

diurnal range of tropical surface temperatures @fiml., 2000).
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2.2.1 Characteristics of model

The system of equations, as they are stated above, has asesgfmwn in Figure 2.1(a) fOfens
taose= 1 hr, T =24 hr. Figure 2.1(a) shows a sample forcing cycle after the syst@sreached a
well-adjusted state and the response is therefore the sgrtesto-cycle. The adjustment process

will be discussed further in Section 2.3.1.

The response is characterised by both positive and negatives ofR andQ;. At time= 0 the
surface is fixed at OC and the resulting convection is caused by the cooling in theosphere
creating a temperature difference between the atmospimeréha surface. AJs increases (at
time= 0.25), stronger convective instability results. This calR&sincrease and, on the timescale
of toose Q1 heats the atmosphere to try to remove the instability. Tlaitng by Q; increases the
atmospheric temperature (e.g.tee = 0.3) which reduces the temperature difference between
the temperature and the surface. As a reRultduces an@@,, therefore, subsequently reduces. At

the point wherdl' = Ts, R become negative and negative valueQefesult (attime = 0.5).

1

Q_ (°C hr'"), Temp/10 (°C)

L L L L L L L L L 05 L L L L L L L
0 0.1 0.2 03 04 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1

Time (forcing cycles) Time (forcing cycles)

(a) Without traps (b) With traps

Figure 2.1 Use of trap in the analytic model usingdn= tciose= 1 hr, T = 24 hr. Analytic model response
a) without the trap used and b) with the trap used. Both a) anghow one forcing cycle after all initial
adjustments have been removed and the convection is caetsidell-adjusted to the forcing.sf10 black
line, T/10red line, Q green line and R blue line. In b) the light blue line is the nagaportion of R that

would be calculated from equation 2.3. Note different ysaxi

Figure 2.1(a) shows that the characteristics of the systmtude negative values @;. These
occur when the surface temperature is less than the atmspdr@perature. In reality convection
could not occur when there is a positive temperature gradigh height. In particular, in the

atmosphere, convection would not occur as the resultirglisyeat lower levels would cause a layer
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of Convective INhibition (CIN). As convection would not agacin this situation negative values
of Qp in Figure 2.1(a) are not physically meaningful. They res$dim the model representing
convection due to a temperature difference between the Inmads without consideration of the
direction of the temperature gradient. The use of a 'trapiciprevents negative values Qf is
therefore appropriate. This represents the physicalieitieat surface temperature must be warmer
than the atmospheric temperature for convection to ocadittzat when convection does occur this

causes positive atmospheric heating (posi@® The trap is written in equation 2.4:

R=0if To<T (2.4)

The system response when this trap is used is seen in Figlii®).2Here the constant cooling
reduces the atmospheric temperature Bl negative, but increasing. As the surface temperature
starts to increase éime= 0.25 R increases more rapidly. Due to the trap, which mimics the-pre
ence of CIN, there is no convection a@d remains zero. As the surface warfis- T decreases
until R=0 whenT; =T (attime= 0.35). At this point convection occurs aig@ becomes posi-
tive. WhilstTs > T convective heating increases the atmospheric temperadiirieme~ 0.5 this
forces the atmospheric temperature to be greater than tfeesuemperature. The trap is then ac-
tivated andR is switched off. The convection then decays to zero on thedoaley,em When the
convection has switched off the atmospheric temperatwkyes, again, only through the cooling

rate.

It is suggested that Figure 2.1(b) is broadly represemaifva convective system whereas Figure
2.1(a) does not reflect the processes seen in the real ateresfithe atmospheric response to tem-
perature is highly nonlinear with convective processesimoty only when the surface temperature
is warmer than the atmospheric temperature. The nonltiesagtem from the interaction between
the activation of the trap and the convective response. Tffezaehce between the atmospheric and
surface temperature determines when the trap is activaiteithd activation of the trap has a direct
effect on the nature of the convective response, modifyiregatmospheric temperature. Hence,
due to the inclusion of this trap the model cannot be solvealyéinally but must be integrated
numerically. This nonlinear behaviour can produce muchetidoehaviour than the second-order

differential equation without the trap, and this behavisunvestigated further in this chapter.
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The following section will discuss the model setup in terrhthe numerical choices made. Section
2.4 will discuss the model results first by determining tHeafoftgqse 0N the solution and then the
effect oftmem Furthermore Section 2.4 will introduce a method for chimdging the convective
response. Section 2.5 will present a study of the sengitofithe results fotnemand T to tgose
Finally, Section 2.6 will characterise the types of resjaigt may be expected for different values

of tmemandr.

2.3 Model setup

In this section the choice of parameters used in the anatytigel will be discussed. These include
the choices of initial values of atmospheric temperaturg esnvective heating, and the model

timestep. Suitable values tfemandtgese Will be discussed in Section 2.4.

2.3.1 Choice of initial values

In the first instance the model needs to be initialised withesof T andQ;. Ideally the choice of
these variables would not affect the model solution onceemed and if possible the initial choice
of T andQ; will limit the time the model takes to converge to a final smlaot It is not immediately
apparent what values @; the system will attain, so inital values @, are simply set to zero.
Similarly, the value of atmospheric temperature that thetesy attains cannot be anticipatad
priori and so the convergence of the system will be tested with salfie = 0 and 5°C. Figure 2.2
shows the results for these two values whgii= 24 hr, tejose= 1 hr, 7= 24 hr. This combination
of values is found to produce a large inital respons@irmand so it is anticipated that the system
would take a long time to converge. The effect of the initialue of T can be seen in the first 10
days of the response. After 10 days the solution is almostgaddent of the initial' and is well-
adjusted to the forcing. In this final state the convectispomse has converged and is the same for

each forcing cycle. A longer simulation would not changedharacteristic shape of the response.

As the final well-adjusted state is independent of the inidenperature chosen the results in this
chapter are presented for an initial temperature 9€5Characteristics of the convective response
or composites of the response are computed and discussedhedtfirst 15 forcing cycles have

been removed to ensure the system is not responding to thkedanditions and that the system has

converged to the well-adjusted state.

34




Chapter 2 Analytic model

0.6

0.5

04

03

Q. (°C hr)

0.2

0.1

0 5 10 15 20 25
Time (forcing cycles)

Figure 2.2 Effect of choice of initial atmospheric temperature (T ) ofusion to analytic model usingtn+
7= 24hr, t;0se—= 1 hr. Timeseries of Qfor two different initial values of T, 8C (blue line) and OC (red

line).

2.3.2 Choice of model timestep
In order to compute the numerical solution to this systemafagions, the model is discretised

using a 1st order, forward in time, finite difference appnaaiion scheme such that equations 2.1

and 2.2 become equations 2.5 and 2.6 respectively:

T(@i)=T(i—1)+At (COOL+Q4(i — 1)) (2.5)
Qul) = Quli -1+ (- ) (Ri) - Quli - 1) (26)

wherei denotes the value at the current timestep @nel) the value at the previous timestefst

is the model timestep and all other terms are discretiseslores of those in equations 2.1 and 2.2.

This model has an explicit timestep, and therefore a s@itahlue ofAt must be chosen before the
model can be investigated. The precise choicétashould not significantly modify the solution
to the model. Figure 2.3 shows the solution @y for two different values ofAt. The response
for a large value ofit (Figure 2.3(a)) is contrasted to that for a small valué&b{Figure 2.3(b)).
The model response is also compared for other valués @fithin this range and the results are

summarised in Figure 2.3(c) and 2.3(d).

The effect of the length of the timestep is to alter the acourgith which the sine wave forcing
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Figure 2.3 Effect of model timestep on solution to analytic model usieéh= teose= 1 hr, T = 24 hr.

a, b) Timeseries of Q(blue line) for two different values of timestep. Superisgzbare timeseries of the
surface temperature (green line). In a) there are 24 datansoin a forcing cycle and in b) there are 2400.

¢) Timeseries of maximum value of @r a range of timesteps. d) Shows the same data as c) but with a
logarithmic x-axis in order to show the convergence for $nmaddel timesteps. Maximuny @ defined as

the maximum value of {achieved over 12 cycles when the system is in the well-adjssate. The timing

of maximum Qis indicated by arrow in b). Note, however, maximumiQonly found in the well-adjusted
state.

of Ts can be represented. Figure 2.3(a) shows that with a coansstep the model has difficulty
in capturing the peak of the forcing, producing an overlyirped’ sinusoidal shape around the
maximum. With higher temporal resolution (Figure 2.3()® tcharacteristic shape of the sine
wave is better resolved, being more 'rounded’ near the maxim Under-resolving the forcing
causes the respond®,, to 'overshoot’ the value of; seen at higher resolution. Also, the 'tail’

seen at higher temporal resolution (Figure 2.3(b)) canaaden when the timestep is too long.

A metric is suggested to determine how the choice of timeafégrts the convective response.
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When the response has reached its well-adjusted state timom value ofQ; is found over the
following 12 cycles. The location of this maximum is shownthg black arrow in Figure 2.3(b).
Figure 2.3(c) shows that reducing the timestep reduces #xinmum value 0fQ1, due to improving
the resolution of the forcing function. Figure 2.3(c) shawat atAt greater than about®hr the
response is heavily dependent on the choicatafs the model struggles to resolve the forcing and
the response. Below@hr the convective response is less sensitivAttaFigure 2.3(d) shows that
for very shortAt (< 0.03 hr) the solution has converged as the representation of tleevgine is
improved. A value ofAt = 0.01 hr will be used here for the integration of analytic model as the
response is well-defined and the model remains efficientrto This provides sufficient resolution
to represent the forcing function for all examined valueshef forcing timescale. At the shortest
forcing timescale investigated,= 1 hr, there are 100 data points representing the sine wave which

still provides sufficient resolution.

2.4 Model results

In this section results of the analytic model will be disagssising different values for forcing
timescalefgose andtmem The investigation of forcing timescale is particularlypartant as char-
acterising the convective response dependent on the rat@cti the system is forced is a focus of

this work and a specific thesis question (Section 1.5).

The model is set up using variables defined in previous sectid summary of the variables used
is given in Table 2.1. The range of forcing timescales is ehder the most part to represent the
diurnal and sub-diurnal timescales on which convection tmayorced. No attempt is made here
to represent the longer forcing timescales except in geitgistudies in Section 2.5tmemis also
chosen to have timescales in diurnal and sub-diurnal rasmésat contrasts can be made between
T andtmemWhen they are similar and when they are very different. Tiglietle literature to use to
determine the range tfiose HOwever, in operational convective parameterisatiggs: is usually

in the range b — 2 hr dependent on model grid resolution. For the Met Office Unifiéolel
teose = 2 hr in the climate model and.B hr in high resolution Numerical Weather Prediction.
Therefore the response of the modetdgse in this range will be discussed. However, in Section
2.4.1t0se = 20 hr will also be used to represent a ’larggose The values that are used for the

majority of the analysis are listed in Table 2.1.
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Variable Value
Forcing timescaletr) | 1—24hr
tmem 1-24hr
telose 0.5—-2hr
cooL -2°Cday?
Maximum Tg 5°C
Initial Q1 0°Cday?
Initial T 5°C

Table 2.1 Summary of variables used in analytic model.

In this section the shape of the response timeseries andfdwtseof different values of closure
timescale and memory timescale will be discussed in Sexfiohl and 2.4.2, respectively. Then,
in Section 2.4.3 a method of characterising the time-eimiubf the response for different values

of tmemWill be introduced.

2.4.1 Different values of closure timescale

As stated in Section 2.8 is the heating rate that would adjust the atmosphere fronmeectively
unstable to a convectively neutral temperature, if thereevm® further destabilising force acting.
teiose IS @ timescale which characterises the rate at which cowvecan develop in response to a
destabilising forcing. In a convective parameterisattun is referred to as elosure timescaland
specifies how rapidly instabilities are removed. A traditih diagnostic parameterisation makes
no distinction between the guantiti@&and Q;. When the convective heating produced in the
parameterisation is based on the level of CAPE present, &feEClosure timescalelefines how
quickly CAPE is removed. In the parameterisation framevibekrole oftgose iS Only loosely tied

to characteristics of the real atmosphere. However, ifllsiseful to understand the role §fosein

the evolution of the solution of the analytic model.

Figure 2.4 shows the effect tfiose 0N the response of the system. The shape of the response on
the panels should be contrasted with Figure 2.1(b). Withrgelaalue oft.jose (Figure 2.4(a)) the
atmospheric temperature adjusts to the surface temperaer a longer period (see equation 2.3).
To maintain convective heating equation 2.3 shows 1hat T,, must be positive for much of the

time and in the well-adjusted stalefluctuates around zero. With a smallggse (Figure 2.4(b)) the
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atmosphere adjusts more rapidly to the surface temperaisra result the atmospheric temperature

can be larger than zero (more positive) and convective figeaticurs for a more limited time.

0.6 T T T T T T T T T 1.5
R (-ve)

R (-ve)

(e

Q, (°Chr?), Temp/10

0 0.1 0.2 03 0.4 0.5 0.6 07 0.8 0.9 1 o 0.1 0.2 03 0.4 05 0.6 0.7 0.8 0.9 1
Time (forcing cycle) Time (forcing cycle)

(a) teiose= 20 hr (b) teose= 0.5 hr

Figure 2.4 Effect of tjose On solution to analytic model witht= 1 hr, 7= 24 hr. Timeseries of various
variables for different values ofi§se a) tciose = 20 hr, b) tyose= 0.5 hr. Both a) and b) show one forcing
cycle after all initial adjustments have been removed ardcthnvection is in the well-adjusted statg/T0
black line, T/10red line, Q green line and R blue line. Light blue line is the negativetiporof R. Note

different scales on y-axis.

The results here show that the convective response is dependtgse as it defines the rate at
which convection removes instabilities. Instinctivelyealistic value of closure timescale is likely
to be closer to & hr than 20hr as convection occurs in the atmosphere for relatively gaiods of
time. Itis for only limited periods that the surface tempera exceeds the atmospheric temperature.
The role oft¢ose I Modifying the convective response will, therefore, haavée considered when

the effect of the memory timescale and forcing timescalersestigated.

2.4.2 Different values of memory timescale

Due to the characteristics of the response the effect of memmmescale is best visualised by
examining the system response on several successive .cystedgescribed in Section 2.2nem
defines how rapidly the convection adjusts to changes infgrcThus, even though there is no
explicit dependence of the current convective responseeaiiqus levels of forcing, the role tfem
makes the system behave as if there was memory in the sydtemamis large then the convective
response will depend on previous levels of forcing and issimaply related to the current forcing,

as a parameterisation may suggest.
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Figure 2.5. Effect of fyemo0n solution to analytic model withy¢se= 1 hr, T = 24 hr. Timeseries of Qfor

various values ofptem @) tmem= 1 hr, b) tnem= 3 hr, €) tnem= 6 hr, d) tnem= 12 hr, €) tnem= 24 hr, f)

extended timeseries withdm= 12 hr.

Figure 2.5 shows the effect df,em On the convective respons®;. The response is seen to be

strongly dependent on the valuetgkn, For values of,emsmall in relation tor (e.g., Figure2.5(a))

Qq rapidly attains a response which is repetitive and matdiepattern of the forcing. The char-
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acteristic shape of the forcing cycle is clearly visible Ise tesponse is closely tied to the forcing.

Similarly, whentyemis relatively long the response settles down into a steaatg $Figure2.5(e)).
However, this response is fundamentally different front thi¢h a shorttnem The response here, in
essence, happens over a greater period of time, resultanglowly varyingQ,. Hence the response

is never zero but also never reaches the large valu€s eéen in Figure 2.5(a). The regularity of
the response comes from the superposition of the forcingactexistics over a smoothed, slow
response. It is anticipated that for very latggnthe response will be characterised by a constant

value with the forcing characteristics seen as small saaikerabout this mean.

For both short and lontem (Figures 2.5(a) and 2.5(e)) the response has been chisadtas
somewhat predictable, although the evolution of the fgraimay be strongly or weakly visible
respectively. The predictability stems from the same totaivection that occurs in response to
each cycle of the forcing. Ifnemis small, the system has little memory of previous convectio
and therefore the current convection depends predomynantthe current level of forcing. As the
same total forcing occurs for each cycle so the responsehkasame total convection. tfemis
large, the system has a long memory, causing the currentd&fe@cing to be less significant than

its long-term mean.

Between these extreme cases the response is somewhardiffecharacter (Figures 2.5(c), 2.5(d)
and 2.5(f)). Whertinmem= 3 hr (Figures 2.5(b)) the period of the response is double thiegef the
forcing but over a long time tends to the period of the forcifigere will be further discussion of
the response to intermediate forcing timescales in Se@tdr3. Astmemincreases further beyond
1 hr the response becomes non-repetitive and no longer matehesdlution of the forcing. Some
forcing cycles include large convective heating whilstdtiner cycles there is less, or no, convec-
tion. For 'moderatetyemthere is feedback within the system, so that larger totalection in
some cycles may cause convection to be suppressed in sebsegales. Despite the same forcing
on each forcing cycle, for these valuestgf, there is sufficient memory to cause different levels
of convection in the response across different cycles. reigub(f) shows that these characteristics
may persist with time and that the system does not settle tmasteady, repetitive state even when

the response is far removed from the effects of the initiabitions and is in the well-adjusted state.

A summary of the results for different memory timescalesloaseen in Figure 2.6. Figure 2.6(a)
and 2.6(b) show composite me@a over 12 successive forcing cycles in the well-adjustec gta

after 15 cycles have been removed to account for initialsidjents, see Section 2.3.1). Whggm
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is short (Figure 2.6(a)) the response is identical fromesyatcycle, as shown by the small standard
deviation about the composi@,. In contrast having 'moderatéy,emcauses different total convec-
tion to occur cycle-to-cycle in the response, as shown bygdimsiderable standard deviation about
the composite); timeseries (Figure 2.6(b)). In Section 2.4.3 the mean aambsird deviations of

the total response over successive forcing cycles will led tscharacterise the convective response

over a wider range of parameter space.
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Figure 2.6. Effect of frem0n solution to the analytic model withdse= 1 hr, T = 24 hr. Composite timeseries
of mean Q@ (blue line) with standard deviation (black, dotted line). taem= 2 hr, b) them= 10hr. In a)
the standard deviation is so small that the dotted and satielsl are difficult to distinguish by eye. Panels

show composites computed over 12 successive cycles aftetial adjustments have been removed and the
convection is in the well-adjusted state.

2.4.3 Characterising the response for different values of emory timescale

A metric is suggested to measure the cycle-to-cycle vditialoif convective heating, and thereby
the effect of memory. The total time-integrat@d is found in response to each of 12 forcing cycles
in the well-adjusted state (see Section 2.3.1); i.e. afterls initial cycles are removed. This is
the heating due to convection over 1 cycle and will be write#Tcsn,. From this the mean and
standard deviation akTeony is found over the 12 cycle$AT.on,) ando(ATeon) respectively. The
second variable is useful to characterise the responsdfferemt values otyem (Figure 2.7). As
might be expected, it can be seen thatm is the same regardlesstgf, which implies that
the same total convection is required to balance the sarakftoting. (ATeony,) can be calculated
from the applied cooling by the following: averaged oveffisignt forcing cycles the convective

heating balances the cooling such thdt,,, = COOLXx 1, where COOL is normalised by the
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forcing timescale (see Section 2.2). B®0OL= —2°C day !, where 'day’ is the forcing timescale,

this explains why{ATcony) = 2 °C for all tmem However, the effect of memory is seendiiATeony)-
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Figure 2.7: Effect of fremon solution to the analytic model withdse= 1 hr, T = 24 hr. (ATeony) (blue line)

with o(ATeony) (black, dotted line) for a range oftm Values are computed over 12 successive cycles after
15 initial cycles have been removed. The sensitivity toithe period for which the calculations are made is
shown by the red pluses, which represef\T.on) computed over 12 successive cycles after 88 initial cycles
are removed. The black arrows highlight that feet~= 3 hr the response is sensitive to the time period for

which the calculation is made. The plot represents A-A’ @jufé 2.9(b). hemis plotted in intervals of. hr.

The magnitude o (ATeony) is found to be dependent dpem With small memory timescales,
0 (ATeony) is small, as seen in the timeseriesfin Figure 2.5(a). Admemincreases the standard
deviation also increases. For very latgem 0(ATeony) again becomes small and the timeseries
response is similar to that seen in Figure 2.5(e). The mestasting responses occur between the

extremes of,emand these will be discussed in further detail.

The effect of memory can be seentgt,i= 3 hr. Here the response was seen to have doubled
the period of the forcing (Figure 2.5(b)). This producegdadifferences in the total convection
cycle-to-cycle, as seen by the large values (A Teon,) attmeni= 3 hr in Figure 2.7. However, from
Figure 2.5(b) it was suggested th@t is converging to a solution, although that convergence tis no
reached within the 27 cycles examined. This is confirmed ftloesensitivity to the time period
for which o(ATeony) is computed, shown by the red pluses on Figure 2.7. By exag®{ATcony)

over a longer period of time the system does adjust to a stéletlne same total convection in
each forcing cycle. However, for the other valuestgfy, plotted on Figure 2.7g(ATeony) has
converged after 27 cycles. Therefore, examining intedr@tebeyond 15 cycles is sufficient for

all other cases. For 'moderate’ valuestgfmwe can usefully discuss two regimes with different
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characteristics.

Fortmem= 4— 5 hr the largest values af (AT¢ony,) are seen (Figure 2.7) and this is independent of
the cycles used, as can be seen by comparing the black, tinted the red pluses. The timeseries
of Q1 at theseemare shown in Figure 2.8. In the casetgini= 4 hr the system settles into a
regime where alternate forcing cycles are missed in thematif Q, (Figure 2.8(a)), thus giving
rise to the very large (ATcony) in Figure 2.7. Similarly, fotmeni= 5 hr forcing cycles are missed in
the response although the pattern is no longer as simpléasatk cycles. There is repetition in the
system but on several different timescales. The respoessesfert,,.m= 4 — 5 hr are not expected

to be found in real atmospheric convection as the respongeres an exact balance between the

variables, which is unlikely to be achieved in complex caive systems.
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Figure 2.8 Effect of f,emon solution to analytic model withygse= 1 hr, T = 24 hr. Timeseries of Qfor

different values offten; @) tmem= 4 hr, b) tnem=5 hr.

As tmhemincreases the characteristics seen in Figure 2.8 break dodmesponses become non-
repetitive (compare Figure 2.8 to Figures 2.5(c), 2.5(d) 2u5(f)). In the rangé&nen~ 10 — 16 hr,

where there is 'moderate’ memory, the feedback in the systenses large values of standard

deviation ofQ;.

In the limit astmem becomes large compared to the forcing timescal@Tcon) again becomes
small as the system again becomes repetitive and the saaheaatection occurs in response to

each forcing cycle (Figure2.5(e)).

This section shows that the metdgATcony) can be used to distinguish characteristics of the system
response, although examination of the timeserie®fs required to verify the reason for larger

values ofo(ATeony); €.9. to distinguish between the occurrence of period-tiogil{Figure 2.8)
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and a non-repetitive response (Figure 2.5(f)). With thiseaeh however, the response will be char-
acterised byo (ATcony) and this variable will be used to investigate the sensjtieitthe response

characteristics for other combinationsftemandtgose

2.5 Sensitivity of convective characteristics

So far the discussion of the effect of memory on a convectypgtesn has focussed on altering the
memory timescale in relation to a fixed forcing timescaledagiven value of closure timescale.
This has shown different response timeseries and theselere characterised using the mean
and standard deviation of integrat€d. The aim of this section is to test the robustness of the
results in Section 2.4.2 to the valuetgfse and in doing so develop a broader representation of the
relationship between the memory timescale and the foraimgsicale. Then the convective response

to a range of forcing timescales will be tested, at a fixedevaliigose for differenttmem

2.5.1 Sensitivity to closure timescale

As noted in Section 2.4 within parameterisations of corivectystems there is comparative agree-
ment on convective closure timescales and the response ahtilytic model will be tested in this
range (05— 2 hr). Figure 2.9 showsr (ATeony) fOr teose in this realistic range. This represents a
small subset of variable space that could potentially bdistliusing this analytic model but the
aim has been to constrain the choice of variable to those isegmalistic atmospheric convective
systems. The responses previously discussed (Figure &/@)deen fotgose—= 1 hr andt= 24 hr
and these lie on the line A-A'. In Figure 2.9(b)) A-A' reprege the portion K tyem< 7 hr shown

in Figure 2.7. 1t is not practical to consider in detail allngoinations of 1< tyem< 24 hr and

1 <1 < 24hr. However, cross-sections such as A-A, B-B’, C-C’ and D-@vk been investigated

for a wider range of values af andtmem

With larger values otose the combinations ofyemand T that produce a larger(ATeony) shift
towards larger values ¢f,emandt. Thus, Figure 2.9 shows that at longer valuet,gfc the system

is less influenced bi,emfor the same values af. Astgosedetermines how long the system takes to
develop convection then increased valueg,gf. damp the ability of the system to respondgm
Values oftmemandt need to be larger to show an impact on the system. Specificadlylts will be

discussed below for the cross-sections through varialdeesg-B’, C-C’ and D-D’. Comparison
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Figure 2.9. Effect of fremand 1 on solution to the analytic model. PlottedagATcony) for different values
Of teose @) telose= 0.5 hr, b) tyose= 1 hr, €) tose= 1.5 hr, d) tose= 2 hr. Lines A-A’, B-B’, C-C’ and D-D’

represent cross sections indicated on Figures 2.7, 2.12(2) and 2.12(b) respectively.

of A-A with B-B’ shows the effect oftgose ON the system response. Section 2.5.2 discusses the
comparison of C-C’ with D-D’ to show the effect on the conveetresponse of increaségen, for

fixedtgose for a range of forcing timescales.

Figure 2.10 shows the cross-section through B-B’ witk 24 hr andtgse = 0.5 hr for a range
of tmem This should be compared to Figure 2.7 which is represengdtidocross-section A-A' in
Figure 2.9. The characteristic shape of the plots are girfolaboth values ot.ose Due to the
shorter value ofgjose in Figure 2.10tmemcan be shorter and still produce the same characteristic
response. Hence, in Figure 2.10 the small valuer @Teon,) attmem= 1 hr is representative of
a response which is repetitive with the convective respdo@ving the pattern of the forcing,

similarly to Figure 2.5(a).

The response observed tatm= 4 — 5 hr whentgose = 1 hr can be seen folpeni=2— 3 hr in
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Figure 2.10. Here there is the effect of period-doubling arigsed cycles which are similar to
those seen in Figure 2.8. This response breaks down and bsawon-repetitive for X tmem<

30 hr whentgpose = 0.5 hr. The value ofo(ATeony) Starts to reduce for increasirigem and the
response resembles Figures 2.5(d) and 2.5(f). Whar> 30 hr, 0(ATeony) is small as the system
becomes repetitive due to large memory within the systenttancbsponse resembles Figure 2.5(e).
Generally the response in Figure 2.10 is more noisy tharr€g. This is due to the smaller value
of tg0se Which does not damp the system to the same extent as seenune Ri§. Hence, the effect

of tmemiS stronger.

B-B'
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2—7—//\ \/ AVal% /»/W’M\, e e N e

Integrated Q |

40 50 60

0 10 20 30
Memory timescale (hr)

(@) T=24hrtgose=0.5hr

Figure 2.10 Effect of f,emo0n solution to the analytic model withdse= 0.5 hr and T = 24 hr. Plotted is

(ATeony) (blue line) witho (ATeony) (black, dotted line) for a range ofitm The values are computed for 12
successive cycles after 15 initial cycles have been remodMeg plot represents B-B’ on Figure 2.9ehnis

plotted in intervals ofl hr.

In fact the shape of Figure 2.10 is very similar to Figure 2ZT'he role oftcose in Modifying the
response between wheégiyse = 1 hr andtgose = 0.5 hr can be seen in Figure 2.11. Here, Figure
2.7, wherédgose= 1 hr, is shown with Figure 2.10, whetgose= 0.5 hr superimposed. Theaxis,
tmem IS Shown agmemX teose The two plots collapse quite well, particularly for lalge,, This
suggests that at lardgemit may in fact be the relationship between the closure tirakesand the
memory timescale, i.e. the producttgfnandtgese Which characterises the response of the system
at a given value of forcing timescale. At small values@f,this relationship is less clear in Figure

2.11.
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Figure 2.1 Figure 2.7 with Figure 2.10 superimposed, where x-axis istiplied by tyose FOr teiose =

1 hr, (ATeony) (blue line) witha (ATeony) (black, dotted line) and forfyse= 0.5 hr, (ATeony) (red line) with
o (ATeony) (black, dashed line).

2.5.2 Sensitivity to memory timescale

This section looks at the effect df,em ON the characteristic response for a range of forcing
timescales, fottgese = 0.5 hr. This value oftgese IS taken to be indicative of the response for
othertgose IN Figure 2.12(a) the effect of shdgten(2 hr) on the system can be seen for a range of
7. Whenrt is small, T < 8 hr, the response is repetitive cycle-to-cycle producing méhTeony).
Heretmemis similar tot and so there is a strong memory effect. The response is likgé&R.5(e).

0 (ATeony) is large for 8< 1 < 18hr. Analysis of the timeseries @J; shows that the response in this
range, misses forcing cycles or becomes repetitive on dates greater than the forcing timescale.
In fact, the entirety of the increase a(ATcony), for these parameters, is due to responses that are
similar to Figure 2.8. Whem > 18 hr the response is again repetitivetasnis much shorter than

7. The system adjusts to the forcing and the shape of the respsrcharacterised by the forcing
(see Figure 2.5(a)). For this combination of variables #sponse never becomes non-repetitive

and never resembles Figure 2.5(f).

With a larger value ofem(5 hr) the response for different valuesofan be seen in Figure 2.12(b).
Whent < 3 hr the response never fully adjusts to the forcing and is nosidened further here.

For 3< 1 < 10hr, the response is repetitive, producing snaglA Teony), due to the strong memory
effect, which has been previously discussed (see Figufe)2.w (ATcony) then increases and the
response becomes non-repetitive, resembling Figure)ag(i2.5(f) for 10< 1 < 13hr. The effect

of period-doubling and repetition on timescales greaten tthe forcing timescale is observed for
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Figure 2.12 Effect of 7 on solution to the analytic model with a&)de= 0.5 hr and tnem= 2 hr and b)
teiose= 0.5 hr and them= 5 hr. Plotted is(ATcony) (blue line) witho (ATeony) (black, dotted line) for a range

of tnem The values are computed for 12 successive cycles afteiitied aycles have been removed. a) and
b) represent C-C’ and D-D’ on Figure 2.9 respectivetyis plotted in intervals ofl hr. In b) blue and black
crosses represent the continuation of the blue and bladslnespectively but for plotted in intervals of

6 hr.

14hr < 1 < 60hr. For even larger values afthe response is repetitive due to a small memory in

the system and (ATcony) is small. Here the response is similar to Figure 2.5(a).

2.6 Summarising model regimes

The understanding of the characteristics of the responge@nalytic model gained from Sections
2.4 and 2.5 are presented in this section to form an overvigigure 2.13 provides a summary,
given a certainose Of the characteristics discussed in this chapter and théarship between

tmemandt at which they occur. The regimes A-E are summarised below:

e A: System 'never’ adjusts to forcing
The forcing timescale is short compared to the memory tiadescT he effect of the closure
timescale is strongly felt and the system takes a long tintegpond to the forcing and does
not fully achieve adjustment. This has not been considarethy detail in this chapter as it

is not considered relevant to atmospheric convection. Aamgte is not shown.

e B: System oscillates about mean response

The forcing timescale is of the same order as the memory tiakes The system adjusts to
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Figure 2.13 Schematic showing qualitative characteristics of system &unction of hemand T for given
taose The shaded areas show where key characteristic resporegmés) are observed. Where there is
no shading, near the origin, the determination of a part&ruiegime is less clear. See text for explanation
of the characteristics defined by letters A-E. The schenpabicides an indication of regime type at certain
timescales but no attempt has been made to test longer tibess(except that in Figure 2.12(b)). The
numerical timescales are shown f@jpte = 1 hr and are indicative, rather than quantitative, of the mogi

type at certaingemand.

the forcing and the response is repetitive. It is charasmdrby a mean response, due to strong
memory in the system, with the variation of the forcing supeosed as a perturbation about

that mean. This is typified by Figure 2.5(e).

e C: System response is non-repetitive
The forcing timescale is longer than the memory timescale dystem adjusts to the forc-
ing but the response is non-repetitive. This 'moderate’ mmncauses feedback within the

system. This is typified by Figure 2.5(d) and 2.5(f).

e D: System response is repetitive at different timescales
For a range of memory timescales the system adjusts to thimdobut the response settles
into a regime where cycles are missed on different timesadaure 2.8). This bi-modal
characteristic represents the model transition betwewrémtly repetitive and non-repetitive

regimes.

e E: System response is repetitive
The forcing timescale is long compared to the memory timesdéhe system adjusts to the

forcing and the response is repetitive. It is characterisethe evolution of the forcing as
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there is very limited memory in the system. This is typifiedHigure 2.5(a).

Figures 2.13 and 2.11 highlight that these characteristijtmres are not specific to the absolute

values oftemandt but their relative values.

2.7 Summary and discussion

This chapter introduced an analytic model of atmospheniwection based on a second order ODE.
The model represents the time-evolution of both surfaceamdspheric temperature. The analytic
model is forced by a time-varying surface temperature andnatant atmospheric cooling. Due
to imbalance between these forcing mechanisms atmosghstability results. The model deter-
mines the rate at which convection would remove this inktgbsubject to a memory timescale
and a closure timescale. The model was constrained sucledahagction only occurs when the
surface temperature exceeds the atmospheric tempergiuneler to represent the non-linear be-
haviour of the real atmosphere. The analytic model was tbvagéh realistic time-varying, surface
temperature and longwave cooling and the characterigjmoreses were investigated for a range of

memory timescales, closure timescales and forcing tinesca

A diagnostic metriao (ATeony,) Was presented to characterise the convective responss.réfire-
sents a measure of the difference in the total convectiymrese between subsequent cycles and can
be used to compare the response for different values of metinoescales, closure timescales and
forcing timescales. For different values of memory timéssan relation to the forcing timescale a

range of characteristic convective responses were found.

When the memory timescale was much smaller than the fordmngstale the response looked
very like the forcing as the memory timescale had limite@&ff The response was repetitive and
0 (ATeonv)Was small. For memory timescales much longer than the fgribmescale the response
was also repetitive and had smal(ATcon). However, the time-evolution of the convection has
different characteristics. The response achieved a meamctive response and the variation of the
forcing was superimposed as a perturbation about that nig¢are, the memory acts to 'smooth’
the convective response such that the characteristic sifape forcing is not obvious. Between
these extremes, for moderate memory timescales, the wsp@mon-repetitive and (ATcony) iS
larger. There is feedback within the system that prevemstimvection reaching a state where the

response is the same cycle-to-cycle. A full discussion e$¢hcharacteristics is found in Section
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2.6.

The closure timescale was found to modify the memory andrfgriimescales at which key charac-
teristics were observed but similar characteristics weuad if memory timescales were re-defined

aStmemX telosefor longtmem This is consistent with equations 2.2 and 2.3.

The analytic model presents a very simple representatiatrobspheric convection, although it
has been shown it retains some important characteristitseafeal atmosphere. The model does
not contain moisture and, therefore, does not represemfahe fundamental processes in the real
atmosphere, latent heat release. It also does not have asgirric boundary layer between the
surface and free atmosphere. For this reason there is ne ghdt between the forcing and the
convective response which is seen in observations of tHeateesphere. It will be important to
look at the characteristics of the convective response @abistic model of convection, which has

these properties.

In a realistic convective model the memory timescale wilsbeby the variables and physical pro-
cesses within the model. As the memory timescale is intritsithe convection only the forcing
timescale can be directly controlled. However, through@ring the time evolution of the convec-
tive response and the standard deviation of the total ctiovetor different forcing timescales it
will be possible to determine if the characteristics foumthie analytic model can still be observed.

From this the role of memory in the evolution of convection b& determined.
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CHAPTER 3

Cloud resolving model setup and specification

3.1 Introduction

As discussed in Chapter 1, convection interacts with thgelacale on a range of timescales from
the diurnal timescale and longer forcing timescales, tatditmescales such as the lifetime of a
convective cloud. In Chapter 2 it was shown in an analytic ehtitht the response of a convective
system with memory to a time-varying forcing is sensitivetiie timescale at which the system
was forced. To fulfil the aims of this thesis it is necessarintestigate whether similar behaviour

occurs for a realistic convective ensemble.

The characterisation and discussion of the convectiveorespto a time-varying forcing is pre-
sented in Chapter 4. This chapter presents an experimettgd suitable for use in such an inves-
tigation. The suitability of the setup will be tested in a tohsimulation of radiative convective-
equilibrium (RCE), with time invariant surface fluxes, whiwill then be used to provide the initial

conditions for the simulation with time-varying surfacedimg.

Firstly, the numerical model used will be introduced anddkeisions made for the overall model
setup will be discussed. The initial setup for the controtdation will then be presented. The
convective characteristics of the control simulation whikn be discussed at RCE in terms of the
thermodynamic structure and the cloud field. The sensé@wiof the cloud characteristics to key

setup choices will also be investigated.

3.2 Model description

3.2.1 Model methodology overview

Numerical simulations of realistic convection are presdnising the UK Meteorological Office

Large Eddy Simulation (LES) model, version 2.3. This modehistand alone numerical model
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which can be used to represent a convective ensemble. Thelnsodin as a Cloud Resolving
Model (CRM) in that it resolves elements which are 'cloucliwithin regions that essentially
represent the mean atmospheric state away from the clowte Thdebate about the correct termi-
nology used to describe this type of model. 'Cloud-permiftior 'cloud system-resolving’ models
usually refer to models with a grid spacing of% kmdown to scales of km, such as the UK Me-
teorological Office forecast model when run dm The term 'cloud-resolving’ is often applied to
higher resolution simulations where the resolution is leetav100- 200 m. As there is gap in the
terminology, the term 'cloud-resolving’ is preferred hetace individual clouds of varying sizes
(typically 3— 10 kn¥) can be identified within the domain. This LEM has been usddvestigate

a wide range of turbulent and convective processes. Thetedathe evening transition of the
boundary layer (Bearet al, 2006), development of convection in the diurnal cycler{igg and
Petch, 2004; Petch, 2006), and moist boundary layers,dimgjshallow cumulus (Grant and Lock,
2004) and stratocumulus cloud (e.g Lock, 2006). The LEM tes laeen used in studies of deep

convection, from isolated cells to mesoscale convectigtesys (Gray, 2000).

LES is a technique developed for the study of turbulent mees where the larger scale turbulent
motions, or eddies, responsible for most of the energy amsport are explicitly resolved by the
model. Smaller scale motions, which may be assumed to dissgnergy, are parameterised. For
example, numerically representing the Navier-Stokes timng for a highly-turbulent flow with
high Reynolds number, would require very high spatial netsorh to fully capture the dissipative
terms. Simulating at sufficiently high resolution would rthglace restrictions on the maximum

large-scale length scale that could be considered.

With an LES simulation this problem is addressed by sepaydtie equations into resolved and
sub-grid scale components, assuming that an appropriake exists. The resolved scale is where
the majority of the turbulent energy exists and for a convetystem this is the large-scale cloud
motions. Energy lost from the resolved scale is transfetoetthe sub-grid components where it
is predominantly dissipated. In a convective system thegsitbscheme acts to provide boundary
layer turbulent mixing and entrainment and detrainmentiwitlouds. In this CRM the grid length
is used to separate the resolved flow from that represent#telsub-grid components. One of the
challenges of CRM modelling is selecting a suitable resmiutvhere the convective processes are

sufficiently-well resolved. Model resolution will be disssed further in Section 4.3.2.

The principles behind LES simulations differ somewhat frR®ynolds Average Navier-Stokes

(RANS) solution. LES implies some filter where larger scalesexplicitly represented and smaller
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scale structures are presented by the sub-grid scheme ri@iierggth may be considered as a filter.
Provided that the filter is in the inertial sub-range thendbleition will be independent of the grid
length. Hence the challenge is to determine the filter sdRINS separates the flow into a mean
component and a fluctuating component. The mean componespiiitly represented and the
fluctuations are parameterised. The parameterised compoeresents an ensemble of possible
realisations of the flow. Hence a RANS solution is indepetndégrid length, excepting the method

of parameterisation is chosen based on model resoluticeuiiditadt and van Dop, 1982).

3.2.2 Overview of CRM

The full details of the CRM setup can be found in Gray (2000perbyshireet al. (1994) although
useful scientific documentation can also be found in Gaiagl. (2001). Here only an overview of

the CRM setup is given.

The model solves the full primitive equations with anelgsBoussinesq approximations. The
anelastic approximations allow for variations with heighteference profiles of pressure, temper-
ature and density and are an appropriate approximatioroforective systems where the buoyancy

of clouds is defined by density perturbations.

The sub-grid scheme parameterises the small dissipatiliesedhich are not explicitly resolved in
the model. This scheme is based on a first order Smagorindligyapproach with two major mod-
ifications outlined in Mason (1989) and Derbyshéteal. (1994). In a classical Smagorinsky-Lilly
scheme the sub-grid momentum flux is dependent on both a basgiag length and the tensor
strain. The first modification in the CRM scheme is that the gt momentum and scalar fluxes
are also dependent on a point-wise moist Richardson nuriberRichardson number is a funda-
mental measure of stability in turbulent atmospheric flowhe inclusion of a moist Richardson
number permits the scheme to take into account the sub-gagamcy production and dissipation
effects, including the effect of moisture. Secondly, theibanixing length is modified so that near
ground it is dependent on distance from the surface with aoimwansition to the basic mixing
length in the interior of the flow. In the CRM the basic miximgngth is given bgA (whereA is the
grid length) and may be considered as the spatial scale dvehwhe sub-grid scheme mixes. Prac-
tically, the basic mixing length is set in the model with= 0.23, although alterings is required

for very coarse\.
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In addition to providing a representation of the cloud-safnamics and the sub-grid components,
to be truly classified as eloud resolving model a representation of the in-cloud microptals
processes is required. The CRM is able to represent thrasephicrophysics which include single-
moment mixing ratios of water vapour, liquid water, rain dcelprocesses (ice, snow and graupel),
as well as double-moment number concentrations of the iGablas. The scheme is based on Lin
et al. (1983) and Rutledge and Hobbs (1984) with limited subsealégrations and modifications.
The double-moment part of the scheme is described by Firg94) and Ferrieet al. (1995).

A recent description and testing of the scheme can be fourBtamwn and Swann (1997). By
using double-moment schemes, rather than single-montenbumber of adjustable coefficients is
reduced and increased physical realism is added by allothimgparticle mass concentration and
number concentration to deviate from a monotonic relatigns Double-moment schemes have
been shown to represent ice processes which are importahefdevelopment of precipitation that

are not well represented by single-moment schemes.

The CRM uses an Arakawa C-grid (Arakawa and Lamb, 1977) imtiizontal and Lorenz grid in
the vertical. The C-grid is used as it gives good accuracyliovavelengths whei is less than
the radius of deformation, which is true for all LEM simutats. (The radius of deformation is
given in Held (1999) ad = % whereH is depth scale of the convectioN, is the Brunt-Vaisala
frequency, and. the Coriolis parameter. For typical LEM values of these paatersA is less than
A. In this studyf; = 0 and thereford\ is less tharw.) Each velocity component is staggered in its
own direction and scalars (temperature, moisture and ym&sare held on the centre point. The
model timestep is internally altered to ensure advectivk @id diffusive stability is maintained
but also that the model is run as efficiently as possible. $tepvalues in this study vary from3ks

at times of strong convection to-34 swhen there is very limited convective activity.

To avoid the reflection of gravity waves from the rigid lid betdomain, which may interact unre-
alistically with the convection, a Newtonian damping laisapplied at the top of the domain. All
prognostic variables are relaxed to their horizontal mesmes the depth of damping laydr) on

a timescale given bygamp The height at which damping beginszs and the rate of damping at

any given height is given by:

1 Z2—7p
Tdamp[exp< Ho >—l} 3.1
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Further details of model setup in the context of this study lvé given in the subsequent Section

3.3.

3.3 Experimental design

There are two traditional forcing mechanisms for the CRMhé&i a surface temperature (and pos-
sibly moisture) or else surface fluxes are specified. Thecehbas been made here to force the
system through prescribed surface fluxes, although sahsito this choice will be discussed in
Section 3.8.1. It is the timescale of the surface fluxes whiidHbe modified in Chapter 4. Forcing
timescales will vary in the range-136 hr to include timescales close to the convective lifetime and

the diurnal cycle.

The diurnal cycle of convection, as an example of convea@ponding to a time-varying forcing,
has been investigated in a CRM in studies such as Chaboet@h{2004), Guichardet al. (2004),
Petch (2004), Stirling and Petch (2004) by coupling theamaffluxes with a constant longwave
cooling. The work here will follow in this tradition, althgh it will extend the range of timescales
considered, for reasons described below. Studies suchnagKiios and Craig (1998a) and Brether-
ton et al. (2005) have used an interactive radiation scheme togethierswface fluxes. There is
discussion in Section 3.4 on the effect of simplifying theiaion scheme to a prescribed longwave

cooling profile.

For the purposes of this study, forcing the system througkgribed surface fluxes and longwave

cooling has the following advantages:

e The convective response, in the context of the diurnal ¢yisleeasonably well-understood
and hence can be used as a baseline to understand the reggmmséorced with other forcing

timescales which do not have direct physical analogues.

e The forcing timescale can be simply controlled through @reihg mechanism. For example,
whilst convection is often linked to regions of large-saad@vergence it is not immediately apparent
how a convergence rate should be modified to provide a timgngforcing. Another method of
forcing convection on different scales is presented in KU@D08) who externally forced a CRM

with equatorial waves of different wave number.

e The total energy balance of the system, through the suriagsitde and latent heat fluxes and
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large scale cooling, is known and can be designed to be imtalaAs simulations with long
forcing timescales will be run for longer than those withrseoforcing timescales, if there was a net
imbalance between heating and cooling then this would beanore apparent. Direct comparison

with different forcing timescales would not then be possibl

As outlined above there are two phases to the model setuphwahé summarised in Figure 3.1. A
control simulation is used to produce a steady state RCE. gdpiilibrium state is used to provide
a realistic convective field with which to initialise the sitations using a time-varying forcing. For
the control simulation both the surface fluxes and the longveaoling are held constant in time;
with time-varying surface fluxes, the longwave cooling remma&onstant in time. This is consistent
with the diurnal cycle situation over land where convectiodriven by time-varying surface fluxes.
Other studies of RCE discussed in Section 3.4, which piesairface temperature (often with a

saturated surface), are reminiscent of ocean-type cawneesituations.

500 T T T T T T T T
& 400
IS
= 300
8 200
x
5 u
L 100 [ Sensible
Latent
O 1 1 1 1
< > <€ >
Control simulation Time-varying simulation Time
Specified initial temperature Initial 3D fields taken from control
& water vapour profiles simulation
Constant surface forcing Time-varying surface forcing
Constant longwave cooling Constant longwave cooling

Figure 3.1 Schematic of experimental setup showing a control simaraif RCE used as initial conditions
for time-varying experiments. The characteristics of thetml run will be discussed in this chapter and the

time-varying runs will form the basis of chapter 4.

This chapter will focus on the RCE control simulation whidurhs the basis and a useful point
of comparison for the time-varying simulations. The chteastics of the control simulation will
be discussed in Section 3.5. Chapter 4 will then focus orudson of the characteristics of the

convection forced on different timescales.
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3.3.1 Defining system energy balance

As stated above specifying surface fluxes and a longwavencpptofile allows the total energy
supplied to the system to be calculated and contradlgatiori. The longwave cooling profile
directly balances the surface fluxes, as specified throughmibist static energy in the system.
When the surface fluxes are constant with time, as in the @ositnulation, the cooling profile is
in direct balance at all times. With a time-varying forcitg tcooling profile is designed to balance
the amount of heating provided by the surface fluxes, ovemaptate forcing cycle. As there is
no net heating or cooling over times greater than the fortimgscale the convective response for

different forcing timescales can be compared.

Equation 3.2 shows that the time variationhpthe moist static energy, is dependent on the applied

sensible and latent heat fluxds@ndF_ respectively) and the applied longwave coolifg;.

z  gdh
/0 P 2= Fot R+ Fac (3.2)

where  h=c,T+9z+Lq (3.3)

wherez is the top of the convective layer and all other symbols hhee tisual meaning.

For time invarianth it is required thafFs+ F_+ Fa9 = 0. With constant surface fluxeBg and F.
balanceFoq at all times. When the forcing varies in timEg and F_ in equation 3.2 should be
replaced by% Jo Fsdtand % o FL dt, wherer is the forcing timescale. Thus, the surface forcing
is balanced over a complete forcing cycle. The rates of l@avgvcooling required are different in

the control and time-varying phases. This will be discudgaettier in Section 4.4.2.

Given the longwave cooling ratd{q) a vertical cooling profile is created using Equation 3.4.
The profile chosen is shown in Figure 3.2, with the troposphewoling rate T) selected such
that Equations 3.2 and 3.4 are satisfied. The profile repisetonstant longwave cooling in the

troposphere, linearly decreasing to zero at the tropopaungkzero in the stratosphere.
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z .
Frad = / pcoTdz (3.4)
0
. oT
where T=— (3.5)
ot rad
20 km _ 50mb
<
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<
©
0km T? 965 mb

Figure 3.2 Schematic of model setup with a horizontally-uniform loagevcooling profile and surface sen-
sible and latent heat fluxes. The tropospheric cooling rdt€ e- —6.5 K (day)~! applies for the control

part of the simulation, and is chosen to satisfy equatiodsaBd 3.2.

3.4 Overall model setup

The experimental procedure has two parts — the control atival and the time-varying simulation.
As discussed in Section 3.3.1 there are differences in thattstirface forcing and the longwave
cooling, which make these two parts inherently differentwéver, there are many choices in the

model setup which are the same for both parts. These willdmudsed and summarised here.

Radiation

The longwave cooling profile implemented here has the samte&afestructure in both parts of
the simulation and is shown in Figure 3.2. A homogeneous;imanacting radiative profile is a
substantial simplification of the physical interactionvbeén clouds and radiation. For example,

Taoet al. (1996) found that the effect of interactive radiation causdrared cooling at cloud top
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and cloud base which served to de-stabilise the cloud laygreahance precipitation. There was
also an effect from the differential heating in the horiabritetween cloudy and non-cloudy areas,
causing convergence into the cloudy regions, but this effes found to be less significant than
the large-scale longwave cooling. Hedtlal. (1993) found that convection substantially organised
itself over a 50 day period. Xu and Randall (1995) howevemtbit more difficult to distinguish a
direct impact of interactive or non-interactive radiatidgtiowever, all of these results were for 2D
simulations which cannot capture the 3D nature of cloudslagid interaction with radiation. A 3D
simulation of RCE with interactive radiation (Tompkins aBdhig, 1998a) showed that convection
organised into bands after four days and that this orgaoisatas sensitive to both the radiation
scheme and also to the wind-dependent surface fluxes. Similaecent study by Bretherta al.
(2005) showed that in a 3D CRM, without wind shear or rotatamnvection organised in ten days
into distinct convective and non-convective regions. Tystesn fed-back on itself maintaining the

convective precipitation and drying the surrounding ragio

This study has chosen to implement a constant longwavengpgliofile for three main reasons.
The inclusion of an interactive radiation scheme incredlsescomputational cost, dependent on
how frequently the scheme is implemented. (At the spat&iltgion used here the implementation
of a radiation scheme every biinsroughly doubles the computational time (S. Weinbrepbts.
comm)). Second, the interactive radiation scheme can introduganisation, producing an ensem-
ble of convection which is no longer randomly distributegpace. One of the aims of this study is
to investigate how convection responds when forced atrdiftetimescales. It is based around the
idealised concept of a randomly distributed ensemble ofection which forms the basis for much
quasi-equilibrium thinking (Section 1.3). An organisedtsyn may not have the same sensitivities
as a random ensemble in response to changes in the forciegdate. Finally, as discussed in
Section 3.3.1 the specification of a constant longwave rggirofile allows the timescale at which
there is energy balance in the system to be directly comtioll'his would not be possible with an

interactive radiation scheme.

Wind shear and rotation

Organisation of convection has also been linked to the poesef wind shear and rotation. For
example, Robe and Emanuel (2001); Rotueha@l. (1988); LeMoneet al. (1998) examined the
role of wind shear in both CRM studies and the real atmospaedefound that, whilst the exact
extent to which wind shear organised convection dependethestrength of the shear and the

height of strongest shear, shear is capable of organisimgection into lines and arcs. Experiments
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modifying the rotation rate, i.e. the Coriolis force, shovtlat with increased rotation more energy
cascaded up to larger scales than with smaller rotatiomgyesting that rotation plays a role in
increasing organisation of convection (Vakiisal, 1997). Due to the organisational effects of wind

shear and rotation they are not included in these simukation

Model dimensionality

The role of model dimensionality has been found by some atutdi have limited effects on RCE
(Tao et al, 1987; Grabowsket al., 1998). Tompkins (2000) however, found differences when
using different dimensions. In 2D the boundary layer waswearand more moist, with a warmer
atmosphere above, than a comparison 3D simulation. It wggested that the warmer boundary
layer in the 2D simulation was caused by stronger surfacedsvineating stronger fluxes and hence
transporting more heat from the surface into the boundasrldn 3D the speed of spreading cold
pools decreases with distance from the source but, thecettifestriction to 2D causes the surface
wind speeds to be maintained. Hence, although mean windis@ee the same in both cases the
perturbations, and fluxes of heat, are stronger in 2D. Witrgel domain convective organisation
also occurred in the 2D case. This produced a drier atmosgseareas without convection become
very dry and therefore inhibit further convection, thusatireg a positive feedback. Bretherton and
Smolarkiewicz (1997) suggested that the subsidence regmmd the clouds is enhanced in 2D,
resulting in increased organisation. For similar reasonthe difference in cold pool dynamics
between 2D and 3D simulations, there are also stronger mgpewee and divergence patterns in 2D

than 3D which may modify the cloud characteristics.

A further limitation of 2D simulations is the artificial dee@ment of strong wind shear, which
moves downwards with time, in simulations for which the hontal wind field is unconstrained.
In order to test this effect explicitly a simulation for RCEasvperformed with a similar setup to
the control simulation (Section 3.5.1), except that it is&idl the domain is 12Bm Figure 3.3(a)
shows that the horizontal shear is seen to increase withamdemove downwards. This has also
been observed in studies such as Hatldl. (1993) and Tompkins (2000). It was found by Mapes
and Wu (2001) that in 3D the momentum transported by turbudeidies acted to dampen the
horizontal winds whereas in 2D the eddies did not suppreswihd speeds to the same extent. The
wind shear generated can have a profound effect on the ¢bestics of the convection. In Figure
3.3(b) the presence of wind shear causes convection t@trgjgpngly in only one area and to slant
with height. The development of these artificial winds cansbppressed either by constraining

the wind to zero (Tompkins, 2000) or imposing a chosen wirdafiler (Held et al., 1993). Other
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methods of suppressing the strong winds were experimeritedThese were found to modify their
intensity or slow their development but did not remove therfficiently. Furthermore, artificially
controlling the wind profile places additional constraiotsthe development of the convection and

therefore a 3D domain is chosen for this study.
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Figure 3.3 Effect of 2D dimensionality on horizontal winds at RCE forarghin length ofi28km, withl km
horizontal resolution. a) Vertical profile of domain-measrizontal winds a#8 hr intervals. b) Horizontal
and vertical velocity afteB6 hr. The colours show horizontal velocities and the contaandical velocity
where upward motion is black, downward motion is white arelzéro vertical velocity contour is dotted

black. The contour interval i& m s™X. Note the difference in the y-axis.

Domain size

The issue of domain size is related to the choice of horizaeolution in that the simulation
must be large enough to include several convective clouts$,tlzeir associated subsidence, but
those clouds must be reasonably well-resolved. A suffilgiéatge ensemble of convective clouds
will produce a domain-mean equilibrium state with small pemal fluctuations. If the domain
is too small then intermittency will occur as the environmean be temporarily pushed into a
convectively stable state (Tompkins, 2000). The aim is ielmdomain that has sufficient clouds
which are themselves adequately resolved. The comproméentust be made is between the

computational expense of increased domain size and irestdawizontal resolution.

Spatial resolution

Studies such as Bryaet al. (2003) suggest that for LEM simulations of deep convectminuly re-
solve the large eddies, horizontal resolutiong©100m) are required. This is not computationally
possible for this study. Recent studies of resolution memuéents for CRMs, such as Petch (2006),

have suggested resolutions of the order of 250 m are required to represent the development
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from shallow to deep convection. The aim in this study is toubon the deep convective regime
rather than the details of the transition to that regime.dden coarser resolution can be employed.
Tompkins and Craig (1998a) suggest that in order to malgimesolve deep convective cores a
resolution of 2kmis required. They also estimate that, to have continuousemtion somewhere
in the domain, a grid of 5@ 50 points is required, although this is dependent on the tromd-
ing rate. This argument was used to justify the choice of dorsie in Cohen and Craig (2004)
and can also be applied to motivate the choice of domain sze. hA horizontal resolution of
1 kmis chosen which should adequately resolve deepconvective cores. It is also the aim of
the UK Meteorological Office to more towardskin horizontal resolution weather forecasts partly
for the improved resolution of convective systems. A donsie of 64x 64 grid points, hence
64 x 64 kn?, is chosen here. The horizontal resolution is thereforficierft, compared to the liter-
ature, to represent the type of convection studied. Howéveidomain size is slightly smaller than
some previous studies. The sensitivity of the characiesisif the convection to the domain size

will be discussed in Section 3.8.2.

The vertical domain uses a stretched grid with higher rémmiunear the surface where eddies
are smaller and coarse resolution in the free tropospheesendirculations are larger. 76 levels are
used to provide good representation in the vertical, simeepkins and Emanuel (2000) showed that
vertical profiles of temperature and moisture were semsitiwertical model resolution, particularly
in the boundary layer. Lean and Clark (2003) showed ¢/d100) levels were required to represent
complex vertical structures. A resolution of &5is used close to the surface, aroundmthrough
the bulk of the boundary layer, stretching to 2%0in the free troposphere and 500 near the

tropopause.

3.5 Control simulation

In this section the setup and results for the control sinmfatvhich is at RCE, will be discussed.
The characteristics and sensitivity of key atmospherigmtistics to the chosen setup will then be

discussed.
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3.5.1 Control simulation setup

The forcing and setup chosen are based on a EUROCS (Europead Eystems Project) case
study (Guicharcet al., 2004). This case study was designed specifically to addnesissues of

modelling the diurnal cycle of deep convection over landyedr by boundary layer heating. It
is based on a continental situation, with observations fover the Southern Great Plains, USA,
during summer 1997 by an Atmospheric Radiation Measurepregramme intensive observation
period, which itself formed the basis of the GEWEX (GlobakEyy and Water-cycle Experiment)
cloud system study (GCSS) working group-4 Case 3 €Xal, 2002; Xieet al, 2002). For this

case study convective events were linked directly to loaain@l heating and were little affected
by the advection of mesoscale systems into the domain. Uatey from from a field campaign
provides realistic forcing mechanisms, with the view toeleping realistic convection. As these
data have already been used in the EUROCS case study theveerdth of data against which to

compare results.

The case study provides characteristic surface forcinggaries of sensible and latent heat fluxes,
and initial profiles of temperature and water vapour. The BEXIIS case study also employed time-
series for the large-scale vertical advection of heat anidgtome@ although these are not used in the
present study. It was noted by Chabouregal. (2004); Guichareet al. (2004) that these advection

terms have limited influence on the evolution of the conagctind it is anticipated that excluding

them will not significantly effect results. It is necessapyntaintain balance between the forcings
(see Section 3.3.1) and the introduction of additionalifigs, such as advection terms, would dis-

rupt this balance.

The initial profiles of temperature and water vapour for tbetml simulation are shown in Figure

3.4. These are the initial profiles from the EUROCS case sflidg system is forced using constant
sensible and latent heat fluxes that are equal to the maxinalmess/that are applied in the time-
varying surface forcing simulations (the specific modelipetsed for the time-varying simulations
will be discussed in Chapter 4). The values are W80T 2 and 400W nt 2 for sensible and latent

heat respectively. As discussed in Section 3.3 the longwawkng required to balance these fluxes
(equation 3.3) is calculated and then a cooling profile iater with values as shown in Figure 3.2.

The system should then adjust over time to a state of RCE.

Itis anticipated that by specifying initial profiles of teerature and water vapour that are appropri-

ate for the forcing, the system will adjust fairly rapidly RCE. The majority of RCE simulations
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Figure 3.4 Initial vertical profiles of potential temperature and minige applied at start of control simulation.

(Cohen and Craig, 2004, 2006; Brethertenal., 2005; Tompkins, 2000; Tompkins and Craig,
1998b,a) force a convective ensemble with either an intigeacadiation scheme or else with pre-
scribed longwave cooling over a fixed surface temperatunethése situations the adjustment to
RCE can take typically 16 20 days The long adjustment periods are due to the time required
to develop a surface wind field which drives sufficiently sggsurface fluxes. By prescribing the
surface fluxes, convection should develop more rapidlynatig the control simulation to adjust
to RCE in a shorter period of time. Hence it is suggested tl@E Rimulations of 'land-type’

convection will adjust to equilibrium more rapidly than &sn-type’ convection.

A summary of the model setup used in the control simulatiagivien in Table 3.1.

Sensible heat fluxdg) 130W nr?2
Latent heat fluxf,) 400W 2
Longwave cooling ) —6.5K day !
Horizontal resolution 1km
Number of vertical levels 76
Vertical resolution Stretched grid from 25 in boundary layer

to 500m near tropopause

Boundary conditions Bi-periodic, rigid lid, zero slip surface

Newtonian damping layer coefficientsrgalmp: 0.001s™%, zp = 16 km Hp = 3km

Wind shear imposed none

Coriolis parameter zero

Table 3.1 Summary of variables used in control simulation.

66




Chapter 3 Model setup

3.6 Characteristics of control simulation

At the end of the control simulation a well-adjusted, rdaigonvective ensemble should have
developed. It will be useful to discuss the characteristicthe ensemble in RCE, first to verify
that the effect of initial conditions has been removed (i8ac3.6.1) and second to check that the

simulated convection is consistent with observations ofrective systems (Section 3.6.2).

3.6.1 Timeseries of control simulation

Timeseries of the convective response are shown by the ddasd mass flux and the surface
precipitation. The cloud base mass flux is the mass flux thra@udorizontal level such as that
shown in Figure 1.2. The cloud base is the height of the lowssst point in the domain, where
g > 1x 10%kg kg*. The cloud base mass flux is calculated from equation 1.lisahhight for
all grid points wherey > 1 x 107°kg kg™ andw > 1 m s™%. The cloud base mass flux is given per

unit area by dividing by the area of the domain.

Figure 3.5 shows timeseries of the adjustment of the cosinalilation to the forcing. Cloud base
mass flux and surface precipitation adjust fairly rapidlytitim 50 hrs) to a quasi-steady state with
high frequency fluctuations about their mean values. THisstitient time is much shorter than the
12 daysfound by Cohen and Craig (2004) or the @@ysfound by Tompkins and Craig (1998b). It
has been suggested that this adjustment timescale isadidigitthe rate at which the model adjusts
the thermodynamic profiles through the mixing of water vapothe subsidence region around the
cloud (Emanueét al,, 1994). With the initial vertical profiles in this study clewsto be appropriate
to the convective environment being studied, the relatiablort adjustment is primarily due to
model spin-up as it develops a wind field and spatial vamatiom the thermodynamic fields. The
total vertically integrated water vapour (Figure 3.5(&@kds a little longer to adjust and shows a
slight drift even after Blays but as the drift is smaller than the fluctuations in the weadgrour field

this is not significant.

3.6.2 \Vertical profiles of control simulation

Figure 3.6 shows domain mean vertical profiles of key theymathic variables at 14#r as after

this time, it can be seen in Figure 3.5 that there is no furtlaiation in the mean state. The
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Figure 3.5 Timeseries of domain-mean a) cloud base mass flux, b) sypfacipitation and c) total vertically

integrated water vapour for the control simulation.

potential temperature profile (Figure 3.6(a)) shows a waled boundary layer in the loweskin
Above this potential temperature increases with heighmil&r profiles form the basis of the Betts-
Miller parameterisation (Section 1.3.1.2). Below the tpause at 1&Rmthe profile is close to a
moist adiabat (see Section 4.3.3). The profiles is similadhase found by Holloway and Neelin
(2007). The largest moisture values are found in the boyrldger, decreasing with height through

the troposphere and with no water vapour found above thepeyse (Figure 3.6(b)).

Figure 3.6(d) is consistent with relative humidity profilesen in observations over oceans (Liu
et al,, 2000) and in the tropics (Sun and Lindzen, 1993). The mininofi relative humidity seen
at 7km s also seen in such observations. The increased relativédiiy between 8- 12 km
can be attributed to detrainment from deep convection (kimspand Craig, 1998a). Moist static

energy (Figure 3.6(c)) shows a minimum=at2 — 3 km This is typical of tropical soundings
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Figure 3.6. Vertical profiles of domain-mean a) potential temperatbjanoisture, c) moist static energy and

d) relative humidity afted 44 hr of the control simulation. These are the initial profilesed at the start of
the time-varying simulations.

and is thought to mark the transition between the shallowutusnlayer and the upper part of the
atmosphere which contains deep convection (Shutts and G989). Although these data are used
in the control simulation taken from observations at miittdes the meteorology of this area, in

summer, can be similar to that in the tropics due to flow frornme&x, more moist regions near the
Gulf of Mexico.

Profiles of the updraft and downdraft mass fluxes are showigir®& 3.7. In this figure the updrafts
and downdrafts are defined using vertical velocity critefav > 1 m st andw< —1m s
respectively. This implies that clouds form where therepsvards motion and focusses on the
cores of the clouds, where there are strong vertical védscitThis definition is rather arbitrary,
although it is regularly used in CRM studies and is based enaittraft observational study of

LeMone and Zipser (1980). It equates to a definition of a clou#, as discussed in Siebesma and
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Cuijpers (1995). The sensitivity of cloud statistics tosthiefinition is discussed further in Section
3.7.

Figure 3.7 shows the vertical profile of updraft mass flux,clitis similar to that of Tompkins and
Craig (1998a); Gray (2000); Plant and Craig (2008); Gralkows al. (1998). There is a strong
peak in the updraft and downdraft mass fluxes in the boundasr which is not widely reported
as a feature of RCE simulations. A similar strong peak camladsseen in the vertical velocity vari-
ance (Figure 3.8). Khairoutdinov and Randall (2006) alsméba strong peak below cloud base in
their simulations of the diurnal transition. It was sugegesthat this peak is caused by the strong
variability in boundary layer plumes, which were compalii well-resolved. Khairoutdinov and
Randall (2006) used a horizontal resolution of b@@nd a vertical resolution of 5@ in the bound-
ary layer. Although the horizontal resolution used here igimcoarser than Khairoutdinov and
Randall (2006) the vertical resolution near the surfacenerfiHere the horizontal resolution is also
finer than other studies reporting updraft mass flux profildserefore, the boundary layer peak in

updraft mass flux and vertical velocity variance is attrdolito boundary layer plumes.

Height (km)
d

0 R
0.1 0.05 0 0.05 0.1 0.15 0.2
Mass flux (kg m?s7)

Figure 3.7: Vertical profiles of domain-mean updrafts (solid line) arahehdrafts (dashed line) aftedrd4 hr

of the control simulation.

3.6.3 Spatial characteristics of cloud field

Figure 3.9 shows model snapshots which illustrate the bot& and vertical cloud structure. At
any given time there are typicalkg 15— 20 clouds observed within the domain (Figure 3.9(a)).
(The exact number would depend on the cloud definition ussriSgction 3.7.) These clouds have

a wide variety of sizes, ranging from single cell clouds ef 2kn? to larger multi-cell complexes.
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Figure 3.8 Vertical profile of domain-mean vertical velocity variaraiger 144 hr of the control simulation.

Itis reassuring to see clouds larger than a single grid scagthis suggests the dynamical processes
involved in cloud development should be partially captungdhe resolved scales and are not en-
tirely dependent on the parameterised, sub-grid proce$despite the stated aim to reduce large
scale organisation by using three dimensions and exclugling shear and rotation (Section 3.4)
a line of convection can nonetheless be seen in Figure 3@&(antated south-west to north-east
between (35, 20) and (55, 40). (As there is no rotation inglsésulations north, south, east and
west are arbitary, but used for convenience.) This is fowtdmbe an isolated occurrence; organ-
isation is observed at other times. Further discussiongdrosation and its role in the convective

ensemble can be found in Section 5.3.1.
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Figure 3.9 Horizontal and vertical cross sections of vertical velg@hd ice mixing ratio. a) Horizontal cross
section of vertical velocity atz 2.4 km, superimposed with contours of the ice mixing ratioat#0.1 km.
These heights are shown as lines in (b). Mixing ratio corgair0.1, 0.2 and 0.4 g kd. b) Vertical cross

section, the location of which is shown as a line in (a). Mixiatio contours at 0.005, 0.05 and 0.1 g'Kg
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Figure 3.9(a) shows that the majority of the larger conveatiells become deep (they are producing
cirrus anvils at high levels). Also seen are large ice shiéiét are not apparently associated with
convection at low levels. These have persisted while th@ deavective cells from which they
originated have decayed. This demonstrates that thereracegses, which whilst initiated by
cumulus cloud processes, actually act on timescales Iahger the cloud lifetime. This is an
example of a process that persists in the convective enseniifiere will be further discussion

about the role of such processes in the evolution of subs¢goavective systems in Section 5.4.2.

The vertical cross section (Figure 3.9(b)) shows convactib different stages of development.
Below 1kma large number of shallow plumes are visible. Above the bannthyer (2km) there

are a limited number of larger, deeper cells. This transitiyer was observed in the moist static
energy field (Figure 3.6(c)). The deep cumulus clouds exterttie tropopause and develop ice
cloud above their cores. Due to the comparatively coarssutien used, small shallow boundary
layer clouds will not be discussed in detail. Investigatwailt focus on the deep convection above

2km

3.7 Cloud characteristics of the control simulation

It is useful to determine statistics for the cloud field overesiod of time, not least to verify that
the characteristics observed at one snapshot in Sectid@b be generalised to other times. The
cloud field will be quantified here in terms of the average nemmdf clouds in the domaif(N)),

the average size of a clouydA)) and the mean mass flux per clog@)). These statistics are
useful to show that sufficient clouds are represented withaasble distribution. Furthermore,
these statistics will form the basis of more in-depth analirs Chapter 5, which will discuss the

organisation of the convection in relation to these vaédabl

In the first instance a method for partitioning between cjoaad non-cloudy grid points is required.
This has been approached differently in observationalesuahd CRM studies. Early observational
studies investigated clouds from aerial photographs. Famgle, Plank (1969) visually identified
clouds, classifying them by their diameter and found thaltygaorning convection had an expo-
nential distribution, although this distribution was ledsar later in the day. Recent advances in
satellite imaging have led to more objective cloud classiifor. Futyan and Genio (2007) iden-

tified clouds at different stages of development based om#btwtion of cloud top temperatures
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and radius.

In CRM studies a cloud is often defined as where the verticlalcity at a grid point exceeds a
threshold, e.gv > 1 m s71, (Cohen and Craig, 2006) although other definitions havetaen dis-
cussed. Cohen and Craig (2006) compared a moisture ddfidfic- 0) with the vertical velocity
definition and found that it did not alter the characterstif the cloud ensemble considerably. An
exponential distribution of cloud mass flux was found. Kbaidinov and Randall (2006) used a
definition based on the exceedence of a moist static energghbld. Other cloud distributions
have been identified, such as log-normal, power law and dquilver law distributions. However,
direct comparison between studies is often made difficultheyrange of cloud sizes studied and

and the contrasts in resolution between satellite obsaswetbdelled cloud fields.

Here two different cloud definitions will be used. Firstiypads will be defined by a vertical
velocity threshold (introduced in Section 3.6.2) wheve>- 1 m s1. Secondly, clouds will be
defined by buoyancy, where buoyancy is definedby equation 3.6. According to this definition
clouds are buoyant, moist and upward moving,d/e> 1 x 10> K, g > 1 x 10° kg kg ! and

w>1x10°ms1

6/
B—gY 3.6
99 (3.6)

where 6, = 6'+0.610¢, — 0q — 6q;

Here 8, is the virtual potential temperature perturbation fromhitsizontal mean valued(), d, is
similarly the water vapour mixing ratio perturbatiam,is the liquid water mixing ratio and; is the

rain water mixing ratio.

Once the location of cloudy grid points in the domain has lwegtarmined it is then necessary to de-
termine which can be considered to be part of the same cldud.pfocess is called segmentation.
Adjacent cloudy grid points are considered part of the sdmelc Cloudy points, it is assumed, can
be connected to any of the surrounding eight grid pointsui€i@.10(b)). Four-point segmentation
may also be assumed (Figure 3.10(a)). A comparison of thartethods discussed in Kuet al.

(1993) concluded that the choice of method had little efecthe cloud statistics observed. The

cloud may have any size, so that all connected points areptre same cloud.
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(a) 4-point segmentation (b) 8-point segmentation

Figure 3.1 Two methods of cloud segmentation. The middle grid poinechis cloudy. a) Four-point
segmentation considers the four surrounding points in &g potentially part of the same cloud. b) Eight-
point segmentation considers the eight surrounding pamgairple and blue as potentially part of the same

cloud.

Qualitatively, clouds of similar size and location are alisd with the two different definitions
of a cloud (Figure 3.11). This suggests that these defimitame detecting the same clouds. The
largest discrepancies occur in the precise location of Issialgle cell clouds and in the precise
arrangement of grid points in the larger clouds. Howevaes itot expected that these details will
make a substantial difference to the statistics calculfaetthe cloud field. The effect of the different

definitions on cloud statistics can be seen in Figure 3.12.
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Figure 3.11 Effect of cloud definition on the cloud classification of thlgirontal cross section in Figure
3.9(a). The location of grid points flagged as a cloud (reda &eight of2.4 km for a) a positive buoyancy

definition and b) vertical velocity definition. See text imttier description of the definitions used.

Figure 3.12 shows statistics for the clouds in the RCE cbstroulation using the two cloud defi-
nitions. Fewer clouds are detected below cloud base usmgubyancy definition (Figure 3.12(a)).

The larger number of clouds seen with the vertical velocdfirdtion below 2kmoccurs because
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it detects small, upward moving cells in the boundary laytis not reasonable to classify such
cells as clouds. The buoyancy definition does pick out the lsdshe deep convective clouds at
1—2 km, which corresponds to the minimum in the moist static engngfile at this height (see
Figure 3.6(c)). At all heights there are fewer clouds fousthg the buoyancy definition than the
vertical velocity definition, suggesting that the formecudeses more strongly on the core region of

clouds and is therefore not finding smaller, weaker clouds.
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Figure 3.12 Cloud statistics as a function of height for the RCE contiwigation. The statistics are taken
over a period oR40hr, sampled ever$ hr, using two cloud definitions. a) Number of clouds in dombjn
mean area of cloud and c) mean mass flux per cloud. In each pstagiktics obtained from the buoyancy
definition are shown with a solid line and those from the weattvelocity with a dotted line. d) Shows the
natural logarithm of the probability distribution of massifiper cloud using a buoyancy definition3km.

In d) the distribution for large values of mass flux, wherer¢h@re 2 clouds or fewer in each bin, are not

shown.

The size of the observed clouds also depends on the cloudtidefinsed (Figure 3.12(b)). Looking

first at the results with the buoyancy definition, there isramméase in cloud size with height below
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4 km as the cloud entrains environmental air and becomes lageove 4 km the cloud size is
almost constant with height, i.e. the cloud core area nodoimngcreases. Just belowk?nthere

is a local minimum in cloud size, which is co-incident witrettransition between shallow and
deep convection that is seen in Figures 3.12(a) and 3.6ki3.shggests that diagnostics computed
to study deep convection should be taken aboken2 With a vertical-velocity-defined cloud, the
cloud size increases throughout the depth of the troposplitare the area defined to be within the
cloud is larger in the upper troposphere, encompassing@lair moving up around the buoyant

centre of the cloud.

The size of the clouds has a direct effect on the mean massdiuglgud. Figure 3.12(c) shows
that, with the buoyancy definition, as the size of the clowisain constant with height abovekrh

so the mean mass flux per cloud is also nearly constant wighhsie. the cloud core has a near-
constant mass flux. This suggests that the buoyancy defingjandeed, a definition of the cloud
core. There is limited entrainment of environmental aipittie core modifying the strength of
the clouds. With a vertical velocity definition the mean méss per cloud decreases as the size
increases, so the cloud is considered to be larger but tle pattions of the cloud have weaker

vertical velocities.

Figure 3.12(d) shows the probability distribution of mass fber cloud for the control simulation.

Previous studies have shown that clouds exhibit a rangdfefeint distributions, including studies
of RCE which have shown an exponential distribution of clouaks flux, for example Cohen and
Craig (2006) and also by Plank (1969). The distribution hasng a buoyancy definition, also
fits an exponential type distribution, although comparedistributions seen in Craig and Cohen
(2006) there is a decrease in the number of clouds at low saltienass flux. This is partly due

to the buoyancy definition focussing on the core of the clonbdich are fundamentally stronger
and excluding the smaller, weaker cells. Also, small clouaksnfluxes result from clouds close
to the grid scale and therefore the fit to an exponentialibigion may be sensitive to horizontal

resolution used.

The similarity between the cloud statistics observed hedalaose in previous studies suggests that
fundamental theories from literature should be applicédliie ensemble of convection simulated
here (Section 5.3). The following section verifies that tta¢istics are not overly sensitive to some

of the setup choices made.
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3.8 Sensitivity experiments

This section will discuss the sensitivity of the cloud sitis presented in the previous section to
the method of forcing the system and the size of the model @om@ensitivity to model reso-
lution with time-varying surface forcing will be discussedmore detail in Section 4.3.2. Most
CRM studies of RCE force the model by constant longwave ngohvhilst holding the surface
temperature fixed. As discussed in Section 3.3.1, to fatdlitontrol of the energy balance during
the time-varying simulations, here the system is forcedh siirface fluxes and constant longwave
cooling. The effect of the choice of forcing mechanism ongtete of RCE, will be determined
in this section by directly contrasting cloud statisticgaied using the two contrasting forcing
mechanisms. Moreover, it is essential that a sufficienttydaumber of clouds is simulated so that
cloud statistics within the domain are not artificially coased. A larger domain (128 128kn?)

will be used to assess whether the cloud statistics witl@rsthaller domain are indeed sufficient.

3.8.1 The effect of forcing mechanism

Equilibrium timeseries when the convective system is fdrbg different methods are shown in
Figure 3.13. The model setup when the system is forced witkteat fluxes and longwave cooling
is discussed in Section 3.5.1. This is termed'thix-forced’ RCE. When constant surface temper-
ature and longwave cooling are used the longwave coolirgamadl profile are the same as in the
flux-forced RCE, while the surface temperature is held fixethe domain-mean surface tempera-
ture obtained from the flux-forced RCE. To ensure that thesiwmlations are directly comparable
the surface water vapour mixing ratio is also held fixed todbmain-mean water vapour mixing
ratio from the flux-forced RCE simulation. The surface isr#iere not saturated (recall that the
flux-forced RCE is based on observations from over land) iiiregt with previous RCE studies of
ocean-based convection over a fixed SST. The surface flugeslawed to evolve over time, pro-
ducing a simulation which will be referred to @#smperature-forcedRCE. All other setup details

remain unchanged.

Figure 3.13(a) shows that the temperature-forced RCE pexltotal surface fluxes that are iden-
tical to the value specified when flux-forced to within onenst&d deviation. The Bowen ratio,
which defines the ratio of sensible heat flux to latent heat flixhe same for both RCE. Figure

3.13(b) shows that that the two RCE states have similar chimg® mass fluxes, although when
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flux-forced the cloud base mass flux is slightly weaker. Initimidthe two RCE states have very

similar mean vertical profiles (not shown).
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Figure 3.13 Timeseries of a) surface fluxes (sensible + latent) and h)dtlbase mass flux when RCE is
forced by two forcing mechanisms. The blue line shows flioedloRCE and the green line temperature-
forced RCE; see text for discussion. The dark lines&enin running means through the instantaneous

values given by the light lines.

The difference in the cloud statistics using different fioagcmechanisms can be seen in Figure 3.14.
When temperature-forced there are consistently more slouthe domain than when flux-forced,
regardless of the cloud definition (Figure 3.14(a)). Thaidlbase detected remains at 2 km
When temperature-forced the clouds are generally smdfigufe 3.14(b)) and weaker (Figure

3.14(c)). Hence, the overall characteristics, summed thesfull ensemble, remain similar.

In summary, whilst the domain-mean characteristics ardaimegardless of the forcing mecha-
nism of RCE, there is a tendency for a larger number of cloutistware smaller and weaker when

temperature-forced. Discussion of the reasons for thisimeapund in Chapter 5.

3.8.2 The effect of domain size

It is thought that a truly idealised situation of an infinitentlain size would permit the convective
ensemble to achieve true radiative-convectamuilibrium the system would achieve a constant
steady state. Since an infinite domain cannot be modelleghatationally, the finite domain size

results in the convective system achieving a mean state etesaged over space, but with fluctua-
tions about that mean. The size of the fluctuations are tliregiated to domain size, in that larger

domains have smaller fluctuations about the mean. It is itapbto check that the model setup

78




Chapter 3 Model setup

12

T T T T

Flux - buoyancy Flux - buoyancy

Flux - vertical velocity Flux - vertical velocity
Temp - buoyancy Temp - buoyancy
10+ Temp - vertical velocity| 101 Temp - vertical velocity

Height (km)
Height (km)

. . . . . . . . . . . .
0 20 40 60 80 100 120 140 1 2 3 4 5 6 7 8
Number of clouds Cloud size (km?)

(@) Number of clouds (b) Mean cloud area

12

T T T
Flux - buoyancy
Flux - vertical velocity

Temp - buoyancy
101 Temp - vertical velocity]

Height (km)
>

. . . . . . . . .
0.5 1 15 2 2.5 3 35 4 45 5 55
Mean mass flux (kg m2 s’l) X107

(c) Mean mass flux per cloud

Figure 3.14 Cloud statistics as a function of height at RCE. The statistire taken over a period @40hr,
sampled ever$ hr, using two cloud definitions, for two forcing mechanisejdNumber of clouds in domain,
b) mean area of a cloud and c) mean mass flux per cloud. For eacll gtatistics for a buoyancy definition
are shown with a solid line and vertical velocity with a dottae. Statistics for flux-forced RCE are shown

in red and for temperature-forced RCE in blue.

has a sufficiently large domain for these fluctuations to berably small. This section directly
contrasts the RCE with a large domain of 22828kn?, to the RCE with the standard 6464 kn?
domain for both forcing mechanisms. In particular, the artoicheck that the fluctuations do not
overly modify the observed equilibrium state to the extbat the RCE state cannot clearly be iden-
tified. Figure 3.15 confirms that with a larger domain fluatuad about equilibrium are reduced,

but that both large and small domain RCE simulations produsienilar mean state.

Tompkins (2000) showed that at small domain sizes inteemitt could occur, as there would be
some times when there was no convection in the domain. Ttemittency was not improved with

increased resolution but was solely dependent on the dosimn It occurred due to the domain
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Figure 3.15 Timeseries of cloud base mass flux when RCE is simulated tygingomain sizes. The blue
line shows &4 x 64 kn? domain at RCE and the green line show$28x 128kn? domain at RCE when
flux-forced. The dark lines af@0 min running means through the instantaneous values givehéjight

lines.

size artificially modifying the spectrum of clouds presemttie domain. Hence it is necessary
to investigate the extent to which domain size modifies thaukited RCE by altering the cloud

statistics.

Figure 3.16 shows cloud statistics at two different dom@&@ess using the buoyancy definition. It
shows that there are fewer clouds per unit area when RCE iddhard with the larger domain

compared to the smaller domain (Figure 3.16(a)). This réaludn cloud number density with

increased domain size is not seen when RCE is temperaturedioWhen flux-forced the increased
domain size increases both the mean size of the clouds amddae mass flux per cloud (Figure
3.16(b) and 3.16(c)). There is no marked change in the mearoéithe clouds or the mean mass
flux per cloud when temperature-forced. Itis notimmedjatéar why there is a greater difference
in the cloud statistics when the domain is flux-forced coragaio temperature-forced although
there is a differing role for the cold pools between the twadeisetups. This is discussed further

in Section 5.3.1.

This tendency to fewer, larger and stronger clouds in theffhuged RCE with the larger domain,
can also be seen in the probability distribution (compaguig 3.17(a) to Figure 3.17(b)). With
a smaller domain there are more clouds with mass fli®002 kg n2 s~ whereas with the the
larger domain there are more clouds with a mass Hx012 kg nT? s™1. As the domain-mean
mass flux is almost identical at the different domain sizesiay be anticipated that if there is an

increase in the number of larger clouds there must be a dexiedhe number of smaller clouds
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Figure 3.16 Cloud statistics as a function of height at RCE. The statistire taken over a period @40hr,
sampled ever$ hr, using two forcing mechanisms, for two different dom&@es A buoyancy cloud defini-
tion is used. a) Number of clouds in domain, b) mean area afcchnd c) mean mass flux per cloud. For
each panel statistics for a domain sizel@8x 128kn? are shown with a solid line and those o4 x 64kn?
with a dotted line. Statistics for flux-forced RCE are shomwred and for temperature-forced RCE in blue. In
a) the number of clouds has been normalised to the area ofth#er domain in order to permit comparison

of domains of different sizes.

to compensate. It is also suggested that the increased n@maj and the re-distribution of cloud
mass flux, improves the fit of the cloud ensemble to an exp@ieahstribution, seen by comparing
Figure 3.17(a) to Figure 3.17(b). It is likely that the srealllomain is representing an exponential

distribution but is slightly under-sampling the spectrubhfanger clouds.

Table 3.2 shows a summary of these data presented in FigLirésaBd 3.16 for the cloud field
at 3km It shows the mean and standard deviations for each coninet forcing mechanism,

domain size and cloud definition. There is generally a smdifeerence in the cloud statistics with
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definition at3 km for domain sizes &4 x 64kn? and b)128x 128kn? when flux-forced. a) Is the same as

Figure 3.12(d) but showing all clouds present in the domain.

increased domain size than is found by altering the forcimghmanism. In general fewer clouds
form when flux-forced but the clouds are more variable in simd mass flux. Regardless of the
forcing mechanism or domain size a buoyancy definition firelgef clouds that are slightly larger

and stronger than with a vertical velocity definition.

w>1mst? Buoyant cloud definition
RCE simulation | (N) | (m) (kg nT2s™Y) | (A) (km?) | (N) | (m) (kgnT?s71) | (A) (k)
Flux-forced 21.0 0.0027 3.3 15.1 0.0032 3.5
64 x 64 kn? +0.0043 +4.4 +0.0043 +4.2
Temperature-forced 25.3 0.0025 2.9 18.5 0.0028 3.1
64 x 64 kn? +0.0036 +3.6 +0.0035 +3.3
Flux-forced 20.9 0.0027 3.3 14.2 0.0032 3.5
128x 128kn? +0.0047 +4.8 +0.0046 +4.4
Temperature-forced 23.7 0.0025 3.1 17.1 0.0029 3.2
128x 128kn? +0.0036 +3.6 +0.0034 +3.4

Table 3.2 Summary comparison of cloud statistics, mean and standawvifition, for the RCE control
simulation (flux-forced4 x 64 kn?) compared to the other RCE simulations (flux-ford@$x 128 kn?,
temperature-force@4 x 64 kn? and temperature-forceti28 x 128kn?). These data are for the cloud field

at 3 km presented in Section 3.8.

This section confirms that increased domain size does ¢effeetquilibrium state of RCE by reduc-

ing the fluctuations about the mean response. It has beemghatthis is due to the representation
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of a larger spectrum of clouds with a larger domain. Thesiasi of the clouds are less sensitive to

domain size than they are to forcing mechanism.

3.9 Summary and discussion

The chapter introduces an LES model which was run as a CRM.mbiel, from the UK Meteo-
rological Office, is shown to be suitable to investigate tharacteristics of a convective ensemble.
It forms the basis of the realistic’ convective modellingsk in this study. The model has been
forced in two phases, a control simulation of RCE and a timugdng simulation (which will be

discussed in Chapter 4).

This model is suitable for studying cloud processes as thikl @Rlesigned resolve large, cloud-
scale, eddies and parameterise the small-scale procesgdsas sub-grid turbulence, details of
which are assumed to be ’less’ important for cloud develagmén addition the CRM has been
developed to include moisture and microphysical processee CRM can represent both liquid
and ice processes and the conversions between rain anddieggsanconversions to and from water

vapour.

In specifying a model setup the choice has been made to gezelloud ensemble that is as homo-
geneous and random (non-organised) as possible. For #gsirea 3D domain with horizontally
uniform forcings is used, and there is no wind shear or rtadipplied. An additional consideration
is given to the method by which the model is forced. For theg ltme-varying simulations it will
be necessary to maintain a balance between heating andgoates. This is to avoid simulations
with longer forcing timescales drifting compared to sintigias with shorter forcing timescales. i.e.
experiencing more net warming/cooling. The forcing is #fiere achieved by prescribing surface
fluxes and balancing this with a constant longwave coolinigis s a deviation from the method-
ologies often used in CRM studies. The exact longwave cgatiquired is different for the control

and time-varying phases.

The control simulation, which is flux-forced, has initialnzbtions and surface fluxes taken from
observational data used in the EUROCS case study. The leegeaoling profile is designed to
balance this forcing. Timeseries of cloud base mass flux aedgtation show the convective
ensemble rapidly adjusts (within $0s) to a realistic RCE. The thermodynamic structure, in terms

of temperature and moisture, is reminiscent of tropicalnsiings, despite the case study being
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based on mid-latitude observations. Hence, without amldhti external forcing, the convection
within the cloud ensemble has the thermodynamic structiigeeric convection. The final state
of the complete 3D control simulation is used to provide tiigal conditions for the time-varying

simulations.

The statistics of the cloud ensemble are shown to be sinoifdrase found in other studies of RCE.
The cloud distribution is seen to be exponential althougsnall cloud sizes the fit is less clear.
This is likely to be because close to the grid length cloutlies are not well-resolved. A buoyancy
definition focusses on the core of a cloud. This reduces th#euof clouds identified at RCE and
those found are larger and stronger. The identified cloudsbedarger as the buoyancy definition
is a more stringent definition in terms of whether grid poants classified as part of the same cloud.
Hence grid points separated into two clouds with a vertieeity definition may be linked as one

larger cloud with a buoyancy definition.

It is shown that increasing the domain size increases thébauof clouds overall at RCE and re-
distributes the cloud mass fluxes. There is a broader spectficlouds with the larger domain
although the shape of the distribution does not change derathly. It was seen that altering the
forcing mechanism had a greater effect on the cloud stittan changing the domain size. Cloud
definition also affects the exact values of the cloud stesidbut with both cloud definitions the
differences in cloud statistics, due to the model setupewésimilar magnitudes. For the majority
of this study a buoyancy definition will be used. This definedcud more similar to the type
of cloud considered in convective parameterisation sckettmn that given by a vertical velocity

definition.
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CHAPTER 4

Experiments with finite forcing timescales

4.1 Introduction

Chapter 3 introduced a cloud-resolving model which was ts@w/estigate the properties of a con-
vective ensemble at radiative-convective equilibrium BR@hen forced by time invariant surface
fluxes. These were found to be similar to the convective dbariatics observed in a more 'tra-
ditional’ simulation which has an identical setup but hasetinvariant surface temperature. The
final RCE from the flux-forced simulation, the control sintida, is used in this chapter to initialise
a series of simulations with time-varying surface fluxesisill permit the investigation of the

response of a convective ensemble to changes in forcing¢amtewhich is an aim of this thesis.

The details of modifications to the model setup required wiirae-varying forcing is used will
be detailed first. Then results will be analysed, in the fimstance, by discussing the character-
istics of a time-varying simulation when the forcing timakecis 24hr. Analogies will be made
with the diurnal cycle in analysing the response at thisifigydimescale. Sensitivity to model
resolution is discussed at 2% forcing timescale with regard to the development of convect
The characteristics of the convective response when diftdbrcing timescales are used will then
be contrasted. Investigation will focus on explaining tlifecences in the responses at different

forcing timescales.

4.2 Time-varying simulation setup

Many aspects of the overall model setup with time-varyingifay are the same as for the control
simulation described in Section 3.4. This section provitiesspecification of those aspects of the

model setup with the time-varying forcing that are diffarenthe control simulation.

Model resolution, domain size, boundary conditions andiodetups are the same between the

two model phases as shown in Table 3.1. The differences ingh are in the forcing, both the
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surface forcing and the longwave cooling. The surface figrés made to vary in time with surface
fluxes provided by the EUROCS case study introduced in Se&t®.1. Chaboureaet al. (2004);
Bechtoldet al. (2004); Guicharet al. (2004); Petch (2004) used filtered and smoothed sensible and
latent heat flux timeseries from the observational campadigrrontrast Stirling and Petch (2004)
used idealised observed sensible and latent heat fluxes wéilg sinusoidally during the day and
are set to zero at night; as a result the maximum values usgdrigig and Petch (2004) are slightly
different to those from the observations. Here sensibldaedt heat fluxes are used which are the
same as Stirling and Petch (2004). In this study it is theopeoif the sine wave that is altered to
represent different forcing timescales. In the controlwation, the surface forcing was given by

the maximum of the sine wave.

At the transition between the control simulation and theetwarying simulation the forcing is
gradually switched off, as shown in Figure 4.1. This trdosifrom maximum forcing to minimum
forcing may be thought of as the transition between middalyrainight. After the transition the
forcing cycle repeats. The exact number of forcing cyclesivoich the simulation is run depends
on the length of the forcing cycle and will be discussed intiac4.4.2. However, the aim is to
have sufficient cycles to produce robust statistics. Tirags thartime= 0 (Figure 4.1), during the
transition, will not be considered in discussion of the tivagying forcing. The control simulation,
as described in Chapter 3, reached radiative-convectivgil@ium. This chapter will discuss the
transition of the convective response to the time-varyimgihg (Section 4.4.2) and the response

when adjusted (Section 4.6).
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Figure 4.1 Timeseries of surface fluxes of sensible (blue line) andhidteat (red line) for time-varying
simulations. Times before timeO0 represent the control simulation and the period of tramsitto the time-

varying simulation, when the forcing is switching off. Thaxis is given in units of the forcing cycle.

The longwave cooling rate is chosen to balance the surfacenépover a complete forcing cycle
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(equation 3.2), thereby setting the valuéTdor the cooling profile in Figure 3.2T is computed as
—2.4x 105K s~ and is the same regardless of forcing timescale. This isvalguit to a cooling

of —2.1K (day)~* for a forcing timescale of 2#r.

A range of forcing timescales;, are chosen. These represent a range of timescales on which
convection may be forced. An important timescale at whichiveotion is forced is the diurnal
timescale, 24r, and this is investigated in detail. A value of= 36 hr is chosen to represent
forcings on longer timescales. Computational constrantshe time simulations take to run, and
the ability of the model to represent the stable atmosphéenhe surface forcing is zero (Section
4.4.3), prohibit much longer timescales. If a forcing tiwae of 48hr is used, strong stability
in the lower atmosphere occurs when the surface forcingris. Z€he high temporal and spatial
resolution required to represent this situation cause theeh(run at lkmresolution) to develop a
computational instability. However, qualitatively thenfeesults gathered at 48 showed that the
characteristics of the response were similar to thoge=a36 hr. Forcing timescales close to the
lifetime of a deep convective cloud are given by timescafes-e3 hr. A summary of the model
setup for the time-varying simulations is given in Table. 4 his only includes the details that are

different to the control setup.

Peak sensible heat flukd) 130W n1?
Peak latent heat fluxe() 400W nt?
Longwave coolingT) | —24x10°K s!
Forcing timescalet( 1-36hr

Table 4.1 Summary of variables used in time-varying simulation.

Whilst the aim is to investigate convection at a range ofif@ydimescales, the response will be

initially discussed at = 24 hr.

4.3 24 hr forcing timescale

This section presents a discussion of the characteristit®e dime-varying simulation with a forc-
ing timescale of 24r. Whilst the primary intention is to investigate how the cweristics of
convection change when forced at a range of timescalesugdatul to have an initial focus on a
system with similarities to the diurnal cycle. This enaliles verification and comparison of the

simulation against observations and the literature. Thalt®in this section are presented for a
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section of the 24r time-varying simulation which is fully-adjusted to the éorg. The reason for
this will be discussed in more detail in Section 4.4.2. Inrailgir way to the initial adjustment
period seen in Section 2.3.1, some time is needed for theectimg system to adjust to a change in

the pattern of the forcing.

4.3.1 Timeseries characteristics a?4 hr simulation

Timeseries of the characteristic convective response easebén in Figure 4.2, for both the cloud
base mass flux and surface precipitation rates. Cloud bass fhx shows positive values over
most of the 'daytime’ (i.e when the surface is being heat@&tgre is a strong initial response to the
forcing, seen as 'spikes’ in the mass flux timeseries. Detdithe 'spike’ depend on resolution but
its existence is due to the night-time fluxes which are fixetbad and do not become negative. The
effect of model resolution on this 'spike’ will be discusdedther in Section 4.3.2. As the daytime

progresses the mass flux decreases from this initial stesmpnse.

Figure 4.3(a) shows the composite of the cloud base massrfieseries over the 11 days in Figure
4.2(a). The main features from the timeseries can still ba sad it is possible to relate times in the
response to times in the forcing. There is a delay lof Between the start of the forcing and the start
of the convection. This initiation of convection is a key esfin the convective cycle and is termed
the 'triggering’. Here the time of triggering is defined ag time at which the cloud base mass
flux reaches 50 % of the mean maximum cloud base mass flux acemagr 11 successive days.
The convection responds strongly throughout the forcingecpput decays to zero as the forcing

switches off.

The surface precipitation timeseries (Figure 4.2(b)) shsimilar characteristics although there is
not a strong ’'spike’ associated with the triggering of deepvection. From the composite time-
series, Figure 4.3(b), it can be seen that the precipitdéigs the mass flux. Precipitation occurs
2.5 hr after the start of the forcing. The delay in the precipitat®caused by the physical processes
of precipitation development which dissociates the pitatipn from the 'spike’ at convective trig-
gering which is seen in the mass flux. After triggering thecjpigation composite has the same

shape as the forcing.

Figure 4.2(c) shows the components of precipitation aiteith to convective and stratiform clouds.

The distinction between the two is given by the methodologgduby Steineet al. (1995) who de-
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Figure 4.2 Timeseries forr= 24 hr simulation. a) Cloud base mass flux, b) surface precipitatind c)
convective and stratiform components of the surface pitatipn. The sum of convective (blue line) and
stratiform (red line) surface precipitation in (c) givesethotal surface precipitation in (b). The partitioning

between stratiform and convective is discussed in Steinal (1995)

fine convective precipitation as either the strongest |caial rates or rain rates exceeding a thresh-
old within the proximity of strong rain rate. All other raia assumed to be stratiform in nature. It
shows that the dominant source of precipitation is conveatloud and that this is also the most
variable source of precipitation between the differentsddyhere is three times less total stratiform

precipitation per day.
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Figure 4.3 Composite timeseries f@4 hr. Mean (blue line) with standard deviation (black, dottetk)
for a) cloud base mass flux and b) surface precipitation. Gusitp over 11 forcing cycles. Timeseries of
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4.3.2 Sensitivity to model resolution

Section 4.3.1 mentioned a possible role of model resolitidnfluencing convective characteris-
tics at the time of triggering, as seen in the 'spike’ in theud base mass flux timeseries. Petch
(2006) discussed the minimum benchmark that a simulatiqnires to represent the transition of
the diurnal cycle from shallow to deep convection. The autttmcluded that 3D simulation, at
a horizontal resolution of 206, and a domain of 25 25 kn? was necessary in order ’to capture
the most important processes’. As was discussed in Sectoa 3orizontal resolution of Rmhas
been chosen for this work and the aim in this section is toudis¢he sensitivity of the convection

to the exact choice of horizontal resolution when the fayararies in time.

Sensitivity studies have been conducted for grid length® lah and 500m, and compared to the
1 kmcase. The domain size remains atx684 kn?. Figure 4.4 shows example horizontal cross
sections of vertical velocity at a height ofkBnat the time of triggering for the three resolutions.
Table 4.2 shows some key characteristics of the clouds wix$ert the time of triggering. With
500 m horizontal resolution the convection is seen to trigger engnlocations with the average
individual clouds around Rn¥ in area but also existing at larger sizes. Around the closidssimall
region of strong, compensating downdrafts. The majorityhef domain has near-zero vertical
velocity as all the convective activity is focussed in thgioas of cloud. Degrading the resolution,

to a horizontal grid length of km produces a greater number of clouds. On average the clouds
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are 12 kn? (i.e close to the grid scale) but some clouds are larger. Ekchl has a downdraft
field associated with it. By contrast atken horizontal resolution, there are many fewer clouds
and the majority of clouds occur at only one grid point. Thersy vertical velocities associated
with each cloud require large areas of downdraft to comgersad, as a result, there are larger
areas of downward motion (Figure 4.4(c)). It is more diffidolassociate each cloud with its own

downdrafts.
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Figure 4.4. Horizontal section of vertical velocity at height=z3 km for three horizontal resolutions: a)

500m, b)1 km and c}2 km, at the time of triggering.

Figure 4.5 shows the composite timeseries of cloud base floasand surface precipitation. It can
be seen that there is strong triggering with all model regmis. The cloud base mass flux shows
a 'spike’ at the time of triggering for all model resolution&t the higher resolutions, for surface
precipitation, the 'spike’ at triggering is less pronouticalthough there is still a strong response
observed at 50@n resolution. When the resolution is coarse the sub-gridreehleas to represent

larger sub-grid eddies. As the sub-grid processes becage démough to be resolved at the grid
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Buoyant cloud definition
Horizontal resolution| (N) | (m) (kgnT2s71) | (M) (kgnT2s™Y) | (A) (knP)
500m 46.2 0.0015 0.0672 2.2
+0.0029 +0.0189 +3.2
1km 73.6 0.0010 0.0762 1.2
+0.0007 +0.0177 +0.5
2km 16.8 0.0052 0.0883 4.4
+0.0032 +0.0447 +1.6

Table 4.2 Comparison of cloud statistics at three different horizdmésolutions computed at the time of
convective triggering at z 3 km. Statistics are computed over 11 days with24 hr. A buoyancy definition

of a cloud is used{N) is the average number of clouds in the domd) is the average size of a cloud,

(m) is the mean mass flux per cloud afM) is the domain-mean cloud base mass flux. See Section 3.7 for a

discussion of this cloud definition and the cloud statisitRCE.

scale convection triggers strongly in the domain. This weted by Petch (2006) who looked at
the development of convection over land in a CRM and founti¢barser resolution changed the
characteristics of the convective transition. Howeverehikere is still a strong positive response in
both the cloud base mass flux and precipitation, at the tinteggfering, even at 50 resolution

indicating that there may also be a physical mechanism dehimresponse (see Section 4.3.3).
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Figure 4.5 Comparison of mean cloud base mass flux for three horizoasalutions500m (red line),1 km
(black line) and? km (blue line) for, a) cloud base mass flux and b) surface pitation. Composite over 11
days witht= 24 hr. Timeseries of surface forcing (sensible + latent head)filnown for reference. Maximum

reference surface forcing B30W n1 2.

The results in this section confirm previous results thaitzbotal resolution does have a significant
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impact on characteristics of convective clouds and on tbieigaen of both the cloud base mass flux
and the surface precipitation. Over-reliance on the sidspheme, for example atkdn, results in
few clouds, of limited size which have, on average, largesimmaass flux. Results at 5@8and 1km
reflect findings of Smith and Jonas (1995) where clouds had siz15— 3 km The time evolution
of the convective development seen in the cloud base masaritliprecipitation (Figure 4.5) also
show that details are dependent on horizontal resolutiooweder, the focus of this study is the
characteristics of deep convection and not specificallytrdmgsitionto deep convection. It can be
seen in Figure 4.14 that away from triggering clouds at ahteii3kmhave an areas aboukn?
and that the exact statistics of the cloud field at the timeigfering are highly variable. Ideally a
resolution of 500mwould be used but the choice is also restricted by compuiaticonsiderations
(Section 3.4). The results presented here suggest thahtfieecof a horizontal resolution of m
does not overly distort the characteristics of the coneactit the time of triggering compared to a

higher resolution and is certainly a considerable impraseinover using a coarser resolution.

4.3.3 Vertical profiles of24 hr simulation

Figure 4.6 shows vertical potential temperature profilethwi= 24 hr. Figure 4.6(a) shows the
mean potential temperature at two times in the forcing cy€lee first is at dawn, just before the
surface heating begins, and the second at sunset as theestofaing switches off. These two
profiles represent the full extent of the range of potenéiaifierature, when the atmosphere is at its
coolest and warmest. It can be seen that through the majfritye free troposphere the profiles
are moist adiabatic. This is often observed in the tropitadoaphere, as discussed in Section
3.6.2. The effect of surface heating, during the day, is toeiase the temperature throughout the
depth of the troposphere with the profile remaining close ¢éstradiabatic. This suggests that the
vertical profile is well-mixed by clouds and turbulent preses. At night the longwave cooling,
being constant in height uniformly modifies the potentiahperature profile, and therefore, the
stability structure of the atmosphere, i.e. the dawn pradiletill close to a moist adiabat. As
the profile remains close to conditionally unstable, cotisacresponds quickly once triggered.
The convection is able to become deep, rapidly mixing thihoudy the depth of the troposphere.
This explains the strong convective response discusseddtioB 4.3.2 seen even at high spatial

resolutions.

Figure 4.6(b) shows the evolution of the domain-mean piatetemperature in the boundary layer,
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Figure 4.6. Domain-mean vertical profiles of potential temperaturenpesited over 11 days with= 24 hr.

a) At two times in the diurnal cycle, just before dawn and ais&l. These represent the times in the forcing
cycle when the system is at its coolest and warmest respbctivhe superimposed black, dotted lines show
two moist adiabatic profiles, for reference. b) Evolutiortted boundary layer potential temperature at key

moments through the diurnal cycle.

the lowest kmof the troposphere, as this layer has the greatest tempudazatial variability of
potential temperature. At dawn the profile is stable nearstiréace. By the time that convection
is triggered the surface layer has warmed, whilst the aiv@t®®0n is still cooling, creating an
unstable profile near the surface. During the day, as thasidontinues to warm, a well-mixed

layer forms and deepens. At night the constant longwavergpaffects the full depth of the profile.

This section has provided an overview of the charactesigtithe convective response when forced
with T = 24 hr. It was shown that there were many similarities betweendipanse in this simu-

lation and the characteristics of the diurnal cycle.

4.4 Altering forcing timescales

As described in Section 4.2 the convective response istigadsd when the system is forced with
different values of forcing timescale. The shape of theifoyds the same as that in Figure 4.1
but with different lengths of forcing cycle. The longwaveoting is unaltered. This section will
discuss the characteristics of the convective respondgdiffering forcing timescales by examining
the timeseries of cloud base mass flux and composites of tasel mass flux. The analysis of the
timeseries will prompt futher investigation of key aspedftthe convection that change in response

to the length of the forcing cycle.
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The results here are presented for different values ofrigrimescale, hence discussion of 'day’,
'night’, ’dawn’ and 'sunset’ are no longer directly applida. These terms have strong connotations
with specific times in the diurnal cycle (i.e when= 24 hr). Instead, the preferred terms will be
the positive phase of the forcing cycle, the zero phase ofdiwing cycle, the start of the forcing
cycle and the end of the forcing cycle. The use of 'days’ vliltWise be replaced by forcing cycles.
Also, note that for brevity that a simulation with a forcingcte wheret = 3 hr will be called a

'3 hr simulation’, although it is run for longer thants.

4.4.1 Timeseries characteristics for other forcing timesales

Figure 4.7 shows timeseries of cloud base mass flux for difteralues of forcing timescale) At

the longest forcing timescale,= 36 hr, the response is reminiscent of the response wit24 hr.
There is a strong convective response when the forcing iy@and no response when the surface
forcing is switched off. Similarly to the& = 24 hr timeseries there is also a strong 'spike’ when
convection is triggered. Intriguingly, it can be seen thatha start of some forcing cycles, for
example, just after 7Br and 144hr, the convection leads the start of the forcing. This propabl
relates to the comparatively long period for which the steféorcing is switched off, causing
instabilities to build up. This is discussed further in $@tt4.4.3. The response at these long
forcing timescales resembles the convective responsersdes analytic model when the memory

timescale was short. This in characterised by regime E iti3e2.6.

As the forcing timescale decreases convection triggessr&gsdly and a 'spike’ is not observed. At
T = 12 hr triggering occurs relatively later in the forcing cycle goaned to at longer timescales.
The relationship between and the time to triggering will be discussed in Section 4.4t4can

also be seen that triggering only occurs after the start efstlirface forcing. With the shorter
forcing timescale the surface forcing is switched off foharser period of time and the build-up of

instability, seen whem = 36 hr, does not occur.

When the forcing timescale decreases the lag between thefstanvection and the start of forcing

increases relative to such that wherr = 3 hr the maximum of the convective response actually
occurs as the surface forcing switches off. The reason feréisponse will be discussed in Section
4.4.4. At this forcing timescale the maximum value of clowséd mass flux can be seen to vary
significantly for different cycles. As, by design, each fogccycle experiences the same forcing it

is then possible to investigate the cause of the variabiktiyveen successive forcing cycles. The
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variability will be quantified in Section 4.6 and reasons ttoe variability will be the focus of the
work in Chapter 5. A response with differing levels of cori@t, despite a forcing which is the
same cycle-to-cycle, is similar to the response with 'mati&memory characterised by regime C
in Section 2.6. Note that the greatest variability occurBigure 4.7(c) in the first few cycles, just

aftertime= 0. This point will be discussed in Section 4.4.2.

At very short values of forcing timescale the convectionaneswitches off and is highly variable.
The characteristic shape of the forcing is less visible sTinvective response is like the response
seen in the analytic model when the memory timescale wasdongpared to the forcing timescale.
In regime B in Section 2.6 the response did not switch off batntained a mean response with
fluctuations about this mean. There is also a noticeablereggipn of convection whaime < 6 hr

and this will be discussed in Section 4.4.2.

Compoasites of cloud base mass flux and surface precipitiitidwo extreme values af are shown

in Figure 4.8. These should also be contrasted with FiguBemvhich showed similar composites
for T = 24 hr. Firstly, it should be noted that there is a phase shift betwde triggering in the
cloud base mass flux and the surface precipitation for.allhe time of triggering is less clear
for T = 36 hr, where the response is complicated by the convection regabefore the forcing.
However, fort = 3 hr the convection triggers tir after the start of the forcing and precipitation
30minlater. For allt precipitation occurs 3tnin after the start of convection and its formation is
therefore independant af This is due to the time microphysical processes take toldevain.

Rogers and Yau (1989) suggested, based on observationprehgpitation took 2@ninto develop.

WhenTt = 36 hr, excluding the strong initial response, the cloud base rihas$ollows the forcing

closely, reinforcing the similarities with regime E (Secti2.6).

It has been shown that timeseries of cloud base mass flux enipjpation, in response to a periodic
forcing, are sensitive to the timescale of that forcing. fétere three notable characteristics that will
be discussed further in the following sections. Firstlg supression of convection after the switch
from the control simulation to time-varying forcings, whics particularly seen at short forcing

timescales. Secondly, the development of convection béfar start of the forcing when= 36 hr.

And finally the increased relative delay to triggering seetha& forcing timescale shortens.
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Figure 4.8 Composite timeseries f@&6 hr and3 hr. Mean (blue line) with standard deviation (black, dotted
line) for a) cloud base mass flux and b) surface precipitat@omposite over 11 forcing cycles. Timeseries
of surface forcing (sensible + latent heat flux) shown foerefice. Maximum reference surface forcing is
530W n12.

4.4.2 Initial adjustment to change in forcing

When the shape of the forcing of a convective system is clth(gg. changing from a constant
forcing in the control simulation to a periodic forcing irettime-varying simulation) the response
does not instantly exhibit its usual settled response to¢ieforcing. There are transients following
the change. Note, for example, the convection during the féwg cycles in Figures 4.7(c) and

4.7(d). In this section the effect of this initial adjustmhendiscussed.

In Chapter 2 the convective response of the analytic modsl at@racterised by the mean and
standard deviation of the total time-integrated (ATcony) ando (ATeony) respectively. In a similar
manner the response of convection in the CRM will be charizete The total integrated cloud

base mass flux in each forcing cycle is defined in equationnbtmalised by the length of the
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forcing cycler.

1 T
=7 [ Mo a (4.1)

whereMy, is the cloud base mass flux.

From this the mean and standard deviatiohgf i.ely, ando(ly, ), can be calculated over succes-
sive cycles. As discussed in Section 2.2, Emanuel (1994yethdhat there is a direct relationship
betweenQ, convective heating due to convection, and mass flux. Toegfy, ando(ly,) are

assumed to be directly comparable 3 ¢on,) ando(ATeony) (Section 2.4.3).

This Section will focus on 3ir and 1hr simulations as these adjustment periods are most pro-
nounced in Figures 4.7(c) and 4.7(d). Figure 4.9(a) shoasshbth the 3hr and 1hr simulation
tend to the samBy,, 0.02 kg nT2. This mean value of mass flux represents the level of corecti
required to balance the forcing. The samg independent of may be anticipated as the system

is forced at the same average rate, regardless of forcirestiate.
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Figure 4.9. Effect of the time window for whidly, and o (1w, ) are calculated whem = 1 hr (blue line) and
T =3hr (red line). Iy, ando(lu,) are each calculated over a time window of 11 successive sy€lee time

at the start of the time window in given on the x-axis. Time @fa&sponds to zero time on Figure 4.1.

Both Iy, and a(lv,) are dependent on the time window over which statistics anepoted. It is
only when the start of the time window is sufficiently longeafthe change in the shape of the
forcing thatly, tends to a constant value. If the time window is close to ttengk in the shape

of the forcing then the computdg, is less than its steady state value for both values.oThe
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reducedly, may be anticipated from the suppressed convection seemyime/ 4.7(c) and 4.7(d)

immediately aftetime= 0.

The control simulation has a strong mass flux response (sggd-8.5(a)), to balance the strong
forcing. When the forcing becomes time-varying the totalintegrated surface forcing is reduced.
This can be seen by comparing the two shaded areas in Figl@e 4f area A is greater than
area B it shows there is less energy supplied when the foranigs in time. In factarea A=
tx area B Hence there is less convection required to balance thewangng forcing compared
to the control simulation. When the forcing is reducetime = 0 the convection does not respond
instantaneously to the change; it takes time to be supptedsigure 4.9(a) shows that the time

needed to adjust to the time-varying forcingd — 7 hr and is independent af.

so0| /\

w IS
S 3
3 3

Total surface flux (W m‘z)
g
T

L / \ [
100 / \

0 0.2 0.4 0.6 08 1
Time (hr)

Figure 4.1a Comparison of total energy supplied from both sensible atehit heat fluxes with the forcing

constant in time ('blue’ area, A) and with a time-varyingdiorg (‘'red’ area, B) oft = 1 hr.

Figure 4.9(b) shows that a similar time is required for thegdostico(ly,) to settle following
adjustment to the change in forcing in théa8simulation. After~ 5 hr, g(ly,) is independent of
the time window chosen, reaching a steady value. Howewveth&lhr simulation there is always

strong variability in the mass flux arai(l\, ) has not settled even after Bv.

For other values of (shown in Figure 4.7) it is assumed that the same adjustneiidhapplies
even though it is not directly extractable from the mass fimeseries when the adjustment time
is less tharr. Due to this adjustment process an initial period, afterstagt of the time-varying
surface forcing, is removed from the timeseries beforeh@uranalysis is carried out. This period
is chosen to be 1@r in order to ensure all adjustment effects are removed bwusded up to a

whole number of forcing cycles. The number of forcing cyalesioved in each case is shown in
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Table 4.3. This is similar to the adjustment period discdsaeSection 2.3.1, which was removed

to ensure the system was in a well-adjusted state, indeptnfithe initial conditions.

T (hr) 362418126 |3 | 1
Numberofcyclesf 1 | 1 | 1| 1 |2|4]|10

Table 4.3 Number of forcing cycles removed prior to analysis in ordeatcount for initial adjustment from
control simulation to time-varying simulation. The systerassumed to be well-adjusted after these cycles

are removed.

The results presented in this section show that there igthde influence from previous convection
on current levels of convection. In this case the influenceen by a reduction in the convection
(compared to that which would be expected given the instaotas forcing). Moreover, it can also
be seen (Figure 4.7(d)) that the adjustment occurs graddadr example, in Figure 4.7(d) between
time= 0—4 hr the level of convection is reduced compared to the level n¥ection before or after.
The longwave cooling is constant, at the appropriate ra&e $ection 4.2), during this period. Due
to the strong convective response in the control simulatierinitial convective response is 'more’
suppressed. After a sufficient adjustment period-&— 7 hr the system achieves a well-adjusted

state.

4.4.3 Pre-forcing convective development

As highlighted in Section 4.4.1 far= 36 hr the convective response was shown to lead the surface
forcing. Figures 4.7(a) and 4.8(a) showed that convectmidcsometimes develop before the
surface forcing started and that this convection was deepginto produce precipitation (Figure
4.8(b)). The occurrence of this pre-forcing convectionsesularge variability in the timing of the
strong convective response, the 'spike’, seen in Figur@}l.& was suggested that this convection
occurs due to the longwave cooling, which can cause ingtiabil develop even when the surface
fluxes are zero. When s long there is a longer period when the surface forcing iie,z& period

of length 05 x 1, as seen in Figure 4.7. This may explain why such behaviouoti®bserved for

shorter values of.

To investigate this a simulation is performed with a newyrdorcing cycle. For 18r the surface
fluxes are positive (a half-sine wave as in the 36 hr simulation) but this is followed by only Br
of zero surface forcing. The longwave cooling is also agjdisippropriately. Thus the forcing is

identical to the 3ér simulation in the positive phase of the cycle but has halfehgth of the zero
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phase of the cycle. The composites of mass flux and surfacgijtedion for this new simulation
are shown in Figure 4.11. The level of convection, and tlieesdlso precipitation, occurring before
the start of the surface forcing is greatly reduced. Indé@d,pre-forcing convection is now more
comparable to that observed in the idsimulation (Figure 4.3) which might be anticipated since
the period of longwave cooling is & compared to 12 in the 24hr simulation. As a result of
the reduction in pre-forcing convection there is much lessation in the timing of the triggering,

reducing the variability of the 'spike’ seen in Figure 4)/(a
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Figure 4.11 Composite timeseries for simulation where the forcingeysl8 hr long for the positive part
of the cycle an® hr long when the forcing is zero. Mean (blue line) with stamida@eviation (black, dotted
line) for a) cloud base mass flux and b) surface precipitatiimeseries of surface forcing (sensible + latent

heat flux) shown for reference. Maximum reference surfac@fpis 530W n1 2.

These results show that the convection is a product of tleetimay balance between the surface
forcing, the atmospheric longwave cooling and the induaedwection. This is different from to the
more widely studied radiative-convective equilibrium wdeonvection only balances one forcing
mechanism - longwave cooling. In the case of a landor example 36anr, the influence of the
longwave cooling is sufficient to destabilise the atmosplzerd cause convection. Since the focus
of this study is the convective response to a time-varyirgasa forcing this role of longwave
cooling adds additional complexity to the problem. For eglanin the case of Figure 4.7(a), the
pre-forcing convection modifies the system such that thangnof triggering in response to the
surface forcing is more variable. Indeed the re-stabibisabf the atmosphere by the pre-forcing
convection may subtly alter the character and strengtheottmvection once triggered, although
this may to some extent be masked by resolution issues ¢8eti8.2). Therefore, in this study
there will not be great emphasis placed on the results fraBéhr simulation. However, they

will be useful in order to provide a forcing timescale longfgan 24hr in order that the case of the
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diurnal cycle can be put into context.

4.4.4 The role of the boundary layer on the time of triggering

It was noted in Section 4.4.1 that there is a phase shift latwlee start of the forcing and when
convection triggers. The length of this phase shift inaeealatively with shortening forcing
timescale. The aim of this section is to determine the k@iatiip between the timing of triggering

and the forcing timescale.

A basic understanding of boundary layer (BL) evolution carabhieved by considering a normal,
24 hr, diurnal cycle over land. At night a stable layer developarribe surface in the BL due to
longwave cooling of the surface relative to the free tropesp above. In the surface inversion
potential temperature increases with height whereas irfrdee BL above the air is well-mixed

and the potential temperature is nearly constant with heiyhdawn the positive surface heating
gradually erodes this surface inversion, reducing themisidemperature gradient. Given sufficient
time, surface heating will increase the surface layer teatpee and dry convective instability will

develop between the surface layer and the BL above. At thig p@rm thermals can rise from the
surface layer, through the well-mixed layer above and,rgitie right atmospheric conditions in the

free troposphere may initiate deeper moist convection.

The theory discussed above relates the surface heating #ydkion of the surface layer and there-
fore relates the surface heating to the deepening of the B& principles can be used analogously
to relate the time of convective triggering to the surfacatimg in the simulations studied here. It is
hypothesised that the surface heating in the sub-cloud tym@rols the time, after the start of the
forcing, for the system to start to convect. Below the cloadd) and before convection breaks out,
all processes may reasonably be assumed to be dry and heheatilg during this time comes

from sensible heat fluxe§d). In this situation the energy balance is given thus:

Change in total BLO = Dry surface heating- Longwave cooling

1o 1
7O = / Fodt + / Fragdt 4.2)
t1 ty
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where

z 2
7O = / pc,6dz — / pc,0dz (4.3)
0 tp 0 ty
Equation 4.2 may be re-written for convenience as
to 2
Fdt = A6 — / Fraqdt (4.4)
t1 th

where all symbols have either their usual meteorologicalnirg or else are shown on Figure 4.12.
Z, is the height of the cloud base, assumed to be the top of the®l has been computed from
simulation data as the height of the lowest moist point indi@ain, wherey > 1 x 10-°kg/kg. T

is the longwave cooling rate which is discussed in SectiBil3.This relationship is similar to the
model of boundary layer deepening proposed by Carson (Mf@h related the depth of the BL

to the surface heat supplied. The BL was modelled as a wekdrlayer represented by a potential

temperature profile which was constant with height.
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Figure 4.12 Diagrammatic representation of the energy balance whichtrots the timing of convective
triggering (taken from one cycle whan= 12 hr). a) The area C is the energy supplied to the system by
sensible heat flux gFfrom the time of the start of the forcing (tto the time of convective triggering|t t,

is defined as in Section 4.3.1. b) The profiles of boundary lpgential temperature agt(red line) and %
(green and blue lines). The vertical profiles of potentiahperature are those used in the height integrals in
equations 4.2 and 4.3. The difference between the greenlardibes show the role of longwave cooling
(T) on boundary layeB. The green line is the right-hand side of equation 4.4 whetka blue line is the
left-hand side of equation 4.2 showing the addition roleoofjwave cooling in triggering.

This energy balance has been calculated for gafdr 11 forcing cycles. Figure 4.13 shows that
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there is a direct relationship between the tétasupplied and the erosion of the surface inversion.
This relationship is less obvious when= 36 hr although, as discussed in Section 4.4.3, for this
forcing timescale the triggering of convection has différbehaviour to other forcing timescales.
The sensitivity toz, whent = 36 hr is tested by increasing, by its standard deviation (open
symbols on Figure 4.13). (The standard deviatiogyof/as found by evaluating, for every point

in the domain, at the time of triggering, using the definitgiven above.) Within this wider range
of z, it is shown that, forr = 36 hr, it is now possible to span the 1:1 line and therefore thescbrr

solution fort = 36 hr, may lie on the 1:1 line, as the other forcing cycles do.

As stated in Section 4.4.3 there is a three-way balance betwee forcing mechanisms. In the
36 hr simulation the atmosphere experiences cooling for a lopgeod of time. Increased cooling
may modify the atmosphere such that the response when damvéxggers is different and the
time to triggering may not simply be explained by the enemgppdied to the boundary layer. Other
mechanisms that may contributed to the time and charactieiggering will be discussed further

in Chapter 5.
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Figure 4.13 Energy balance in the boundary layer for all x-axis is the time integrated sensible heat flux
(Fs) between the start of forcing and the time of triggeringthe left-hand side of equation 4.4. y-axis is the
difference in the height integrated potential temperat{fiein the boundary layer between the start of the
forcing and the time of triggering, adjusted for the longwawoling () during this period, i.e the right-hand

side of equation 4.4. The open symbols show results f086 hr when g is redefined asz+ gz,.

These results suggest that the timing of triggering is ompesdent on the supply of sensible
heat to the boundary layer. Whenis short a relatively longer time must elapse to provide this
energy compared to a longer As discussed in Section 4.3.3 the potential temperatwlgis

close to a moist adiabat throughout the depth of the freeoflpere. This potential temperature
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profile explained (Section 4.4.1) that the strong 'spikesp@nse seen in the cloud base mass flux
timeseries was due to rapid deepening of the convection wiggered. Coupled with the results
here it is suggested that the timing of the convection isrotlet! by supplying sufficient heat to the
boundary layer and, having brought the boundary layer tgptiet of convection, the convection

rapidly deepens due to the moist, near neutral, temperptofie in the atmosphere.

4.5 Cloud statistics over complete forcing cycle

In Section 3.7 the characteristics of the cloud ensembim fitee control simulation at radiative-
convective equilibrium (RCE) were presented. In this secthe cloud characteristics over a time-
varying forcing cycle will be presented for= 24 hr and fort = 3 hr. These will be presented at key
heights in the atmosphere. These are near the transitimnris\gm the shallow to deep convective
region (12 km), in the deep convection (Bm) and towards the top of the deep convection, both

above and below the transition to ice cloud(kmand 61 km).

Figure 4.14 shows the cloud statistics o= 24 hr. The timeseries of the characteristics shows
coherent structures with height. At the time of triggerintuae number of clouds are produced
rapidly (see Section 4.3.2) and are more numerous than at REHe forcing cycle progresses
the number of clouds decreases and all cloud statistide settalues which are similar to those at
RCE from the control simulation. Similar to RCE there is agr@ase in mean mass flux per cloud
with height and the mean cloud size increases with heighthas similar values at.g¢ km and
6.1 km Mean mass flux per cloud and mean cloud size do not vary sulaha with time, away
from triggering, suggesting that the time-evolution of theud base mass flux seen in Figure 4.3(a)
is mainly caused by variations in the number of clouds, rathen changes in the characteristics of

the clouds.

Figure 4.15 shows the time-evolution of cloud statistics1fe= 3 hr. As with the timeseries of
cloud base mass flux (Figure 4.8(c)) there is not a strondgcéspn the start of the convective
response. The number of clouds can clearly be seen to evadedaly, with the number of clouds
increasing somewhat later at higher levels. There areaimilmbers of clouds at both= 24 hr

andt = 3 hr. There is limited time-evolution during the entire forcingcle of both mean area
of cloud and mean mass flux per cloud whea: 3 hr. This confirms that evolution of the cloud

field is again dominated by variability in the number of cleudther than changes to the in-cloud
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Figure 4.14 Cloud statistics at different heights far= 24 hr using a buoyancy definition of a cloud. a)
Number of clouds in domain, b) mean area of cloud and ¢) meassiftax per cloud at heights af2 km

(blue line),3 km (cyan line)4.9 km (green line) an@.1 km (red line).

statistics. The mean area of cloud and mean mass flux per bedqualitatively similar vertical
variations to those found far= 24 hr and at RCE. However, the magnitude of these variations are

smaller than those previously reported.

Despite the large differences between forcing at 24 hr and t = 3 hr there are similarities in
the time-evolution of the cloud statistics. Primarily thes strong evidence that, independent of
forcing timescale, the time-evolution of cloud base mass ifumainly controlled by changes in
cloud numbers rather than the in-cloud variables. Thisltregas also noted by Plant and Craig
(2008) who found that increasing the level of forcing at RG& bt modify the mean mass flux
per cloud but rather the fractional area of updrafts. Thalte$iere are consistent with findings of

Cohen (2001), who suggested that changes in the fractiogal(at different forcing rates at RCE)
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Figure 4.15 Cloud statistics at different heights far= 3 hr using a buoyancy definition of a cloud. a)
Number of clouds in domain, b) mean area of cloud and ¢) meassftax per cloud at heights af2 km

(blue line),3 km (cyan line)4.9 km (green line) and.1 km (red line). The dotted lines in a) and b) show
the same variables as the solid lines but for times when threréewer than 5 clouds in the domain and the

statistics are less reliable.

are mainly attributed to changes in the number of updraftl shianges in the size of the updrafts
being less important. Also, the cloud statistics have simifertical structures and magnitudes
between the different time-varying simulations and RCEtigalarly when away from the effects

of triggering. These statistics will form the basis of fuattanalysis in Section 5.3.2.

4.6 Variation in total convection per forcing cycle

It was noted in Section 4.4.1 that characteristics of the #wolution of convection are dependent on

the forcing timescale. Some of these characteristics hegg discussed in more detail in Sections
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4.4.2, 4.4.3 and 4.4.4. As a result of some of these issuegXfomple, the timing of convection)
it is not straightforward to define exactly how well the coctiee response 'matches’ the imposed
forcing. Two variables are introduced in Section 4.4\2, and g(ly,), based on equation 4.1.
These are similar to the variablé&Ton) and g (AT.eny) introduced in Chapter 2 which, together
with the timeseries of the convective heating, were usethémacterise the convective response. It
was shown that (ATeony) Was dependent on the relationship between the memory taleeaad
the forcing timescale. Similar variables are introducetehelated to surface precipitatiohyp
ando(lpp). In Section 4.4.2 it was shown that when averaged over seifficimely, approached
the same value when= 3 hr and whent = 1 hr. In this sectionly, andd(ly,) will be further

investigated for each forcing timescale.

Figure 4.16(a) shows,, ando(ly,) and Figure 4.16(b) similarly showgy: ando(lp). It can be
seen that for alf the response averaged over 11 successive forcing cycldsaqe® very similar
values ofly, andl,p: (see also the discussion in Section 4.4.2 and Figure 4.9 8@dw,) and
o(lppt) have increased variability at shorter values of forcingeseale. The sensitivity af(ly,)
anda(l,p) at these short forcing timescales to the number of forcirgesycomposited is tested by
increasing the number of cycles used fee 3 hr andt = 1 hr. Figure 4.16 shows that large values
of o(Im,) anda(lppt) are characteristic of short forcing timescales, regasdtésthe number of
forcing cycles used, but these variables are sensitivegotigxwhich forcing cycles are examined,

particularly fort = 1 hr. The same result is also seen in Figure 4.9(b).
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109




Chapter 4 Time-varying simulations

This increase iw (Iv,) anda(Ippt) at short forcing timescales is similar to the increase (A Teony)
seen in the analytic model (Chapter 2) when there is a 'meelareemory timescale such thatis
larger than the memory timescale but not significantly largédis confirms discussion in Section
4.4.1 that there are similarities between the regimes sethreianalytic model and those observed

in the CRM. Hence the characteristics of the CRM simulatimay be summarised as follows:

e For short forcing timescales 10 hr) the timeseries of the convective response was found to
be non-repetitive and reminiscent of regime C from the senmpbdel (Section 2.6). Here there is

feedback within the system causing variability in the tatédgrated convection cycle-to-cycle.

e For longer forcing timescales the response is repetiticethe total integrated convection is the
same for each forcing cycle. There are similarities withimegE in Section 2.6. The lack of

memory in the system causes the response to be characteyidee time evolution of the forcing.

The results in Chapter 2 suggest that the presence of memaigonvective system causes feedback
which results in the convection during one forcing cycleeefiing the convection on subsequent
cycles. It would be useful to assess whether the large valuesly, ) ando(lp,) seen in Figure
4.16 are also due to the influence of convection on subsegyelds. This can be determined by
examining the relationship between the total convectiamnmforcing cycle and the total convection
occurring in subsequent forcing cycles. Figure 4.17 shdwsintitegrated cloud base mass flux
(Im,) for one forcing cycle plotted againky, on the subsequent forcing cycle. Foe= 3 hr and

T = 1 hr there is large scatter in the relationship between theiated cloud base mass flux on one
forcing cycle and the subsequent forcing cycle. This is stest with the large variability ithy,,

in agreement with Figure 4.16.

In Figure 4.18 lines of least-squares linear regressior baen added to Figure 4.17 to show the
regression of integrated cloud base mass flux for one cyctbairoccuring in the previous cycle.
Regression shows if there is dependence of one variable athemn In this case the aim is to test
if there is inter-dependence of convection between forcyaes. The data in Figure 4.18 has been
split to show long forcing timescales and short forcing scees separately. These represent the

different regimes that have been identified frorfly, ).

Figure 4.18 shows that for largg(i.e. T = 36, 24 and 1&r) there is almost no relationship between
the integrated cloud base mass flux on one cycle and the awefcloud base mass flux on the

previous cycle. Here the regression lines are almost hatdz@nd in Table 4.4 the corresponding
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values of correlation coefficient)(are small. As the length of the forcing timescale decrettses
relationship between the two is stronger, and is negatiigu(Eé 4.18(b)). The values of also
become more strongly negative. At very short forcing tinaéss, T = 1 hr, the relationship is not
clear as seen by the increase in correlation. At these veny simescales, however, it may be that
feedbacks within the system occur on timescales longer IHarand, therefore, may not be seen

in this diagnostic.

This section has shown that in a realistic convective enteofiaracteristics can be observed that
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thry| 36 | 24 | 18 | 12 6 3 1
r | 0.170| -0.042| 0.035| -0.510| -0.390 | -0.52 | -0.140

Table 4.4 Table of r correlation coefficients as used in the regressibimtegrated cloud base mass flux for
one day on integrated cloud base mass flux for the previousldags of least-squares regression are seen

on Figure 4.18.

are similar to those found in the simple model with memoryggikr 2). It has been found that
for short forcing timescales there is feedback where cdimeon one forcing cycle modifies the
convection on the subsequent cycle. It was suggested thigito memory in the system modifying
the convective response. At longer forcing timescalesetisenot a strong relationship between the

convection on successive cycles as there is not feedbahlnwiite system.

4.7 Role of the mean state

One of the aims of this study is to identify physical mecharighat may modify the convection
in one cycle dependent on the level of convection during tlegipus cycle. Hence the aim is to
suggest mechanisms that might cause memory within thensystethe first instance itis reasonable
to look at the domain-mean initial profiles at the start offtreing cycle. For example Derbyshire
et al. (2004) showed that the intensity of convection, as seenriicaéprofiles of updraft mass flux,

was sensitive to mid-tropospheric relative humidity. Herenay be that convection on previous
cycles modifies the environment so as to promote more (oril@esnse convection in the following

cycle. It is useful to consider the “initial state” of the aisphere, when the forcing starts, for
the different forcing timescales. Two example forcing thredes are chosen. Firstly= 24 hr is

chosen to represent long forcing timescales ahd répresents short forcing timescales.

Furthermore, in the case of theh® simulation it is useful to determine any differences in the
mean state at the start of the forcing cycle for differenieyc In particular, are there substantial
differences between the initial states of those cyclesithaag larger total integrated convection and

those with smaller total integrated convection?

112




Chapter 4 Time-varying simulations

4.7.1 Initial mean state fortr =24hrandt =3 hr

Figure 4.19 shows the initial profiles, at the start of theifog cycle, composited over the 11 cycles
of the well-adjusted state for both= 24 hr andt = 3 hr. For potential temperature, static stability
and water vapour mixing ratio, profiles are shown in the bamndhyer as the greatest differences
are found at lower levels. Relative humidity is very similathe boundary layer and therefore is
shown through the depth of the troposphere. Figure 4.19@ys that the potential temperature
structure is very similar for both forcing timescales, altbh warmer and slightly more variable
whent = 3 hr. The largest difference is seen near the surface which ig stably stratified when
7 = 3 hr (Figure 4.19(b)). Figure 4.19(c) shows differences in tbdigal profile of water vapour.
For t = 3 hr the water vapour field is more well-mixed in the vertical anorenvariable cycle-to-
cycle than fort = 24 hr. This reflects the fact that there is still convection in tloendin (Figures
4.7(c) and 4.15) when there is no surface forcing and thatthivection has variable intensity. The
relative humidity (Figure 4.19(d)) is very similar throught the depth of the convection although

it is slightly drier and more variable far= 3 hr.

It is interesting to note that despite the differing lengthime for which the 24r and 3hr simula-
tions are run, the initial profiles are very similar cycleeixle for both of these forcing timescales
(Figure 4.19). This may be anticipated as the methodologihimposed forcing defines the sys-
tem to be in moist-static-energy balance over a completgnigrcycle (Section 3.3.1). However, it
is also noted that the Br simulation has greater variability about the domain-me#tial profiles

in Figure 4.19 than whem = 24 hr. The following section will identify, fort = 3 hr, if there is

a direct relationship between the variations in this ihitig@an state and the total convection in the

following forcing cycle.

4.7.2 Variability of initial mean state for T = 3 hr between forcing cycles

To investigate the role of the initial mean state in coningllthe total convection in the following
cycle these data are split depending on the strength of thieitegrated cloud base mass flig,).

A total of six forcing cycles are used, 11 which formed the posites and one additional cycle.
Six cycles for which there is the molgj, are classified as 'strong’ and six cycles for which there is
leastly, are classified as 'weak’. The initial profiles, at the starthef forcing, are composited over

the six cycles for these two different categories.
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Figure 4.19 Composite mean vertical profiles with standard deviatiantha start of the forcing over 11

cycles with the adjustment period removed. a) Potentiaptyature, b) static stability, c) water vapour

mixing ratio and d) relative humidity. Two forcing timeseslare shown, for = 24 hr (solid line) and

7 = 3 hr (dashed line) with standard deviations shaded. Note iffierdnt vertical axis between a), b) and c)

and d). This is to reflect the heights where there is greatéfsrence between the vertical profiles.

Figure 4.20 shows the initial profiles of potential tempearatand water vapour mixing ratio for the

3 hr simulation partitioned by the strength of the subsequent@ction. These are only shown for

the boundary layer as there is the greatest difference aelsls. There is very little difference in

the free troposphere. There is little difference in theiahprofiles for both potential temperature

and water vapour, such that the profiles preceding bothngtrand 'weak’ cycles lie within one

standard deviation of the other. There is greater vartgbii both potential temperature and water

vapour at the start of the 'strong’ cycles. This suggestisttiamechanisms which cause one forcing

cycle to have more or less convection than another are notisdlee domain-mean initial state.

It has been shown that the initial mean state, at the stanedbrcing cycle, is similar cycle-to-cycle
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Figure 4.20 Composite domain-mean vertical profiles, with standardatin, at the start of the forcing
over six cycles partitioned by the total integrated clouddaass flux for = 3 hr. a) Potential temperature
and b) water vapour mixing ratio. Initial vertical profilesh&n there is 'strong’ convection are shown as a

solid line with dark shading and when there is 'weak’ coni@tby a dashed line with light shading.

for both long and short forcing timescales. There is smalbility in the mean profiles (Figure

4.19). Also it can be seen that despite the differing lengfithe forcing cycles, the profiles have
similar vertical structure. In addition, at short forcingéscales where there is variability in the
total convection cycle-to-cycle the vertical profiles oé timitial conditions are similar on cycles
where there is 'strong’ convection and those when there @akh convection. It is, therefore,

suggested that the memory in the system is not present ind¢hea state.

4.8 Summary and discussion

This chapter has described and discussed the response wfectiee ensemble to a time-varying
surface forcing. The simulations presented here are am@iion of the flux-forced control sim-
ulation but with time-varying surface sensible and lategaithfluxes based on those used in the
EUROCS case study. The forcing timescale has been alteiedastigate the effect of the rate at
which the system is forced on the convective response. Thetste time-varying forcing requires

a reduction of the longwave cooling, although the coolirtg imthe same for all forcing timescales.
After the switch between the control forcing and the timeyiray forcing it was seen (particularly
clearly at the very short forcing timescales) that the sydigok 5— 7 hr to exhibit the character-
istics of the settled, well-adjusted response. Hence,ithe-tarying simulations were examined

from 10hr after the transition in the forcing.
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For all forcing timescales the convective response has tpaantified for both cloud base mass flux
and surface precipitation. It is shown that the convectdaponse is delayed relative to the start of
the forcing and that this delay is directly controlled by timee it takes for sufficient sensible heat to
be supplied to erode the stable boundary layer. After triggehe time-evolution of the convective
response is dependent on the timescale at which it is foeeaktric is introduced which measures
the standard deviation of the total time-integrated cloasktmass fluxg (v, ), between the forcing
cycles. The methodology (Section 3.3.1) states that tlzé modist static energy is balanced over
a complete forcing cycle and, therefore, if the convectesponse is completely adjusted to the

forcing over a cycler(ly,) will be small.

At long forcing timescalest(z 10 hr) the convection is seen to 'spike’ at the time of triggering.
This is partly attributed to the horizontal resolution whibeing relatively coarse, results in the
convective response being overly reliant on the sub-ghese during the development of convec-
tion. However, even at higher resolution a strong initiajp@nse is still observed at triggering, due
to the environment maintaining a moist adiabatic potenéiaiperature profile in the troposphere.
After triggering there is a strong convective responseuhhout the positive phase of the forcing
cycle with very little convection observed after the fogimecomes zero. After the triggering phase
the clouds have similar sizes and mass flux distributionkenvertical to those in the control sim-

ulation, suggesting that at these times the convectiomidasito RCE. At these forcing timescales

o(lw,) is found to be small indicating that the convection is simda subsequent cycles. Hence,
it is suggested that the response is similar to that in thdamanodel when the memory timescale

is much shorter than the forcing timescale; i.e memory isimgortant for the evolution of the

convection. Here the convective response may be direddyeto the total forcing in that cycle.

At short forcing timescalesr (< 10 hr) the convective response evolves more gradually over time
and convection never completely switches off. As convectimgers in the domain the number of
clouds increase although the size of the clouds and the maas flux per cloud remain similar.
Hence, convection develops mainly through changes in thabeu of clouds rather than altering
the in-cloud characteristics. Hetgl\,) is found to be larger, indicating that the total convection
is different cycle-to-cycle. The response is reminiscdrihe response in the analytic model when
there is a moderate memory timescale compared to the foticirggcale. This suggests feedback
between the convection on subsequent cycles, which motliiiesonvective response. The pres-
ence of memory within the system suggests that convectiomtisimply related to the current

forcing but is dependent on the time-history of the conwecsiystem.
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Fundamentally there are different initial responses, attiime of triggering, when the forcing
timescale is long compared to when it is short. This is in taldito the differences in the main
convective response during the positive phase of the fgrjle. It is suggested that the total con-
vective response is characterised by two timescales, tiggHeof time for which there is positive
surface forcing and the length of time for which there is jaagwave cooling. Mechanisms for the

different responses will be discussed further in Chapter 5.

Analysis of the initial profiles (i.e. at the start of forcinigom the 3hr simulation when there was
'strong’ and 'weak’ total time-integrated convection iretdomain showed that there was little dif-
ference in the mean state between these two cases. Henéeedhack of the convective response
from cycle-to-cycle is not discernible from the mean sta@onsidered from a parameterisation
perspective there would be insufficient information in theam state alone to determine the total
convective response on the following cycle. A parametasavould produce similar convection
on both the 'strong’ and 'weak’ cycles as the mean states@rgarable. Chapter 5 develops the
study of the simulation with a short forcing timescaléyr3in order to identify mechanisms which

may provide memory in the Br simulation.
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CHAPTER 5

Evolution and role of spatial structures in dis-equilibrium

5.1 Introduction

Chapter 4 investigated a convective ensemble forced atge mainforcing timescales. It was found
that the characteristics of the convective response degead the timescale of the forcing. At
forcing timescales: 10 hr the convective response was similar cycle-to-cycle; wiwenforcing
timescale was 10 hr the convective response was highly variable. The strontedpecycle vari-
ability was attributed to feedback in the system due to mgnmbine mechanism whereby memory
is carried was not found in the domain-mean initial statehisswas similar for each forcing cycle.
This chapter will directly contrast the spatial fields frowotexample forcing timescales with and
without memory effects (3ir and 24hr, respectively) to determine if variations about the mean

may provide memory.

A theory developed to explain fluctuations in the convectesponse at radiative-convective equi-
librium (RCE) will be introduced and its validity will be tesd at RCE for the specific model setup
used here. The theory will then be applied to the tempomaltylving convective ensemble at both
forcing timescales, and physical mechanisms for deviatioom theory will be discussed. The

spatial scales of the complete cloud lifecycle will be irigegted using two techniques: the first is
applied when clouds are present; the second is used at al.tifrhe time-evolution of the clouds

and their role in pre-conditioning the atmosphere will b&cdssed in the context of a mechanism

for memory.

5.2 Horizontal inhomogeneities of the cloud domain

Chapters 3 and 4, respectively, discussed the charaierigta convective ensemble in radiative-
convective equilibrium (RCE) and when subject to a timeyvay forcing. The system was charac-

terised in terms of the large-scale time-evolution of theveative response and the statistics of the
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clouds within the convective ensemble.

In Chapter 3 it was shown that at RCE cloud base mass flux rdacheean value that was constant
in time but with variability about that mean. It was also shothiat other characteristics of the
convective ensemble had variations about their mean valliee fluctuations in the convective
ensemble were shown to be due to under-representing theletengpectrum of clouds required
for equilibrium (Section 3.8.2). Using a larger domain watharger sample of clouds reduced the

variability in cloud base mass flux (Figure 3.15).

With a time-varying forcing (Chapter 4), the time-evolutiof cloud base mass flux has been shown
to be dependent on the timescale at which the convectiomdedo With shorter forcing timescales
(< 10hr) the standard deviation of the integrated mass #ft(y, ), was found to be large compared
to longer forcing timescales: (10 hr). Other characteristics of the convective ensemble weie al
found to evolve in time, although the magnitudes of the clstadistics were very similar to those

found at RCE, particularly in the convective response awamyftriggering.

Whent < 10hr the variation in the total integrated mass flux, cycle-tokeycould not be attributed

directly to any features in the domain-mean state (Sectioh &pecifically, knowledge at the start
of a forcing cycle of the domain-mean vertical thermodyr@stiucture does not indicate the total
integrated mass flux that will occur in the following forcingcle. As the domain-mean profile does
not carry sufficient information it is hypothesised thattsdavariations about this mean profile may

be important.

Figure 5.1 shows example snapshots of the spatial vatiabilithe cloud field and the moisture
field at a height of &m The clouds are found using a buoyant cloud definition andrtbisture
field is anomalies of water vapour mixing ratio from the domaiean. Figure 5.1 shows that the
structure of the water vapour field depends both on the tiatest the forcing and the phase within
the forcing cycle. Characteristics of the cloud field are alsriable, dependent on the phase and

the forcing timescale.

This chapter will discuss a theory developed to explain thesflux variance at RCE in terms of the
variability of the cloud field (Section 5.3.1) and will tekthie theory is also valid when the forcing
varies in time (Section 5.3.2). Discussion will also expltie different characteristics in Figure
5.1 and determine the interactions between the clouds athbpgariations in the thermodynamic

structure (Section 5.4). For example, horizontal varigbdbf thermodynamic fields is likely to
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Figure 5.1 Example snapshots of water vapour mixing ratio anomaligg/attimes during the forcing cycle

for time-varying simulations, a, @ = 24 hr and b, d)T = 3 hr at a height of3 km. The times are chosen

to represent times of a, b) maximum and ¢, d) minimum comrestithe domain. Maximum convection is

the time in the forcing cycle when there is strongest comeeictivity (excluding the 'spike’ at = 24 hr).

The minimum convection occurs at a time which follows at titeaf the same forcing cycle from which the

maximum convection is shown, and is the time when theress deavective activity3 hr) or at the start of

the next forcing cycle2d hr). The cloud field at the same time as the snapshot is shosavytblack line).

At the time of minimum convection the cloud field at the timgubkequent triggering is also shown (light

black line). Clouds are defined using a buoyancy definitidrtirdes of maximum convection water vapour

mixing ratio anomalies may exceed the upper range of the fillgtkg 1) by 2g kg L.

influence the location of triggering subsequent clouds.il8ity the role of clouds in warming and

moistening the atmosphere will create inhomogeneitiebarthiermodynamic field.
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5.3 Theory for total mass flux variance

This section will introduce a theory that explains the vaciin the large-scale convective response
in terms of the natural variability inherent in a random clansemble. This theory will be applied
to convection at RCE and also when forced with a time-varyamging. It will then be possible to
discuss the variance in the large-scale cloud base massflasnis of the statistical characteristics

of the clouds.

Craig and Cohen (2006); Cohen and Craig (2006) introducdrbary to explain the fluctuations
seen in the large scale in the convective ensemble, abontdha state, in terms of the sub-domain
cloud field. The authors based this theory on the principfestaiistical mechanics, which can
be used to explain the macroscale behaviour of a many-baslgygem. At a microscopic level
within the gas, individual molecules each have seemingigloen behaviour. It has been widely
shown through laboratory experiments, however, that teesal-scale fluctuations do not need to
be explicitly accounted for to understand the mean, lacgdescharacteristics of the gas. There is
a spatial scale of separation of several orders of magnhetgeen the microscale fluctuations of
the molecules and the large-scale variability of the systeenmacroscopic level. This is analogous
to the separation scale that is assumed in order to faeijfatameterisation of convective systems
in numerical models. Where a scale separation exists batteeconvection and the large-scale
forcing, convection can be parameterised in terms of thgelacale. If such a scale separation
exists in the convective ensemble, parameterisations eandule and the principles from statisti-
cal mechanics can be applied. Craig and Cohen (2006); CalebiCerig (2006) formalised this
analogy to derive a theory to explain the fluctuations of aveotive ensemble about its mean state.
As with the theory from statistical mechanics, this theotglains the 'natural fluctuations’ in the

convective ensemble about the mean state.

Key results from this theory are summarised here; a fulMdgéiin can be found in Craig and Cohen

(2006). For a arbitrarp-cloud system the total mass flux at a given level is:

M(n) = _im (5.1)

wherem is the the mass flux of an individual cloud. If the clouds arel@anly distributed in space
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and non-interacting, a Possion distribution for the numfeclouds (N) in a given area can be

assumed, and the ensemble mean and variankgmf, (M) and((5M)?), may be predicted.

(M)=(N)(m) and ((8M)?) =2(N)(M)? (5.2)

where the angled brackets indicate an ensemble averagg\ardM — (M).

From equation 5.2 the ensemble-mean mass flux variance danw

- = (5.3)

—~
<
~
N
—
~

Equation 5.3 may be re-written &the normalised mass flux variance, which if the theory isdvali

will produce the value 2:

Normalised mass flux variance” =

x (N) = 2 (5.4)

Hence, this theory explains the natural fluctuations (Wiana) in the mass flux in terms of the
number and the mean mass flux of the clouds. This theory ejtwro key assumptions. Firstly, it
requires that at the domain scale the clouds are in equitibvvith the forcing, such that variability

is caused only by the natural fluctuationghin the convective system rather than the adjustment
of the system to changes in the large-scale forcing. Forasssimption to be valid, the forcing
must be sufficiently slowly varying in time and applied ovexudficiently large region such that the
convection has time to adjust. Secondly, the theory reguhat the clouds are point-like and do
not interact with each other except through their effectrmnrhean flow (Craig and Cohen, 2006).
As the clouds do not interact, the convective ensemble willle organised and clouds will be

randomly distributed in space.

Cohen and Craig (2006) developed and tested this theory REEE simulation that was surface-

temperature-forced. It was found that theory explainedtlieenormalised mass flux variance to
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within 10 %. Both the strength of the forcing and the impasitof wind shear modified the results.
Weaker forcings and greater wind shear (summarised in Tafilewere found to increasg by
increasing organisation. In fact increased wind shear campensate for deviations from theory
at stronger forcings. However, the size of the domain dicehastrong effect on the normalised
mass flux variability with larger domains having reducedericompared to smaller domains (their
Figure Ala). Their results hinted that larger domains haaeeased organisation compared to
smaller domains. However, undersampling the convectigemble was to distort this result with
undersampled statistics having values¥ofcloser to theory than statistics taken from the whole
domain. Undersampling the convective ensemble was showadtece deviations from theory as
sub-sampling an organised ensemble makes the statispiesajmnore’ random. Even with large

domains it was found that results approached theory witlag di~ 10 %.

Model setup| Value of ¥ | Percentage error iﬁ%ﬁ
No shear 1.56 10 %

Low shear 1.83 4 %

High shear 1.93 1%

Table 5.1 Summary of findings from Cohen and Craig (2006) for simutetiof RCE which are temperature-
forced with a longwave cooling rate ef2 K day 1. The fluctuation statistics were computed at a height of
2.4km.

This theory will be used to test whether the variability seethe cycle-to-cycle mass flux with a
time-varying forcing is likely to be due to the natural fluations within the convective ensemble.
However, the validity of this theory needs first to be testdtbmwthe system is flux-forced. The

results are compared to when a system that is temperatuaedio

5.3.1 Distribution of clouds at radiative-convective equibrium

Figure 5.2 shows the profiles, with height, of normalised sriisx variance ¥) from equation
5.4 at RCE for the two different definitions of a cloud (Sext®7), using different forcing mech-
anisms and two different domain sizes. When the convectigtesh is flux-forced compared to
temperature-forced the mass flux variability is seen tcease and” approaches 2 (Figure 5.2(a)).
With a vertical-velocity definition of a cloud? is also consistently larger than with a buoyancy
definition. This suggests either that the theory holds béttea vertical-velocity definition in a

flux-forced simulation, or else that there are other physiwechanisms controlling the mass flux
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variance that are not accounted for in the 'natural varigbixplained by the theory. The assump-
tions made in developing the theory will therefore be exauito determine if they are justified in

these simulations.

12 T T T T T T T 12

Flu‘><—64 x 64 km‘z
Temp - 64x 64 km 2
1ol ] 10} Flux - 128 x 128 km 2
Temp-128x128km?3
—
s 8l v
g g —
2 D) g
4+ - 4+
2 Flux - buoyancy H 2r
Flux - vertical velocity
Temp - buoyancy S
Temp - vertical velocit)
% 05 1 15 2 25 3 25 4 % 05 1 s 2 25 3
Normalised mass flux variance Normalised mass flux variance
(a) Effect of forcing mechanism (b) Effect of domain size
. . 2 . .
Figure 5.2 Normalised mass flux variander = {OM7 » (N)) as a function of height for RCE, computed
(M)2

over a period oR40hr, sampled ever$ hr, using two cloud definitions, for two forcing mechanisrise
domain sizes. ay for a buoyancy definition (solid lines) and a vertical-vetpaefinition (dotted lines)
for flux-forced RCE (red lines) and temperature-forced RBIE lines). b)# for a domain128x 128kn¥
(solid lines) ands4 x 64 kn? (dotted lines) for flux-forced RCE (red lines) and tempenatiorced RCE (blue
lines) with a buoyancy definition of a cloud. These are basetthe cloud statistics from Figures a) 3.14 and
b) 3.16.

The first assumption is valid here: by construction the cotive system is well adjusted to the
large-scale forcing. At RCE the convective system has &atjus the constant forcing and the time-
averaged domain-mean cloud base mass flux and cloud statstnot change with time. Secondly,
it was assumed that the clouds do not interact with each atitethat there is no organisation in the
domain. This assumption is explicitly examined by caldgafathe spatial distribution of the clouds

in terms of the spacing of the clouds.

The location of each cloud is defined by the mid-point of tlmud| calculated from the maximum
width of the cloud in thex andy directions. An example of such a location is shown by point A
on Figure 5.3. This is a rather arbitrary definition that weoldest when the cloud has a simple
shape with a similar extent in theandy directions. Large, organised clouds as seen in Figure
3.9(a) are not common in these simulations and thereforeyukis basic definition is expected to
be reasonable. Khairoutdinov and Randall (2006) used dasimiethod for defining the size of a

cloud by calculating its mean diameter over four directiopy and two diagonals.
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The spatial distribution of the clouds shows the frequerfoycourrence of cloud spacings within
the domain. It is calculated in two phases: 1- cumulativébabidlity distribution of cloud spacing
is calculated for the spacings of each cloud to all otherdddirigure 5.3), 2- a similar cumulative
distribution is calculated based on the distance betweetm gaint in the domain to all other points
in the domain and normalised by the total number of cloudisgadound in phase 1. This gives
the cumulative probability distribution that the same nembf clouds would have if they were
randomly distributed. Finally, the distribution from 1 ismmalised by that from 2 in order to
produce the finahormalisedcumulative probability distribution. This function showre deviations
of the convective ensemble from a random distribution. éf¢louds were completely un-organised
and had a random distribution, the normalised probabilisgrihution would be 1 for all cloud

spacings. Deviations from 1 suggest organisation on acpéatiscale.

km)

A

Horizontal domain (

i

5 10 15 20 25 30
Horizontal domain (km)

Figure 5.3 Schematic of the calculation of the probability distrilmutiof cloud spacings. The cloud spacing
is defined as the shortest distance (arrows) of each cloutiqgeiares) from all other clouds. The location of
a cloud is given by the mid-point of the cloud calculated ftbenmaximum extent of the cloud in the x and y
directions. Due to the bi-periodic domain some clouds magitser if wrapped around the domain (dashed
arrow). The cloud spacing represented (dashed arrow) isprded around the edge of the domain rather

than across the the centre of the domain. Point A shows aseptative location of the mid-point of a cloud.

Figure 5.4(a) shows the distribution of the clouds in Figu{a). This distribution shape is similar
to that found by Cohen and Craig (2006), who noted orgaisaif convection on scales of 10
20 kmat RCE when forced with cooling rateskeday ! and 4K day!. The distribution shows
similar characteristics for different forcing mechanisamsl cloud definitions. Note first that there
are no clouds that arekimapart as the corresponding cloudy grid points would hava blssified
as part of the same cloud. There are very few, or no, cloudskah 8pacing, suggesting that

downdrafts in the immediate vicinity of a cloud prevent atbuds forming closeby. There are
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significant deviations from a random distribution, for alogpacings ofz 5— 10 kmfor all forcing

mechanisms and cloud definitions, suggesting some orgmmisgithin the convective ensembile.

Flux buoyancy Flux - 64 x 64 km 2
Flux vertical velocity | Temp - 64x 64 km 2

Temp buoyancy Jil )
251 Temp vertical velocity 250 [ Flux - 128 x 128 km
) Temp — 128 x 128 km 2|

Normalised probability distribution
Normalised probability distribution

l\\\ 151
/ N T
1 “‘J E— 1 e
1
|
i
ost | 05
|
|
% s 10 15w 5w  » w0 % 10 20 3 40 = & 10 80 s
Cloud spacing (km) Cloud spacing (km)
(a) Effect of forcing mechanism (b) Effect of domain size

Figure 5.4: Cloud distribution at a height d km for RCE computed over a period2£0hr, sampled every
5 hr, using two cloud definitions, for two forcing mechanisrhgl@main sizes. a) Cloud distribution for
a buoyancy definition (solid lines) and a vertical-veloasfinition (dotted lines) for flux-forced RCE (red
lines) and temperature-forced RCE (blue lines). b) Clowtritiution in domains of siz&28x 128kn? (solid
lines) andé4 x 64 kn? (dotted lines) for flux-forced RCE (red lines) and tempenafiorced RCE (blue lines)
using a buoyancy definition of a cloud. The cloud distribuigdefined as the cumulative probability distri-
bution of cloud spacings between all clouds normalised bgralom cumulative distribution. A completely

random cloud distribution would be indicated by a value of 1.

The mechanism through which clouds have organised @t 10 kmis not clear. Basic principles
of convection from theory and laboratory experiments sagfeat simple Rayleigh-Benard con-
vection develops cells that have a spacing given by the ctimedayer depth (Section 1.2). Hence
it is suggested that the convection here may also develdpantrefered length scale set by the tro-
pospheric depth. This idea cannot be tested with thesaseholwvever, as the tropopause remains
at the same height in all simulations. Another suggestidhds convective organisation develops
on the edge of cold pools, as illustrated in Figure 5.5, batdhect attribution of convection to
cold pools has not been tested here. It is clear, howevdrthbaconvection experiencegeater
organisation when flux-forced than temperature-forceghngiess of how the convection organised

in the first instance.

This greater organisation may be due to differences in tleeafccold pools with the different forc-
ing mechanisms (Figure 5.5). When flux-forced, the surfaresible heat fluxes are held fixed to
their pre-defined values. When the surface temperaturdddiked (temperature-forced), however,

the surface fluxes are free to evolve (Figure 3.13(a)) basdtietemperature difference between
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the surface and the lowest model level. On average, the saamfaes fluxes are attained independent
of the forcing mechanism. However, the spatial variabititghe surface fluxes when temperature-
forced could to have a role in suppressing the organisatfdheoconvection. Around a cloud,
downdrafts spread into cold pools, locally reducing thegerature near the surface. These down-
drafts suppress convection in the immediate vicinity ofdloeid, as illustrated by the X in Figure
5.5. By fixing the surface temperatures (temperature-trcatronger surface heat fluxes develop
in the outflow region, which erode the horizontal tempertgradient created at the edge of the
spreading cold pool. Surface fluxes are, therefore, slightlaker outside the cold pool. The fixed
surface fluxes (flux-forced) are the same inside and outhkigledld pool. As more energy is sup-
plied to the cold pools when temperature-forced, in ordeetnove the temperature anomaly due
to the cold pool, less energy is available to convectionidetthe cold pool. Regardless of whether
convection organises on scalesrob — 10 kmdue to cold pool dynamics or whether the scale of
organisation is set by the depth of the tropopause, therdasvely more energy supplied to the
active convection in the domain when flux-forced. The orgatidn of the convection is therefore

amplified when flux-forced.

@’ rH‘H/ f
WARM r’l__[)/j J\"" "‘:'
ini Rk

Figure 5.5. Schematic showing the differing roles of cold pools witliedént forcing mechanisms. The

~

convective cloud produces downdrafts that spread out astittace. Close to the cloud there is a region
(X) in which the downdraft suppresses convection. Furth@mfthe original cloud, uplift at the leading
edge of the outflow promotes secondary convection. The ahidsacterised relative to the domain-mean
temperature as COLD in the downdraft and WARM outside. Thiacei fluxes (F) are shown when flux-
forced (grey arrows) and temperature-forced (green arfjpwBoth forcing mechanisms provide the same
mean F, but whilst F is the same inside and outside the outfleenflux-forced, it is relatively larger inside

the cold pool when temperature-forced.
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There is greater organisation diagnosed with a verticlleity definition than with a buoyancy

definition (Figure 5.4(a)). It was shown in Figure 3.12(agttthere were more clouds diagnosed
in the domain when a vertical-velocity definition is usedislsuggested therefore that these addi-
tional clouds identified with the vertical-velocity defioih are also more organised than a random

distribution.

The effect of domain size on the mass flux variance is showtigiaré 5.2(b). There is an increase
in mass flux variance when flux-forced with the larger domampared to the smaller domain.
This effect is not observed when temperature-forced. Thigsease in mass flux variance may
be explained by the increase in organisation on the largeraifoas seen in Figure 5.4(b). This
result is consistent with findings of Cohen and Craig (200@)p noted sensitivities to domain
size. However, the results presented here also suggeshéhiavel of organisation depends on the

forcing mechanism used (Figure 5.4(a) and 5.4(b)) and tfieitien of a cloud (Figure 5.4(a)).

At both domain sizes the mass flux variance increases abkre Bhe freezing level is at approxi-
mately 4kmand above this height ice cloud begins to form. This redunesadtal number of clouds
but also increases the organisation (not shown). The pethle inormalised probability distribution

is still found at~5— 10km

This section has shown that the theory for the mass flux vegidmom Craig and Cohen (2006);
Cohen and Craig (2006) can explain the variance in flux-tbRE€E simulations. These results for
¥ are smaller than those from both theory and Cohen and Cr@@6§2 who found that”” was
1.56 at a height of 2 km (Table 5.1). This discrepancy is explained by increasedrosgtion in
the domain. The level of organisation was found to deperghtyi on domain size and the cloud
definition used. The majority of the organisation, howeveas found to depend on the forcing
mechanism used. Flux-forced RCE has greater organisdiaond temperature-forced simulation
and this increases the normalised mass flux variance. Héreeegsults for flux-forced RCE will
be used to provide a benchmark for the normalised mass fliecnear to account for the effects of
organisation, rather than the theoretically predictée- 2. The normalised mass flux variance that
occurs when forced with a time-varying forcing will be comgghto the value of” from RCE at

the same vertical level.
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5.3.2 Distribution of clouds in response to a time varying facing

The time evolution of the normalised mass flux variaré@ is examined for forcing timescales of
24 hr and 3hr. In Figure 5.6 the evolution of” is shown at different heights: near the transition
region from shallow to deep convectionZkm), in the deep convection (@) and towards the top
of the deep convection, both above and below the transitiecetcloud (49 kmand 61 km). With

a 24hr forcing timescale, results are reasonably insensitivléchieight chosen as the convective
variance evolves similarly at different heights at thixfog timescale (see Figure 4.14). As seenin
Figure 4.15 witht = 3 hr, ¥ shows a shift in response with height: lower level2@m) respond

rapidly and strongly; upper levels.@©6km) have a delayed and weaker response.

45 4.5
- — 12km - — 12km
3km 3km
— — 49km [| = — 49km
— = 6.1km — — 6.1km

w
@

Normalised mass flux variance
Normalised mass flux variance

0 6 Tim;;(h,—) 24 0 0.75 Time‘\:(hr) 225 3
(@ t=24hr (b) T=3hr
2
Figure 5.6. Normalised mass flux varianc(ei/ = <((6N'\I/;)2> X <N>) at different heights for time-varying simu-

lations using a buoyancy definition of a cloud. is plotted for a)t = 24 hr and b) 1 = 3 hr at heights of
1.2km (blue line) 3 km (cyan line)4.9 km (green line) an®.1 km (red line). The horizontal line is the value
of 7 obtained from the equivalent flux-forced RCE (see Figuré)at3 km. These are based on the cloud
statistics from Figures a) 4.14 and b) 4.15. In both a) and/bjs not shown where there are fewer than 5
clouds on average as the results are not reliable. The bliekis the mean composite cloud base mass flux,

shown for reference (as in Figure 4.3(a) and Figure 4.8(c)).

From the results of the RCE simulations it is proposed thattiganisation of the convection has
a role in modifying the normalised mass flux variance. Thesteawolution of¥” when the forcing
varies in time suggests, therefore, that the organisafi@omvection may also be time-dependent.
The evolution of the organisation of the convection throtiyh forcing cycle is discussed by con-
sidering the distribution of the clouds at key times. Théritiation will specifically be discussed at
a height of 3kmfor both forcing timescales, as the shape of the distribugosery similar at other

heights, but with a tendency for increased organisationgieh levels. The times chosen for B4
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and 3hr are shown in Figure 5.7. The distribution of clouds at these tkmes for both forcing

timescales is shown in Figure 5.8.
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Figure 5.7 Normalised mass flux varianc(ef/ = <(<6|v'\|/;>2> X <N>) at a height of3 km for time-varying sim-

ulations, with a)t = 24 hr and b) 7 = 3 hr, using a buoyancy definition of a cloud. The horizontat lis

the value of/” obtained from the equivalent flux-forced RCE (see Figuréaj)at3 km. Shown in cyan are
the values of¢” from Figure 5.6. The times highlighted by coloured vertilia¢s are key times for which
the cloud ensemble and its spatial distribution are disedss the text. Times which are represented by the
same colour in the two panels are considered to be similantsan timebetweerthe forcing cycles. These

timings are discussed in Table 5.2.

Time 24 hr 3hr
Pre-forcing 1 hr before forcing begins at both forcing timescales
Triggering Time at which the cloud base mass flux reaches 50 %

of the maximum cloud base mass flux

Convective maximum Times of maximum cloud base mass flux (excluding 'spike’ #@hg)

End of convection End of positive phase of forcing cycle -

Convective minimum| Time mid-way between end of positive| Time of minimum cloud

phase forcing cycle and start of subsequent base mass flux

forcing cycle

Table 5.2 Table summarising key times24 hr and 3 hr forcing cycles, shown in Figure 5.7.

At the time of triggering the normalised mass flux varianagréases for both forcing timescales
(Figure 5.7). The convection is strongly organised at fhiet although it is organised over a larger
range of cloud spacings whan= 24 hr (Figure 5.8). Witht = 3 hr there is organisation with

preferred cloud spacings ef 5— 10 km, which is similar to the organisation at RCE (Figure 5.4).
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The strong organisation at triggering seen when24 hr is possibly due to the interactions between
clouds as they rapidly deepen. It has been shown that thiealgptofiles are close to neutral for
moist convective ascent (Figure 4.6(a)) and that deep ctioveis triggered when the boundary
layer inversion is eroded (Figure 4.13). Although comattiriggers at similar times across the
domain, it must trigger initially in one, or a limited humbef locations. It is possible that the
triggering of the first convective cell rapidly modifies theighbouring environment, for example
by producing gravity waves and making further convectiocuo@referentially in nearby locations.
For example, Marsham and Parker (2006) showed that segondavection could be initiated
by gravity waves, not just cold pool dymanics, although theyre considering the development
of convection over longer spatial scales. The cloud spaatrigiggering would therefore not be
random, but set by the distance at which subsequent coomests initiated. Witht = 24 hr the
convective rapidly 'dis-organises’; in factt later the cloud distribution is close to random (Figure
5.8(a)).

T T
| Triggering Pre-forcing
\ — — — Triggering + 1 hr 9 Triggering H
Convective maximum Convective maximur

End of convection Convective minimum

Normalised probability distribution
3
Normalised probability distribution

. . . . . . . L. . . . . . . . .
0 5 10 15 20 25 30 35 40 45 0 5 10 15 20 25 30 35 40 45
Cloud spacing (km) Cloud spacing (km)

(@ t=24hr (b) T=3hr

Figure 5.8 Cloud distributions at a height & km at key times during the forcing cycle for time-varying
simulations, with af = 24 hr and b)7T = 3 hr using a buoyancy definition of a cloud. The key times shown
for 24 hr are triggering (blue line), convective maximum (greare)i and the end of convection (red line).
For 3 hr the key times are pre-forcing (magenta line), triggerifidue line), convective maximum (green
line) and the end of convection (red line). These timingsdiseussed in Table 5.2. The cloud distribution
is defined as the cumulative probability distribution ofudospacing between all clouds normalised by a
random distribution. A completely random distribution Wwibbe indicated by a value of 1. Note different

y-axis between panels.

The increase in normalised mass flux variance when convetttggers gives way to a large reduc-
tion in ¥ when the convection reaches a maximum at both forcing tidesc In fact it reduces

below the level seen at RCE. At this time the organisationse found to reduce, with the dis-
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tribution whent = 24 hr being very close to random although there is some hint thatevier
organisation does exist remains at cloud spacings b 10 km For t = 3 hr the convection is
more definitely organised, to a similar extent as at RCE, wigtierred cloud spacings 5— 15km

In view of the organisation having a similar magnitude to RG& a lower value of mass flux
variance, the instantaneous level of organisation camathé sole explanation for the evolution of

V.

As the convection begins to decay both forcing timescalesvsin increase in organisation at the
~ 5— 10 km cloud spacing, associated with an increase of normalisess rftax variance. For

T = 24 hr there are no clouds diagnosed in the domain from which tamhéte the evolution of the
cloud field after the forcing switches off and the convectitatays. (Another method of tracking
the changes in the complete lifecycle of the clouds will becdssed in Section 5.4). However,
for T = 3 hr there remain sufficient clouds in the domain to determineleliel of organisation
even after the strongest convection has died down. Witthaf8rcing timescale the convection
becomes increasingly organised at thé — 10 kmas it decays. When the convection triggers at
3 kmit initially forms at cloud spacings of 5— 10 km i.e. in line with the pre-existing scale of

organisation in the domain.

It has therefore been found that the theory of normalisedfhasvariance, previously used at RCE,
can also be applied to simulations with a time-varying fogcwith different forcing timescales.
Similarly to RCE the organisation of the convection can bedus explain the difference from the
values predicted by theory. The levels of organisation it in to context from the physical
interactions between the clouds as they evolve through tifiecycle. It was shown that with

T = 3 hr the convection remained organised throughout the forgmtec In contrast, for = 24 hr

it was seen that the organisation did not persist from onkedpcthe next. It is suggested that two
timescales are important. Firstly, the time that convectakes to become organised and secondly,
the time convection takes to decay fully (become dis-og)i In the 24r simulation these times

are distinguishable, whereas wheg- 3 hr the timescales cannot be separated.

The cloud distribution shows the organisation of clouds @oels not show how convection organ-
ises during periods when clouds are not diagnosed. Thenfiitpsection will discuss the time-
evolution of the spatial fields at the different forcing tisoales to account for the complete cloud

lifecycle and the role the spatial fields have in the develepnof convection.
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5.4 Spatial scales in the cloud ensemble

Analysis in the previous section focussed on the evoluticiime of the cloud field at two forcing

timescales. This type of analysis can only be carried outwthe domain has identifiable clouds.
Convective clouds have a complete lifecycle which incoapes not only the development and
active stages, but also the decay phase as a cloud ceasesctivbend the cloudy air is dissipated,

being entrained and mixed with the surrounding environment

In this section the spatial structures within the domainc@racterised. Fourier analysis is used
to identify the dominant scales within the domain. The tielation of these structures and

their dependence on forcing timescale is also discusseglhditizontal spatial structures have been
examined at different heights in the vertical, but no atteln@s been made to analyse vertical spatial

structures.

Firstly, the method of Fourier decomposition is outlinedFéurier series can be used to describe

an infinite, periodic functionf (x), as a series of sines and cosines, thus:

f(x) = %ao-i- iancos(nx) + ibnsin(nx) (5.5)

Euler's formula describes the of sine and cosine functiarteims of complex exponentials. The
Fourier series can be re-written in terms of these complgomantials where the co-efficientg

are complex, having both real and imaginary parts giveAby: 0(A,) + O(An):

f(x) = iA,@i”X (5.6)

If f(x) is not a continuous function but has N discrete points themaes discrete function can be

used to represent the series:

(5.7)

133




Chapter 5 Spatial structures

wherek is the wavenumber and the complex co-efficiehtsnay be obtained from a Fourier Trans-

form,

1Nt —2nikx

A= X; f(x)e N (5.8)

Fourier transforms may be found computationally by the Fastrier transform method (FFT). As
Fourier analysis inherently assumes periodic functioat thay need to be modified in some sit-
uations (for example in the location of strong gradients esrrboundaries), perhaps by tapering
it to zero near the boundaries or detrending the data, teeptawisleading results. Due to the bi-
periodic nature of the domain used here the spatial fieldsan&bles are periodic, and therefore
strong gradients should not be encountered. In fact thetidgic, homogeneous nature of the do-
main is exploited in the analysis of the spatial fields. At given time the FFTs are performed at a
particular level in thec andy directions separately and then all the individual FFTs araposited
together. Tests have confirmed that the domain is indeed geneous and that there is no signifi-
cant difference between when the FFTs are taken separatiigx andy directions and when they

are composited.

The power at each wave numbex), below the Nyquist wavenumber (hekgyquist = 32) is given

by AA; whereAy is the complex conjugate @.

a = 2(0(A)*+ 0(A)?) (5.9)

Discussion will focus on the normalised power of the spatiaictures of a particular field (see the
discussion around Figure 5.10 for more details). Using radised power enables the comparison of
therelative power of spatial scales at different times in the forcingeyas well as inter-comparison

of the spatial structures seen using different forcing soaées. The normalised powagy,,. is given

by:
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Arorm = Gk X (510)

1
2 k3
Scales will be discussed in terms of wavelength rather trearemumber, where the wavelength

for a domain of length. is given by:

L
M= (5.11)

Ak gives the wavelength of the structures observed in thesdaiions and is dependent on domain
size. Hence whek = 0 the wavelength is infinite, implying the constant term & fleld, ap in

equation 5.5, or the mean of the field. The FFT whken0 will not discussed here as the domain-
mean fields have been discussed in Chapter 4. Wheh, A = 64 kmand represents wave number

one for these simulations.

Similar to the discussion of the cloud distribution, in thetfinstance spatial scales will be discussed
at RCE (Section 5.4.1) as this will provide a useful refeeepaint for understanding of the spatial
scales present in a convective ensemble. The time-ewolafidhe structures in the spatial field

when the forcing varies in time can then be discussed (Sebti?2).

5.4.1 Spatial scales of a cloud ensemble at radiative-comtre equilibrium

Figure 5.9 shows the spatial scales existing at RCE for affitoed simulation. The vertical ve-
locity field (Figure 5.9(a)) exists at a wide range of scalsry near the surface where there are
dry, boundary layer plumes, vertical velocity structurgisteat all scales, with many small-scale
structures. As height increases, the relative power atrttedl Scale decreases and a larger portion
of the power is found on the large scales. This is consistédtfit tivere being fewer clouds with

increasing height, as seen in Figure 3.12.

The potential temperature, water vapour mixing ratio atativee humidity have similar character-
istics, exhibiting the same spatial structures almostpeddent of height. All these thermodynamic

variables show increasing relative power at longer wayghen Furthermore, the magnitudes of the
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Figure 5.9 Normalised power of spatial fields of a) vertical velocity, dotential temperature, c) water
vapour mixing ratio and d) relative humidity at differentiglets for flux-forced RCE taken from a period of
240hr, sampled ever$ hr. All fields are shown at heights 85 m (magenta line)925m (blue line),3 km
(cyan line),4.9 km (green line) an®.1 km (red line). These heights are chosen to be the same asithose

Figure 5.6, but also include some lower levels. Note thewdifft vertical axis in a).

normalised power are similar; Figures 5.9(b), 5.9(c) artfdj.are on the same scale. The main
differences in the thermodynamic structures are in therpialeeemperature near to the surface and

the water vapour mixing ratio structures above kKm

Potential temperature shows increased power at long waythle near the surface, suggesting that
the power is predominantly at the domain mean. A reason ientay be due to the boundary layer
structure below the clouds. The temperature structureristcained, with sensible heat fluxes de-
creasing with height through the majority of the boundagpetaalthough at the top of the boundary
layer there is a downwards heat flux due to the entrainmerigb&h potential temperature air from

above. As the system is in RCE, this heat-flux profile medititegluxes between the surface and
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the cloud base. The surface sensible heat fluxes are unifmrmear the surface the temperature
field can exist only on large scales. It is likely that the watgpour mixing ratio field in the sub-
cloud layer is found on a greater range of scales, as thisiiédluenced by moisture structures in
the clouds. Larger variations in moisture fluxes comparezbtwible heat fluxes are shown in Stull

(1988), their Figures 3.1 and 3.2.

Above 49 km there is relatively less power in the water vapour strustlaelarge scales. The
freezing level is «m (Figure 3.6(b)), so above this height there is relativetjeliwater vapour and

the water vapour that does exist is found on smaller scales.

The focus of this study is the time-evolution of deep coneectvell above the boundary layer,
within the deep convective cloud layer. At these levels thatial fields of the thermodynamic
variables are shown in Figure 5.9 to be insensitive to thetdwgight chosen. They will be discussed

at 3km

5.4.2 The evolution of spatial scales with time-varying faring

The spatial scales of the thermodynamic variables will Beudised at a height of8nfor T = 24 hr

andt = 3 hr. The spatial scales of vertical velocity will not be disa@sn detail as the time
evolution of this field is closely coupled with the forcing)dais therefore qualitatively similar for
different forcing timescales. However, the vertical vélpdield will be used here to illustrate the

characteristics of a spatial field as represented by bothlikelute and normalised power.

Figure 5.10 compares of the spectral power of vertical wgl@t different times in the forcing cy-
cle whent = 24 hr. It shows that when there is no convection in the domain fire-forcing) and
also at the convective minimum, there is low power in absdletms at all wavelengthRelatively
speaking, however, there is more power at longer wavelsr{§iigure 5.10(b)), suggesting a domi-
nance by the mean state. When convection triggers, powetases at all scales, with more relative
power at the small scales associated with the scatteredskren in Figure 4.4. At the maximum
of convection, as the clouds become organised, the powestmdbsolute and relative terms de-
creases (increases) at the smaller (longer) wavelengththe’convection begins to decay the power

reduces at all scales, although relatively it decays mauiglisaat the smaller wavelengths.

This example serves to show that there is useful informatidnoth the absolute and the normalised

power field. The absolute field will show how the time evolatiof the convection modifies the
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spatial structures, but it cannot be used straightforwatalicompare the power at different times
in the forcing cycle. The normalised power shows clearly dbeinant scales. For this reason,
normalised power will be used in the remainder of this sediiodiscuss the thermodynamic fields

at different times in the forcing cycles of differing length
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Figure 5.10 A comparison of a) the power and b) the normalised power ofpladial field of vertical velocity
at a height of3 km for key times during the forcing cycle for a time-varyiimgation wherer = 24 hr.
These times are chosen to be the same as those in Figure&.8nie of triggering (blue lines), convective
maximum (green lines) and end of convection (red lines)asda include times when there are no clouds
in the domain, notably pre-forcing (magenta lines) and emtive minimum (black lines). These times are

illustrated in Figure 5.7 and discussed in Table 5.2.

Dependent on the forcing timescale there are significaférdifices in the time evolution of the
spatial fields of potential temperature and water vapouiingixatio (Figure 5.11), although the
spatial characteristics of each thermodynamic varialdesamilar. Therefore, the temperature and
water vapour spatial structures will be discussed as omentityynamic field. With a long forc-
ing timescale { = 24 hr), before the convection triggers the thermodynamic fieidtexat longer
wavelengths, although these structures are weak, as ségéguire 5.1(c). When convection trig-
gers, power increases at the smaller wavelengths. At ciweanaximum the relative power shifts
to slightly larger scales and moderate wavelength8-¢ 20km). As the convection starts to decay,
similar to the results for the vertical velocity field, thdatd/e power is reduced at the smaller wave-
lengths and remains on the longer wavelengths. After tHaceiforcing is switched off, power is

removed at all wavelengths, with a weak relative shift tgglemwavelengths.

The spatial structures undergo very limited temporal éi@hat 3kmwhen forced at = 3 hr. At

all times the thermodynamic field has significant power fovelangths> 7 km When convection
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Figure 5.11: Normalised power of thermodynamic spatial fields at a heafl3tkm for key times during the
forcing cycle of time-varying simulations. a, T} 24 hr and b, d)t = 3 hr. For a, b) potential temperature
and c, d) for water vapour mixing ratio. The times are precfog (magenta lines), the time of triggering
(blue lines), convective maximum (green lines), the endo¥ection (red lines) and convective minimum

(black lines). These times are illustrated in Figure 5.7 aigtussed in Table 5.2.

is at a maximum, it is possible to detect the clouds produsimgll-scale structure in the potential

temperature, but otherwise the structures are fairly stesi with time.

Figure 5.12 summarises the findings in Figure 5.11 usingivelaumidity, which (as shown in Fig-
ure 5.9(d)) has the characteristics of both potential teatpee and water vapour. The normalised
power is shown at two important times in the forcing cycle.e3& are convective maximum and
pre-forcing fort = 24 hr and convective maximum and convective minimum foe 3 hr. The

timings for each forcing timescale are taken to be comparaslillustrated in Figure 5.7.

With T = 24 hr, at maximum convection there is power at all wavelengthtioabh as the con-

vection decays the power reduces relatively at the modscates ot 5— 20 kmand shifts to the
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Figure 5.12 Normalised power of relative humidity field at a height3okm and at two times during the
forcing cycle of time-varying simulations= 24 hr (dashed line) and = 3 hr (solid line). The times of
convective maximum are shown by red lines and the pre-fpanil convective minimum are shown as blue

lines. These times are illustrated in more detail in Figuré &nd discussed in Table 5.2.

longer wavelengths. Interestingly, there is more powepavective maximum on moderate scales
whenTt = 24 hr than wherr = 3 hr. Fort = 3 hr, there is power at the same scales at both times of
maximum and minimum convection. At convective minimum, foe 3 hr there is relatively more
power in the scales ot 5— 30 kmthan fort = 24 hr, despite the longer forcing timescale having

more power on moderate scales at convective maximum.

These characteristics of the spatial variability are widlistrated by Figure 5.1. At the longer
forcing timescaler = 24 hr, the water vapour anomaly field evolves from a large rangdrohg
spatial structures at the time of maximum convection to § verak, large-scale field just before
convection triggers. When the convection does triggerdtipces small clouds all over the domain.
At a short forcing timescala, = 3 hr, the large variability in the water vapour field is still pees
when convection triggers. When convection triggers, cbonctur predominantly in the more moist

regions of the domain.

5.5 Summary and discussion

This chapter has discussed the spatial structure of thentitgmamic fields within a convective
ensemble forced by time-varying surface fluxes. Investgat have focussed on two forcing

timescales (24r and 3hr), as in Chapter 4 the convective response was found to héfeeeat
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characteristics at these timescales. It was found thataviitincing timescale of 8r the convective
response was indicative of a system with memory. In contmaen the forcing timescale was
24 hr any effects of memory were not readily apparent. As the domaan, initial state potential
temperature and moisture were found not to provide any atidic of the total convective response

to a forcing cycle, it was hypothesised that spatial vasietiabout this mean may be important.

A theory for the normalised mass flux variand€)(was introduced. This had been previously used
to explain fluctuations about radiative-convective eguilim (RCE) when temperature-forced. Co-
hen and Craig (2006) showed that the validity of the theoryg semstive to the domain size used. It
was shown here that the theory was also sensitive (weakietaloud definition used and (more
strongly) to the method by which the convection was forcecakvitions from theory, however,
were of a similar magnitude to Cohen and Craig (2006). Tharapton of a random distribu-
tion of clouds, made in formulating the theory, was examiaed it was suggested that deviations
from the theory may be explained by organisation of the ccinve clouds. The organisation of
clouds was measured by the cumulative probability distidiouof cloud spacings, normalised by
a completely random probability distribution. At RCE cleudere found to organise at scales of

5—-10km

The theory was tested for simulations with a time-varyingifoy. 7" was found to vary in time with
deviations from theory attributable to the time-evolutiminconvective organisation. In the 2w
simulation convection triggered on a range of scales, Wwitheing relatively large. Shortly after
triggering the clouds are distributed increasingly raniyoamd ¥ reduces. During the remainder of
the convective respons#; increases and convection organises on scales-dftkm Fort =3 hr,

¥ experienced less time evolution. Convection triggers atesoof 5- 10 kmand remains on these
scales throughout the forcing cycle. When the convectigparse is strongest, the organisation is

slightly more random and” decreases accordingly.

The evolution of the complete convective lifecycle canretibtermined from the cloud distribution
when clouds are not present. Therefore, in conjuction viséghdoud distribution, power spectra of
the horizontal spatial fields were examined. Normalisedgrapectra were used to compare the
relative power of the spatial structures at different tiraed with different forcing timescales. (Ab-
solute power was strongly affected by the phase of the gyitlerias shown that dynamic variables
such as vertical velocity were dependent on the current @viorcing, but that thermodynamic
variables were not directly linked to the forcing. Potentéamperature and water vapour mixing

ratio (and hence also relative humidity) had similar timeletrons, but it was shown that these
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thermodynamic structures evolved differently foe 24 hr andt = 3 hr.

In particular, it was shown that the thermodynamic spatialctures in the dhr simulation un-
derwent limited time evolution. Structures were observedcales of 5- 20 km at convective
maximum, and these structures were still present at cameegtinimum, when the majority of
the convective clouds had decayed. FEct 24 hr, the spatial structures experienced greater time
evolution. Notably, when convection was at a maximum spatiactures were observed on scales
similar to those forr = 3 hr. However, when convection reached a minimum there wasdmit

relative power on scales of-520 kmand greater power at longer wavelengths.

These findings are summarised in Figure 5.13, which showsrtteevolution of the cloud field
and the spatial structures of water vapour &tvor both 24hr and 3hr forcing timescales. It may
be noted that the horizontal water vapour anomalies andidlelds are most similar at convective
maximum. At this time the convection has become organisestales of 5- 10 kmand the spatial
structures are present on scales ef B0 km As the convection decays to its minimum level, dif-
ferences occur between the forcing timescalest At3 hr convection may still be present at scales
of 5—10km, and there is still power in the water vapour field on scalgs-eR0 km However, at

T = 24 hr there is no convection and there is no significant power irsfadial structures on scales
of 5—20km When convection triggers on a forcing timescale ¢fr3he convection is organised
on scales of 5- 10kmin locations that are more moist, but for= 24 hr convection triggers almost
randomly on a range of scales. It is suggested the orgammsatitriggering wherr = 3 hr is due

to the presence of spatial structures on scales-e26km Futhermore, it is suggested that these
spatial structures, which persist whegs= 3 hr and not wherr = 24 hr, provide the mechanism for

memory in the convective system.

Figure 5.13 suggests that two timescales are importantfifBhes the timescale at which convection
organises. As seen when= 24 hr, convection takes a finite period to adjust to a preferredapa
scale. The second key timescale is the time needed for cioweo decay fully. By contrasting
the spatial fields for the 2Ar and 3hr forcing timescales, given sufficient time it can be seen that
the dissiption of cloudy air will remove any spatial struetst Hence, if there is sufficient time to
remove spatial structures, the convective system has noomyeshprevious convection. However

if convection has insufficent time to organise in the firstanse, then strong spatial structures may

not be formed.
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It is speculated that the lack of spatial structures due talmence of memory may contribute to
the 'spike’ observed when = 24 hr. As there are no pre-existing spatial strutures in the domai
convection triggers strongly, with each cloud triggeretiracindependently. As the convection

organises the clouds within the ensemble interact begintévact.

It has been shown that convective clouds within an ensemgknse even when homogeneously
forced. In this study clouds organised with preferred clspdcings of 5- 10 km These clouds
preferentially warm and moisten their surrounding envinents creating spatial structures on
scales of 5- 20 km The presence of these structures modifies the subsequemictive response
and provides memory. If a convective ensemble is given seffficime to decay these structures
will be removed. In these situations there will be no fee#thaithin the system and the convective

ensemble will be predominantly affected by the currentifayc
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Conclusions

Convection and convective processes play an importanirnrtie atmosphere. The vertical motions
resulting from convection transport large amounts of hedtmoisture from the surface into the
free troposphere where complex interactions occur withtineaand climate systems. As convec-
tive processes have a fundamental role in the atmospheléstienumerical atmospheric models
require some form of representation of convection. In lowzZumtal resolution numerical weather
prediction and climate models the effects of convectiorictvlaccur on scales smaller than the grid
length, are represented by means glaaameterisation A convective parameterisation represents
the mean effect of the sub-grid convection on the large dtale i.e. the scheme approximates
the un-resolved convection forced by the resolved largdestiow, and modifies the large-scale

environment to account for the effect of the convection.

The development of convective parameterisations hasdrelieassumptions about the sub-grid
convection and its relationship to the large-scale. Inipaler, a scale separation is assumed to exist
in space and time between the cloud scale and the largeftoalewith the sub-grid convection
having much smaller temporal and spatial scales than tige krale forcing. If this assumption
is valid then the sub-grid convection can (at least in ppal®)i be approximated in terms of the
current large-scale forcing. In these situations the cciime is defined to be irequilibrium with

the large-scale forcing. One key aspect underlying thisliegum assumption is very important
for a time-varying forcing mechanism. Specifically, it issasied that the timescale on which
convection adjusts to the forcing,;) is much smaller than the timescale of the evolution of the
forcing (1is). The convection will then adjust to the forcing through deseof quasi-equilibrium
states. Inherent is the idea that it is possible to sepdnatéotcing and the convective response.
In the real atmosphere convection directly affects theifigrand, therefore, the forcing cannot be
truly time-invariant. These complex interactions are naatly considered in this thesis. However,

this issue highlights the need to investigate convectiae$ponse to a time-varying forcing.

The validity of the assumption of scale separation betwdenconvective timescales and the

timescale of the forcing was the specific focus of this stddhe overall aim has been to understand
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how convection responds to a time-varying forcing whenddrat different timescales. Hence the
forcing timescale 1) has been prescribed and the simulated convection has Heeedto re-

spond freely to the forcing. The validity of an equilibriur, quasi-equilibrium, assumption was
examined by investigation of the convective response fange of near-diurnal and sub-diurnal

forcing timescales.

This study was directed in two, parallel directions. Thet fiteand was an analytic model of con-
vection with an explicit memory timescale, forced at diéfier timescales. With the analytic model
it was shown that the presence of memory modified the coneertsponse, and the response was
characterised for different combinations of memory andifay timescales. The second strand in-
volved investigating a cloud-resolving model (CRM), whiekplicitly resolves the ensemble of
convection that a parameterisation attempts to represenhumerical model. The response of the
CRM was investigated when forced at different timescald®e TRM was used to test the quasi-
equilibrium assumption for a realistic convective ensenaid the results were compared to those
found from the analytic model to determine the effect of mgmno the convective system. In a
CRM the memory timescale is inherently set by the physicavective processes, and therefore the
effects of memory can only be determined by comparing theacheristics of the response from

the CRM with those from the analytic model.

For forcing timescales where memory may be modifying thevective responses(10 hr), the
cloud field in the CRM was studied in order to elucidate thesatgl mechanisms that control
memory. This method, whereby insightful analysis of CRMgdattions is used to generate 'better
ideas’ for parameterisations, is called the “Aha” mechan{Randallet al., 2003). By artificially
controlling the prescribed forcing timescale the physmalcesses that control memory could be

investigated in a manner not possible in the real atmosphere

6.1 Summary and discussion

The main part of this thesis is a study investigating theaasp of a convective ensemble ina CRM
to a time-varying surface forcing. From this it was deterdirthat for some forcing timescales
the convection experienced feedback from previous coimreend that the response resembled a
system with memory. This implies that the convective respamas not simply related to the current

forcing but depended on the time-history of the convectjxstem.
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To prescribe a time-varying forcing in a physically meafithgenergetically-controlled manner
the forcing was specified as time-varying surface sensiidatent heat fluxes and constant long-
wave cooling. In the case of a forcing timescale oft24he convective ensemble was shown to
resemble a convective ensemble experiencing a diurnak.cydbwever, other values of forcing
timescale were also investigated. The model setup was atdep&om previous studies that have
used a CRM forced to radiative-convective equilibrium (RQ#y specifying a constant longwave
cooling and a constant sea surface temperature. It was finandhe bulk RCE properties of the
convective ensemble were very similar regardless of whetindace temperature or surface fluxes
were specified. Similarly the cloud statistics at RCE haldlgensitivity to the domain size chosen.
Convective organisation was found to occur using both fgrenechanisms although increased or-
ganisation was found when surface fluxes were specified. Wamssattributed to differences in the

cold pool dynamics.

The surface-flux-forced convective ensemble, in conjenctvith the analytic model, were used to

answer the following thesis questions:

Q1. How can a state of equilibrium usefully be defined when thdorcing is time-varying?
Quasi-equilibrium thinking suggests that convection at eaeh point in time is related to the
current forcing. Can this idea be applied for a given time-vaying convective response? And

if not, how might the ideas from theory be adapted?

A quasi-equilibrium assumption which directly relates tineeseries of the convective response to
the forcing cannot be applied when the forcing varies in tifi@ansition periods, for example the
development of convection when first triggered, are astmtiaith a convective response which
is delayed in comparison with the forcing timeseries. Famtfore, in the time-varying simulation
studies presented here the moist static energy is designed in balance only over eomplete
forcing cycle At any point in time the convective heating may not be in ditealance with the
forcing. It may, however, be argued that for a time-varyiongcing the total convection should

balance the total forcing the over the complete forcingeycl

The budget over a forcing cycle provided a useful measurbaehbility of the system to achieve
equilibrium. The total prescribed forcing was identicatleyto-cycle and therefore (if the sys-
tem can be meaningfully said to be in equilibrium with thecfog) the total convective response
should be identical cycle-to-cycle. A measure of the cdesty of the response cycle-to-cycle

was the standard deviation of the total convection overraggeiccessive cycles. Small standard
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deviations denote systems where this 'new’ definition of quilébrium was achieved. Large stan-
dard deviations suggested that equilibrium was not actiewe situations where an equilibrium
was not achieved, it was suggested that memory of previomngecton was modifying the current

convective response.

The 'new’ definition of equilibrium used in this thesis is fidein a theoretical context, as the
forcing is explicitly known and each individual forcing dgacan be separated from the previous and
subsequent forcing cycles. The convection associatedeaithforcing cycle can also be isolated
and attributed to a forcing cycle. The definition of equililon exploits the periodic and repetitive
nature of the forcing and this is used to imply a regular, tiépe convective response. However,
this definition would be more difficult to apply in the real atsphere where the timeseries for the
convective forcing may be difficult to define. Furthermorettae forcing is unlikely to be repetitive,
a standard deviation of the total convective response isnaainingful in terms of an equilibrium.
Whilst this definition of an equilibrium may only be usefuligdealised CRM studies, it represents

a first attempt to quantify the equilibrium when the conweetorcing varies in time.

By defining equilibrium in relation to the total convectivesponse over a complete forcing cycle,
the convection is linked in the 'weakest’ possible term$woforcing. The moist static energy in the
system is only balanced over a complete forcing cycle soeatényleastequilibrium convection
should balance the forcing over a complete forcing cyclas @kfinition of equilibrium is proposed
as a necessary condition for the system to be in a meanirgjiltium. Other, stronger definitions
(for example a strict condition relating the convectivepmsse at any time to the forcing at that time)
could be envisaged. However, such definitions of equilirazan only be satisfied if the definition

of equilibrium introduced in this thesis is also satisfied.

As this 'new’ definition of equilibrium considers convectiintegrated over a period of time, the
lifecycle of convective development and decay is encodtmtire definition. If a convective cloud
is triggered in response to a change in forcing, then thdtimegicloud forms a part of the energy
balance through which the instability is removed. The clougst complete its lifecycle in order
to complete the adjustment required to balance the foréMigenever the 'new’ definition of equi-
librium holds then all convective clouds triggered durinépecing cycle complete their lifecycle
within that forcing cycle, and therefore fully adjust thessgm in response to the imposed forcing.
If the definition of equilibrium does not hold then the cloymteduced will not have completed their
entire lifecycles and the convection has not fully adjugtethe forcing within that forcing cycle.

This implies that the system will experience memory.
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Q2. Given a useful definition of an equilibrium from Q1, for what values of forcing timescale is
the equilibrium assumption valid? Do situations, where theassumption is not valid, resemble

situations where a system has memory?

The 'new’ definition of equilibrium was used to investigale tresponse of a convective ensemble
in a CRM when forced on a range of timescales. It was foundwiesn convection was forced
at long timescalesz(10 hr), the standard deviation of the total convection was smiallthese
situations the convection was the same cycle-to-cycle bettore the convection is adjusting to
the forcing for each forcing cycle within the forcing cycla.these situations the convection can be
considered to be in an equilibrium with the forcing. Whenftireing timescale was short (LOhr),

the values of standard deviation were larger, indicatingatians in the total convection between
the cycles. For these values of forcing timescale the caiorewas not completing the adjustment
to the forcing within the forcing cycle; some convectiveurds had not completed their lifecycle
during the forcing cycle. These clouds provide a mechanisrareby the convection can modify

the convection on the subsequent forcing cycle.

An analytic model was used to investigate the convectivearese in a system that had memory. The
model had three timescales associated with it - a forcinggaale, which defined the period of the
forcing; the closure timescale, which defined the rate atkwisbnvection developed in response
to a forcing; and the memory timescale, which defined howdhgghe convection adjusted to a

change in forcing. The characteristics of the convectigpoase were set by the relationship of the
forcing timescale to the memory timescale. Many convegbi@smeterisations include a closure

timescale, but have no analogue of the memory timescale.

It was found that when the memory timescale and the forcimgdcale were very different the
response was simple and predictable. For tnemthere was sufficient time for the convection to
adjust to the forcing and the response was repetitive, airitil shape to the forcing function. The
convective response was the same cycle-to-cycle and.foherdased on the 'new’ definition of
equilibrium, the convection was in an equilibrium with tleeding. When there was a 'moderate’
memory (i.e. there is a smaller difference between the mgmod the forcing timescale) there is
less similarity between the convection and the forcing.ré&lweas insufficient time in a single cycle
for the convection to respond to the forcing in that cycle laadce there was feedback of convection
onto subsequent cycles. This results in different amoulntistal convection cycle-to-cycle. From
the 'new’ definition of equilibrium, the convection was falimot be in an equilibrium with the

forcing. Hence, when memory effects become more pronoutie@donvection shows increasing
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levels of dis-equilibrium with the forcing.
From a comparison of the results from the CRM and the anatytidel it can be concluded that:

e A convective ensemble is in an equilibrium with its forcindnen forcing timescales are long

(2 10hr). The convection fully adjusts to the forcing at these tioadss.

¢ At short forcing timescalesS(10 hr) convection does not achieve an equilibrium with the fagcin
Here the convective clouds produced within a forcing cydendt complete the adjustment to the

forcing and so there is memory in the system.

Q3. In situations where an equilibrium assumption is not vaid, what physical mechanisms

may be causing the convective response to differ from that @ected for the current forcing?

The convective response was found to be in an equilibriurh thig forcing forr 2 10 hr and not to

be in equilibrium fort < 10 hr. Two particular forcing timescales were chosen to reptemeequi-
librium situation and a non-equilibrium situation, Bdand 3hr respectively. Detailed analysis was
performed on the time-evolution of the convective enserablkese forcing timescales to determine
physical mechanisms for departures from equilibrium. @mts between the characteristics of the
convective response at the two forcing timescales enahlagstigation of the mechanisms which

caused memory.

In the 3hr simulation, non-equilibrium was characterised by totalexztion which was different
cycle-to-cycle. It was suggested that this was due to theesysetaining memory of the previ-
ous convection. If there was memory in the system, suffidiemhodify the response, then some
signature of the convection in the previous cycle should lesgnt in the initial conditions at the
start of the forcing cycle. Comparison of the initial comatits of the 3hr simulation to an equilib-
rium case (24r) showed that at both forcing timescales the mean and stntdsiations of the

domain-mean initial profiles of potential temperature, stunie and stability were similar.

Further analysis was performed for thér3simulation by partitioning the cycles with the strongest
convection and the weakest convection, and conditionaligpositing the domain-mean initial pro-
files. It was found that there was little difference in the pasited initial profiles, and in particular
that the strongest and weakest convective cycles werenngiie standard deviation. Hence, from
a diagnostic parameterisation perspective the conveatouid be the same in both cases. Memory

was not communicated through the mean profile.
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Further investigations utilised two methods of definingtigpalistributions in the domain. The
first, which could only be used when clouds were present,sied on determining cloud spacings.
The clouds were found to organise, during the positive ghatthe response cycles, with preferred
spacings of 5- 10km In the 24hr simulation the convection decayed while the surface fgreias
switched off. However, for the Br simulation some convection remained throughout the cample
forcing cycle. The second measure of spatial distributromlved computing horizontal Fourier
transforms of the thermodynamic spatial structures in tmean. These could be found even when
no clouds were present. Foe= 3 hr, spatial structures were found to persist on scales-o7 km
throughout the forcing cycle. Far= 24 hr, these structures decayed while convection was inactive,
and there was very little indication of the earlier struetiat the start of the next forcing cycle. At
the start of each forcing cycle, the spatial structure ofttieemodynamic variables in the domain

was dominated by the domain mean.

It is hypothesised that these thermodynamic spatial sirest which are the remnants of previous
convective events, modify the atmosphere in such a managethéy provide memory. The spatial
structures represent part of the lifecycle of convectidre-decay phase of strong convective clouds.
Hence if there is insufficient time for these structures todmoved then the convective clouds have
not completed their lifecycle. The persistence of suchcsiines relating to previous convection

prevents the convection achieving equilibrium.

Two relevant timescales can be identified for this mechanighe time taken for convection to
organise and the time taken for convection to decay. By afigthe ensemble to adjust to a state
in which convection organises, regions close to the mosteacbnvection are modified compared
to their surroundings. These areas are preferentially mamen and moist. As the convection
decays over its complete lifecycle such regions are grdesdded. In both simulations (& and

24 hr) convection organises, although organisation occurs mapelly whent = 3 hr. For the
24 hr simulation convection decays almost completely whereaswh= 3 hr convection does not

completely decay, hence allowing memory and more rapidnisg#on in subsequent cycles.

6.2 Limitations and future work

This study has raised further questions that have not beswemad as part of this thesis. The

limitations of this study will be put in context of further wothat is recommended.
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¢ It has been shown that the statistics of the convective eplgeare sensitive to the model res-
olution used. The convective clouds here have been showmave & range of sizes, although
predominantly they are small, close to the grid scale. Tletmels therefore have strong local ef-
fects, intensely modifying the atmosphere over a small.afddnigher resolution the clouds may

have more structure and may develop different organisation

e In this study and previous studies it has been shown thatectie organisation is stronger on
larger domains, or rather that small domain sizes may aafiffadampen the effects of organisation.
If a parameterisation is representing the convection inmateé model grid box of lengthx then

it may be that the parameterisation should be representygnisation. However, the effects of

organisation are likely to be dependentfon

e The simulations presented do not include large-scale #idneor example) as an external forc-
ing. In these simulations, it was shown that the potentiapterature maintains a moist adiabatic
profile when the surface forcing is switched off and thatigpatructures are able to persist during
this time, remaining coherent in the vertical. If there wadglitional external forcings acting then
these structures may be modified and the mechanism for memigthyt be less apparent. On the
other hand, large-scale imposed vertical wind shear hasdiemvn to organise convection and may

provide another mechanism for memory effects.

¢ In dry, Rayleigh-Benard convection (i.e. without compl@ndinear interactions due to moisture)
there is organisation on the scale of the depth of the conedetyer. In the atmosphere convection
is known to organise due to various mechanisms, such asdagooonvection occurring at the
leading edge of cold pools. However, it has not yet been sheteather convection in the atmo-
sphere also has a similar intrinsic scale of organisatiehpyg the depth of the convective layer.
In these idealised simulations, many of the mechanismsngdd organisation in the atmosphere
have been disabled (e.g. wind shear, rotation, interactid@tion). It would therefore be of in-

terest to perform sensitivity studies modifying the depthihe convection (i.e. the depth of the
troposphere) in order to test what sets the scale on whichdieection organises. Tests modify-
ing the evaporative downdrafts could be used in parallekterdnine the role of cold pools on the

organisation.

e Cohen and Craig (2006) investigated the response of a civerensemble to different strengths
of longwave cooling. The authors showed that when it is mémengly forced the convective

ensemble exhibits less organisation. With a strong foremgncreased number of clouds per unit
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area are required, and additional interactions reducetktet of organisation. It would be useful
to understand how the reduced organisation in such sirokteffects the spatial structures of
thermodynamic variables and hence the memory in the sysiiemust be noted that the forcing
used in this thesis represents a relatively strong diunekc If weaker forcings tend to organise

more strongly then the effects of memory may also be stroimgguch cases.

e This study has shown that for a convective system with mentbiy memory is carried in the
thermodynamic spatial structures. It is yet to be deterthimew to quantify the impact of these
structures on the subsequent convection. Figure 6.1 sh@uwnéan normalised power of the rel-
ative humidity field, with standard deviation, for compesitycles with 'strong’ and 'weak’ con-
vection, andr = 3 hr (as introduced in Section 4.7.2). The strong cycles are\siies with the
largest total integrated cloud base mass flux, and the wedksgre six cycles with the smallest
total integrated cloud base mass flux. Figure 6.1 shows lilea¢ tis no difference in the power in
the spatial structures on scales of 20 kmbetween the strong and weak convective cycles. There
is also very little difference in the standard deviation$wug, the convective activity in the subse-
quent forcing cycle cannot be simply related to the strendtine spatial structures. Future work
would be necessary to determine what aspects of the sptiatilses do modify the intensity of

subsequent convection.
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Figure 6.1 Normalised power of relative humidity field far= 3 hr at a height of3 km. The relative

humidity field at the start of the forcing for 12 successiveleyhas been partitioned by the total integrated
cloud base mass flux. The mean FFT is given by solid lines andatd deviation by dashed lines. When
there is 'strong’ convection lines are red and 'weak’ corti@tlines are blue. (See Section 4.7.2 for further

discussion of the partioning.)

e The study has investigated convection forced by a timesé¢hiat has equal lengths of positive

153




Chapter 6 Conclusions

forcing and zero forcing. Hence the convection has the same ih the organisation phase as
in the decay phase (Figure 5.13). Results showed that fohaf8rcing timescale convection
was organised on scales-510 km and that the signature of this organisation persisted tirou
successive forcing cycles. Far= 24 hr the convection became organised during the positive
phase of the forcing cycle but the long period without sweficing allowed the convective spatial
structures to decay. It was shown in Section 4.4.3 that mingjfthe length of time for which there
was zero surface forcing altered the characteristics ofctnwective response when convection
triggered. In a similar manner, it might be anticipated thateasing the length of the time with
zero forcing in the 3hr simulation would allow the spatial structures to decayHhert reducing
the memory in the system. Reducing the period of zero foritirthe 24hr simulation may allow
spatial structures to persist, therefore adding memorkidadsponse. To understand the complete
lifecycle of the convective system it would also be necgstadetermine the timescale on which
convection organises. The organisation and decay tinescady not be the same but this cannot

be determined from these simulations.

6.3 Implications

Through this study it has been possible to show that corvecioesself-organise The convec-

tive ensemble investigated in a CRM was homogeneously doaoel mechanisms that promoted
organisation, such as rotation, wind shear and interadig@tion, were excluded. However, it was
found that convection organised on scales eff® km The extent of the organisation was sensitive

to the method of forcing (specified SST or fluxes) but was prteiseboth cases.

This is contrary to most current convective parametensatiwhich are based on the assumption
of a random distribution of clouds, which was introduced yalkawa and Schubert (1974). For
example, a recent parameterisation by Plant and Craig [223@s a stochastic parameterisation on
the theory of mass flux variance introduced by Craig and C¢k@d6), which explicity assumes a
completely random distribution of clouds. If, through ceative self-organisation the distribution
is not random, then this is a defect of current paramet@isait Recent thinking has included

consideration of the representation of mesoscale orgams#or example (Gray and Shutts, 2002).

The self-organisation of convection within the ensembie cause memory within the convective

system. Memory prevents the convective response beingtlirelated to the current forcing. The
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explicit inclusion of memory in a parameterisation may bhiewed by using a prognostic con-
vective parameterisation to directly feedback previousveotion (Pan and Randall, 1998; Piriou
et al, 2007). However, it is not yet clear how that would be achiev8tochastic parameterisa-
tions introduce variability to the convection parameedidy traditional parameterisations, hence
providing deviations from equilibrium (Arribas, 2004). ritay be that the effects of memory are
similar to those implied in a stochastic scheme (Neetial, 2008). However, through a parame-
terisation scheme including memory, it may be possible ¢tuite variability in a more physically

meaningful manner.

The results of this study, by showing that convection has argnprovide further evidence of the
limitations of diagnostic parameterisation schemes. kample, a parameterisation may diagnose
that some depth of the atmosphere will support convectiahare@mpt to modify the large scale
accordingly. However, if the effects of any previous coti@tare not simply encoded in the large
scale state then the depth of the atmosphere that suppowsatimn could also be dependent on the
depth of previous convection. It may be that memory couldnt®duced into a parameterisation

by carrying forwards some measures of the depth and inyeofsiirevious convection.

To account for the effects of departures from strict eqiilifm, closure timescales have been intro-
duced to the current generation of parameterisations. bsere timescale has become ’a tunable
parameter’ in that there are no direct measurements ofithestale, and its value is set through
a combination of experimentation and our existing undadstay of the rate at which convection
adjusts to the forcing. Because of its importance and uaicgytit has been used as a parameter for
testing climate sensitivities (Murplet al., 2004) and in ensemble climate prediction (Collatsl.,
2006). The closure timescale has also been directly modiffezh increasing model resolution in
numerical weather prediction (N. Robent&rs. comn). This study is partly an attempt to under-
stand at what timescales convection does adjust to thenfpraiith the hope that uncertainties in the
closure time can be removed. With further effort to underdtaore fully the physical mechanisms
whereby convection self-organises, and the role of meniiiy,hoped that further developments

to parameterisations can be achieved for the benefit of thesgtheric modelling community.
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APPENDIX A

Notation conventions

Total mass flux in convective ensemijleg s™*| or

[kg nT2 s71] when normalised by domain size (preferred)

Cloud base mass flujkg nT2 s72]

Atmospheric temperaturi]

Surface temperatur&]

Atmospheric cooling rat¢K s

Convective heating rateK s

Equilibrium convective heating rafé< s

Memory timescalgs?]

Closure timescalés |

Time steplhr] in analytic model ofs] in CRM

Forcing timescaléhr]

Total convective heating over a forcing cycle

Mean total convective heating averaged over successigmipcycles
Standard deviation in the total convective heating ovecsssive forcing cycles
Damping timescalgs ]|

Base of damping laygm|

Depth of damping layejim]

Sensible heat flufw nr2]

Latent heat flu{W nr2]

Radiative coolingW nr2]

Longwave cooling ratgK s

Total integrated cloud base mass flux over a forcing cjktent 2]
Mean total integrated cloud base mass flux over a forcingec{}«g rrrz]
Standard deviation total integrated cloud base mass fluxafa@cing cycle[kg n1?]
Mean total integrated surface precipitation over a forapge [mn]
Standard deviation total integrated precipitation ovesraifg cycle[mm
Number of clouds

Mean mass flux per cloufkg n2]

Mean cloud aredkn?]

V= % x (N) Normalised mass flux variance
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