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## List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Units</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>-</td>
<td>Attenuation coefficient</td>
</tr>
<tr>
<td>$\alpha_s$</td>
<td>-</td>
<td>Spectral surface albedo</td>
</tr>
<tr>
<td>$\alpha_v$</td>
<td>-</td>
<td>Offset of Eqn.(2.43)</td>
</tr>
<tr>
<td>$\beta_v$</td>
<td>-</td>
<td>Coefficient of Eqn.(2.43)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>-</td>
<td>Transmissivity of the vegetation layer</td>
</tr>
<tr>
<td>$\gamma_D$</td>
<td>[m]</td>
<td>Penetration depth</td>
</tr>
<tr>
<td>$\theta$</td>
<td>[']</td>
<td>Incidence angle</td>
</tr>
<tr>
<td>$\theta_{obs}$</td>
<td>[']</td>
<td>Observed incidence angle</td>
</tr>
<tr>
<td>$\theta_{ref}$</td>
<td>[']</td>
<td>Reference angle</td>
</tr>
<tr>
<td>$\omega$</td>
<td>-</td>
<td>Single scattering albedo</td>
</tr>
<tr>
<td>$\omega_f$</td>
<td>[Hz]</td>
<td>Angular frequency</td>
</tr>
<tr>
<td>$\varepsilon'$</td>
<td>-</td>
<td>Real part of dielectric constant</td>
</tr>
<tr>
<td>$\varepsilon''$</td>
<td>-</td>
<td>Imaginary part of dielectric constant</td>
</tr>
<tr>
<td>$\varepsilon_0'$</td>
<td>[F/m]</td>
<td>Permittivity of free space (~8.9×10^{-12})</td>
</tr>
<tr>
<td>$\varepsilon_r$</td>
<td>-</td>
<td>Relative dielectric constant of the material</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>[kg/m^3]</td>
<td>Dry soil density</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>[kg/m^3]</td>
<td>Density of water</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>[S/m]</td>
<td>Electrical conductivity</td>
</tr>
<tr>
<td>$\sigma_{hh}$</td>
<td>[dB]</td>
<td>Backscatter in HH polarisation</td>
</tr>
<tr>
<td>$\sigma_{norm}$</td>
<td>[dB]</td>
<td>Normalised backscatter</td>
</tr>
<tr>
<td>$\sigma_{obs}$</td>
<td>[dB]</td>
<td>Observed backscatter</td>
</tr>
<tr>
<td>$\sigma_{int}^{pp}$</td>
<td>[dB]</td>
<td>Backscatter from the interaction between the vegetation and soil surface</td>
</tr>
<tr>
<td>$\sigma_{pp}^S$</td>
<td>[dB]</td>
<td>Soil surface backscatter</td>
</tr>
<tr>
<td>$\sigma_{pp}^T$</td>
<td>[dB]</td>
<td>Total co-polarised backscatter</td>
</tr>
<tr>
<td>Symbol</td>
<td>Units</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>-------</td>
<td>------------</td>
</tr>
<tr>
<td>$\sigma_{vol}^{pp}$</td>
<td>[dB]</td>
<td>Backscatter from the vegetation volume</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>[dB]</td>
<td>Surface Root-Mean-Squared height</td>
</tr>
<tr>
<td>$\sigma_{ref}$</td>
<td>[dB]</td>
<td>Backscatter observation at the reference angle</td>
</tr>
<tr>
<td>$\sigma_T$</td>
<td>[S/m]</td>
<td>Electrical conductivity at temperature of $T$ °C</td>
</tr>
<tr>
<td>$\sigma_{tl}$</td>
<td>[dB]</td>
<td>Backscatter coefficients at $tl$</td>
</tr>
<tr>
<td>$\sigma_{t2}$</td>
<td>[dB]</td>
<td>Backscatter coefficients at $t2$</td>
</tr>
<tr>
<td>$\sigma_{vv}$</td>
<td>[dB]</td>
<td>Backscatter in VV polarisation</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>[m]</td>
<td>Wave length</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>[W/(m·K)]</td>
<td>Soil thermal conductivity</td>
</tr>
<tr>
<td>$\tau$</td>
<td>-</td>
<td>opacity</td>
</tr>
<tr>
<td>$\tau_c$</td>
<td>-</td>
<td>vegetation layer opacity</td>
</tr>
<tr>
<td>$\tau_{NAD}$</td>
<td>-</td>
<td>Optical depth at nadir</td>
</tr>
<tr>
<td>$\Gamma_p$</td>
<td>-</td>
<td>Reflectivity in polarisation of $p$</td>
</tr>
<tr>
<td>$\Gamma_p^*$</td>
<td>-</td>
<td>Smooth surface reflectivity in polarisation of $p$</td>
</tr>
<tr>
<td>$a_i$</td>
<td>-</td>
<td>Spatial weight of land surface components in sensors’ field-of-view</td>
</tr>
<tr>
<td>$a_i$</td>
<td>-</td>
<td>Empirical parameter of Eqn.(2.22)</td>
</tr>
<tr>
<td>$a_b$</td>
<td>-</td>
<td>Empirical parameter of Eqn.(2.28)</td>
</tr>
<tr>
<td>$a_w$</td>
<td>[m]</td>
<td>semi-major radius of the PLMR elliptic field-of-view in $x$ direction</td>
</tr>
<tr>
<td>$A$</td>
<td>[m$^2$]</td>
<td>Area of overlap of the two plates</td>
</tr>
<tr>
<td>$A_{a,b}$</td>
<td>-</td>
<td>$m \times n$ coefficient matrix in Eqn.(4.7)</td>
</tr>
<tr>
<td>ATI</td>
<td>$[J/(m^2\cdot K\cdot s^{1/2})]$</td>
<td>Apparent thermal inertia</td>
</tr>
<tr>
<td>$b$</td>
<td>-</td>
<td>Empirical parameter of Eqn.(2.42)</td>
</tr>
<tr>
<td>$b_b$</td>
<td>-</td>
<td>Empirical parameter of Eqn.(2.28)</td>
</tr>
<tr>
<td>$b_j$</td>
<td>-</td>
<td>Empirical parameter of Eqn.(2.22)</td>
</tr>
<tr>
<td>$b_w$</td>
<td>[m]</td>
<td>semi-minor radius of the PLMR elliptic field-of-view in $x$ direction</td>
</tr>
<tr>
<td>Symbol</td>
<td>Units</td>
<td>Definition</td>
</tr>
<tr>
<td>------------</td>
<td>-------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$b_{w_0}$</td>
<td>-</td>
<td>Semi-empirical parameters in Eqn.(2.37)</td>
</tr>
<tr>
<td>$C$</td>
<td>[F]</td>
<td>Capacitance</td>
</tr>
<tr>
<td>$C_i$</td>
<td>-</td>
<td>Empirical attenuation coefficient</td>
</tr>
<tr>
<td>$c$</td>
<td>[m/s]</td>
<td>Velocity of an electromagnetic wave in free space ($3 \times 10^8$)</td>
</tr>
<tr>
<td>$c_i$</td>
<td>[J/(kg·K)]</td>
<td>Soil heat capacity</td>
</tr>
<tr>
<td>$d$</td>
<td>[m]</td>
<td>Separation between the plates</td>
</tr>
<tr>
<td>$e$</td>
<td>-</td>
<td>Emissivity of soil layer</td>
</tr>
<tr>
<td>$e_p$</td>
<td>-</td>
<td>Emissivity in polarisation of $p$</td>
</tr>
<tr>
<td>$f$</td>
<td>[Hz]</td>
<td>Frequency</td>
</tr>
<tr>
<td>$f_i$</td>
<td></td>
<td>Cover fraction</td>
</tr>
<tr>
<td>$f_{\text{Landsat}}$</td>
<td>-</td>
<td>Landsat derived binary water fraction</td>
</tr>
<tr>
<td>$f_{\text{PLMR}}$</td>
<td>-</td>
<td>Water fraction of each PLMR brightness temperature pixel</td>
</tr>
<tr>
<td>$f_R$</td>
<td>-</td>
<td>Rock cover fraction</td>
</tr>
<tr>
<td>$f_U$</td>
<td>-</td>
<td>Urban cover fraction</td>
</tr>
<tr>
<td>$f_{\text{water}}$</td>
<td>-</td>
<td>Water cover fraction</td>
</tr>
<tr>
<td>$H_R$</td>
<td>-</td>
<td>Surface roughness parameter</td>
</tr>
<tr>
<td>$I$</td>
<td>-</td>
<td>Transfer index</td>
</tr>
<tr>
<td>$j$</td>
<td>-</td>
<td>Imaginary unit which is equal to $\sqrt{-1}$</td>
</tr>
<tr>
<td>$K$</td>
<td>[m⁻¹]</td>
<td>geometric constant of TDR probe</td>
</tr>
<tr>
<td>$L$</td>
<td>[m]</td>
<td>TDR probe length</td>
</tr>
<tr>
<td>$M_s$</td>
<td>[kg]</td>
<td>Mass of solid constituent</td>
</tr>
<tr>
<td>$M_t$</td>
<td>[kg]</td>
<td>Mass of soil-water mixture</td>
</tr>
<tr>
<td>$M_w$</td>
<td>[kg]</td>
<td>Mass of water constituent</td>
</tr>
<tr>
<td>$n$</td>
<td>-</td>
<td>Number of layers</td>
</tr>
<tr>
<td>$N_{R_p}$</td>
<td>-</td>
<td>Surface roughness parameter in polarisation of $p$</td>
</tr>
<tr>
<td>$P$</td>
<td>-</td>
<td>Soil porosity</td>
</tr>
<tr>
<td><strong>Symbol</strong></td>
<td><strong>Units</strong></td>
<td><strong>Definition</strong></td>
</tr>
<tr>
<td>------------</td>
<td>-----------</td>
<td>----------------</td>
</tr>
<tr>
<td><em>P</em></td>
<td>-</td>
<td>Polarisation</td>
</tr>
<tr>
<td><em>Q</em></td>
<td>[C]</td>
<td>Amount of charge</td>
</tr>
<tr>
<td><em>Q_R</em></td>
<td>-</td>
<td>Polarisation mixing parameter</td>
</tr>
<tr>
<td><em>R</em></td>
<td>-</td>
<td>Correlation coefficient</td>
</tr>
<tr>
<td><em>R_{0.86}</em></td>
<td>-</td>
<td>Apparent reflectance observed at 0.86 µm</td>
</tr>
<tr>
<td><em>R_{0.66}</em></td>
<td>-</td>
<td>Apparent reflectance observed at 0.66 µm</td>
</tr>
<tr>
<td><em>R_{1.24}</em></td>
<td>-</td>
<td>Apparent reflectance observed at 1.24 µm</td>
</tr>
<tr>
<td><em>R_{1.64}</em></td>
<td>-</td>
<td>Apparent reflectance observed at 1.64 µm</td>
</tr>
<tr>
<td><em>R_{2.13}</em></td>
<td>-</td>
<td>Apparent reflectance observed at 2.13 µm</td>
</tr>
<tr>
<td><em>R_{\text{green}}</em></td>
<td>-</td>
<td>Reflectance at green band</td>
</tr>
<tr>
<td><em>R_{\text{NIR}}</em></td>
<td>-</td>
<td>Reflectance at near infrared band</td>
</tr>
<tr>
<td><em>R_{\text{SWIR}}</em></td>
<td>-</td>
<td>Reflectance at shortwave infrared band</td>
</tr>
<tr>
<td><em>S</em></td>
<td>-</td>
<td>Microwave brightness temperature and backscatter observations</td>
</tr>
<tr>
<td><em>SM_{fc}</em></td>
<td>[m^3/m^3]</td>
<td>Field capacity</td>
</tr>
<tr>
<td><em>SM_{g}</em></td>
<td>[kg/kg]</td>
<td>Gravimetric soil moisture</td>
</tr>
<tr>
<td><em>SM_{sat}</em></td>
<td>[m^3/m^3]</td>
<td>Saturation soil moisture or water holding capacity</td>
</tr>
<tr>
<td><em>SM_{v}</em></td>
<td>[m^3/m^3]</td>
<td>Volumetric soil moisture</td>
</tr>
<tr>
<td><em>SM_{v,i}</em></td>
<td>[m^3/m^3]</td>
<td>Volumetric soil moisture of layer <em>i</em></td>
</tr>
<tr>
<td><em>SM_{wilt}</em></td>
<td>[m^3/m^3]</td>
<td>Wilting point</td>
</tr>
<tr>
<td><em>T</em></td>
<td>[K]</td>
<td>Physical temperature of the material</td>
</tr>
<tr>
<td><em>T_{eff}</em></td>
<td>[K]</td>
<td>Effective soil temperature</td>
</tr>
<tr>
<td><em>T_{deep}</em></td>
<td>[K]</td>
<td>Deep soil temperature</td>
</tr>
<tr>
<td><em>T_{surf}</em></td>
<td>[K]</td>
<td>Surface soil temperature</td>
</tr>
<tr>
<td><em>T_{s}</em></td>
<td>[K]</td>
<td>Physical temperature of soil layer</td>
</tr>
<tr>
<td><em>T_{v}</em></td>
<td>[K]</td>
<td>Physical temperature of vegetation layer</td>
</tr>
<tr>
<td><em>t</em></td>
<td>[s]</td>
<td>Round-trip time of the wave</td>
</tr>
<tr>
<td>Symbol</td>
<td>Units</td>
<td>Definition</td>
</tr>
<tr>
<td>------------</td>
<td>------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$TB_p$</td>
<td>[K]</td>
<td>Brightness temperature in polarisation of $p$</td>
</tr>
<tr>
<td>$TB_{err}$</td>
<td>[K]</td>
<td>Brightness temperature error</td>
</tr>
<tr>
<td>$TB_{grid,p}$</td>
<td>[K]</td>
<td>Ground brightness temperature in the sensor’s field-of-view</td>
</tr>
<tr>
<td>$TB_{norm}$</td>
<td>[K]</td>
<td>Normalised brightness temperature</td>
</tr>
<tr>
<td>$TB_{obs,p}$</td>
<td>[K]</td>
<td>Sensor’s apparent brightness temperature observation</td>
</tr>
<tr>
<td>$TB_{ref}$</td>
<td>[K]</td>
<td>Brightness temperature observation at the reference angle</td>
</tr>
<tr>
<td>$TB_B$</td>
<td>[K]</td>
<td>Brightness temperature of bulk medium</td>
</tr>
<tr>
<td>$TB_R$</td>
<td>[K]</td>
<td>Brightness temperature of rock component</td>
</tr>
<tr>
<td>$TB_S$</td>
<td>[K]</td>
<td>Brightness temperature of soil component</td>
</tr>
<tr>
<td>$TB_{SMOS}$</td>
<td>[K]</td>
<td>SMOS brightness temperature observations</td>
</tr>
<tr>
<td>$TI$</td>
<td>[J/(m²·K·s^{1/2})]</td>
<td>Thermal inertia</td>
</tr>
<tr>
<td>$V$</td>
<td>[V]</td>
<td>Voltage</td>
</tr>
<tr>
<td>$V_0$</td>
<td>[V]</td>
<td>Signal amplitude from the TDR instrument</td>
</tr>
<tr>
<td>$V_{\infty}$</td>
<td>[V]</td>
<td>Signal amplitude at the infinite time, about 10 times larger than the propagation time</td>
</tr>
<tr>
<td>$V_a$</td>
<td>[m³]</td>
<td>Volumes of air constituent</td>
</tr>
<tr>
<td>$V_b$</td>
<td>[V]</td>
<td>Signal amplitude after partial reflections from the beginning of TDR probe</td>
</tr>
<tr>
<td>$V_E$</td>
<td>[V]</td>
<td>Signal amplitude after partial reflections from the end of TDR probe</td>
</tr>
<tr>
<td>$V_g$</td>
<td>[m³]</td>
<td>Volume of gaps between soil particles</td>
</tr>
<tr>
<td>$V_s$</td>
<td>[m³]</td>
<td>Volume of soil solid phase</td>
</tr>
<tr>
<td>$V_t$</td>
<td>[m³]</td>
<td>Total volume of soil</td>
</tr>
<tr>
<td>$V_w$</td>
<td>[m³]</td>
<td>Volumes of water constituent</td>
</tr>
<tr>
<td>$W$</td>
<td>-</td>
<td>elliptical weight</td>
</tr>
<tr>
<td>$w_0$</td>
<td>[m³/m³]</td>
<td>Semi-empirical parameters in Eqn.(2.37)</td>
</tr>
<tr>
<td>$x$</td>
<td>[ms]</td>
<td>Period of reflected waves</td>
</tr>
<tr>
<td>Symbol</td>
<td>Units</td>
<td>Definition</td>
</tr>
<tr>
<td>-----------</td>
<td>-------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$x_a$</td>
<td>[ms]</td>
<td>Specific output periods for air</td>
</tr>
<tr>
<td>$x_s$</td>
<td>[ms]</td>
<td>Specific output periods for soil</td>
</tr>
<tr>
<td>$x_w$</td>
<td>[ms]</td>
<td>Specific output periods for water</td>
</tr>
<tr>
<td>$x_{water}$</td>
<td>[m]</td>
<td>Location of Landsat-derived water fraction pixel in x direction</td>
</tr>
<tr>
<td>$y_{water}$</td>
<td>[m]</td>
<td>Location of Landsat-derived water fraction pixel in y direction</td>
</tr>
<tr>
<td>$Z$</td>
<td>[$\Omega$]</td>
<td>characteristic impedance of TDR cable</td>
</tr>
<tr>
<td>$z$</td>
<td>[m]</td>
<td>Soil depth</td>
</tr>
<tr>
<td>$z_i$</td>
<td>[m]</td>
<td>Thickness of layer $i$</td>
</tr>
</tbody>
</table>
## List of abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AACES</td>
<td>Australian Airborne Cal/val Experiments for SMOS</td>
</tr>
<tr>
<td>ALOS</td>
<td>Advance Land Observing Satellite</td>
</tr>
<tr>
<td>AMMA</td>
<td>African Monsoon Multidisciplinary Analysis</td>
</tr>
<tr>
<td>AMSR-E</td>
<td>The Advanced Microwave Scanning Radiometer for EOS</td>
</tr>
<tr>
<td>AMSR2</td>
<td>The Advanced Microwave Scanning Radiometer 2</td>
</tr>
<tr>
<td>ARVI</td>
<td>Atmospherically Resistant Vegetation Index</td>
</tr>
<tr>
<td>ASAR</td>
<td>Advanced Synthetic Aperture Radar</td>
</tr>
<tr>
<td>ASCAT</td>
<td>Advanced Scatterometer</td>
</tr>
<tr>
<td>ASD</td>
<td>Analytica Spectra Devices.</td>
</tr>
<tr>
<td>ATBD</td>
<td>Algorithm Theoretical Basis Document</td>
</tr>
<tr>
<td>AVHRR</td>
<td>Advanced Very High Resolution Radiometer</td>
</tr>
<tr>
<td>CAROLS</td>
<td>Cooperative Airborne Radiometer for Ocean and Land Studies</td>
</tr>
<tr>
<td>CDF</td>
<td>Cumulative Distribution Function</td>
</tr>
<tr>
<td>CDTI</td>
<td>Centro para el Desarrollo Tecnologico Industrial</td>
</tr>
<tr>
<td>CMEM</td>
<td>Community Microwave Emission Modelling</td>
</tr>
<tr>
<td>CNES</td>
<td>Centre National d’Etudes Spatiales</td>
</tr>
<tr>
<td>CSIRO</td>
<td>Commonwealth Scientific and Industrial Research Organisation</td>
</tr>
<tr>
<td>DGG</td>
<td>Discrete Global Grid</td>
</tr>
<tr>
<td>DMSP-OLS</td>
<td>Defence Meteorological Satellite Program-Operational Line Scanner</td>
</tr>
<tr>
<td>EASE</td>
<td>Equal-Area Scalable Earth</td>
</tr>
<tr>
<td>ECOCLIMAP</td>
<td>Ecosystem classification and land surface parameters database</td>
</tr>
<tr>
<td>ENVISAT</td>
<td>ENVIRONMENTAL SATellite</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>ERS-1/2</td>
<td>The 1st/2nd European Remote Sensing Satellite</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
</tr>
<tr>
<td>ESTAR</td>
<td>Electronically Scanned Thinned Array Radiometers</td>
</tr>
<tr>
<td>FDR</td>
<td>Frequency Domain Reflectometry</td>
</tr>
<tr>
<td>FOV</td>
<td>Field-Of-View</td>
</tr>
<tr>
<td>GLC2000</td>
<td>Global Land Cover 2000</td>
</tr>
<tr>
<td>GlobCover</td>
<td>Global land Cover</td>
</tr>
<tr>
<td>GIS</td>
<td>Geographic Information System</td>
</tr>
<tr>
<td>GISA</td>
<td>Global Impervious Surface Area</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GRUMP</td>
<td>Global Rural-Urban Mapping Project</td>
</tr>
<tr>
<td>H</td>
<td>Horizontal polarisation</td>
</tr>
<tr>
<td>HDAS</td>
<td>Hydaprobe Data Acquisition System</td>
</tr>
<tr>
<td>HUT-2D</td>
<td>L-band airborne radiometer using 2-Dimensional aperture synthesis developed by Helsinki University of Technology</td>
</tr>
<tr>
<td>HYDE</td>
<td>History Database of the Global Environment</td>
</tr>
<tr>
<td>IEM</td>
<td>Integral Equation Model</td>
</tr>
<tr>
<td>IFOV</td>
<td>Instantaneous Field Of View</td>
</tr>
<tr>
<td>IFR</td>
<td>Instrument Flight Rules</td>
</tr>
<tr>
<td>IGBP/DIS</td>
<td>International Geosphere-Biosphere Programme Data and Information System</td>
</tr>
<tr>
<td>INRA</td>
<td>Institut National de Recherches Agronomiques</td>
</tr>
<tr>
<td>ISEA</td>
<td>Icosahedral Snyder Equal Area</td>
</tr>
<tr>
<td>L1</td>
<td>Level 1</td>
</tr>
<tr>
<td>L2</td>
<td>Level 2</td>
</tr>
<tr>
<td>L-MEB</td>
<td>L-band Microwave Emission of the Biosphere model</td>
</tr>
<tr>
<td>LAI</td>
<td>Leaf Area Index</td>
</tr>
<tr>
<td>LITES</td>
<td>DMSP-OLS nighttime lights</td>
</tr>
<tr>
<td>LPRM</td>
<td>Land Parameter Retrieval Model</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
</tr>
<tr>
<td>LST</td>
<td>Land Surface Temperature</td>
</tr>
<tr>
<td>LUNSW</td>
<td>Land Use New South Wales</td>
</tr>
<tr>
<td>JERS</td>
<td>Medium Resolution Imaging Spectrometer</td>
</tr>
<tr>
<td>MERIS</td>
<td>Japanese Earth Resources Satellite</td>
</tr>
<tr>
<td>MIRAS</td>
<td>Microwave Imaging Radiometer using Aperture Synthesis</td>
</tr>
<tr>
<td>MNDWI</td>
<td>Modified Normalised Difference Water Index</td>
</tr>
<tr>
<td>MODIS</td>
<td>National Airborne Field Experiment</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NBMI</td>
<td>Normalised Backscatter Moisture Index</td>
</tr>
<tr>
<td>NCRS-SCAN</td>
<td>Natural Resources Conservation Service – Soil Climate Analysis Network</td>
</tr>
<tr>
<td>NDVI</td>
<td>Normalised Difference Vegetation Index</td>
</tr>
<tr>
<td>NDWI</td>
<td>Normalised Difference Water Index</td>
</tr>
<tr>
<td>NEDT</td>
<td>Noise Equivalent Differential Temperature</td>
</tr>
<tr>
<td>NIR</td>
<td>Near InfraRed</td>
</tr>
<tr>
<td>NMDI</td>
<td>Normalised Multiband Drought Index</td>
</tr>
<tr>
<td>NSW</td>
<td>New South Wales</td>
</tr>
<tr>
<td>OXTS</td>
<td>Oxford Technical Solutions</td>
</tr>
<tr>
<td>OzNet</td>
<td>Australian monitoring network for soil moisture and micrometeorology</td>
</tr>
<tr>
<td>PALSAR</td>
<td>Phased-Array L-Band Synthetic Aperture Radar</td>
</tr>
<tr>
<td>PBMR</td>
<td>PushBroom Microwave Radiometer</td>
</tr>
<tr>
<td>PLIS</td>
<td>Polarimetric L-band Imaging Synthetic aperture radar</td>
</tr>
<tr>
<td>PLMR</td>
<td>Polarimetric L-band Multi-beam Radiometer</td>
</tr>
<tr>
<td>RADARSAT-1/2</td>
<td>The 1st/2nd RADARSAT satellite</td>
</tr>
<tr>
<td>REMEDHUS</td>
<td>Red de MEDicion de la HUmidad del Suelo</td>
</tr>
<tr>
<td>RFI</td>
<td>Radio Frequency Interference</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root-Mean-Squared Error</td>
</tr>
<tr>
<td>Acronym</td>
<td>Full Form</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>SAR</td>
<td>Synthetic Aperture Radar</td>
</tr>
<tr>
<td>SGP97</td>
<td>Southern Great Plains 1997</td>
</tr>
<tr>
<td>SkyLab</td>
<td>A space station launched and operated by NASA</td>
</tr>
<tr>
<td>SMAP</td>
<td>Soil Moisture Active and Passive</td>
</tr>
<tr>
<td>SMAPEX</td>
<td>SMAP Experiments</td>
</tr>
<tr>
<td>SMEX02</td>
<td>Soil Moisture Experiment 2002</td>
</tr>
<tr>
<td>SMOS</td>
<td>Soil Moisture and Ocean Salinity</td>
</tr>
<tr>
<td>SMOSMANIA</td>
<td>Soil Moisture Observing System-Meteorological Automatic Network Integrated Application</td>
</tr>
<tr>
<td>SMOSREX</td>
<td>Surface Monitoring Of the Soil Reservoir EXperiment</td>
</tr>
<tr>
<td>SPOT</td>
<td>Systeme Probatoire d'Observation de la Terre</td>
</tr>
<tr>
<td>STARSS</td>
<td>Salinity Temperature and Roughness Remote Scanner</td>
</tr>
<tr>
<td>SVAT</td>
<td>Soil-Vegetation-Atmosphere Transfer scheme</td>
</tr>
<tr>
<td>SWIR</td>
<td>ShortWave InfraRed</td>
</tr>
<tr>
<td>TDR</td>
<td>Time Domain Reflectometry</td>
</tr>
<tr>
<td>TerraSAR</td>
<td>TerraSAR satellite</td>
</tr>
<tr>
<td>TM</td>
<td>Thematic Mapper</td>
</tr>
<tr>
<td>TRMM-TMI</td>
<td>Tropical Rainfall Mission Microwave Imager</td>
</tr>
<tr>
<td>TVDI</td>
<td>Temperature-Vegetation Dryness Index</td>
</tr>
<tr>
<td>TVX</td>
<td>Temperature-Vegetation Contextual</td>
</tr>
<tr>
<td>USGS</td>
<td>U.S. Geological Survey</td>
</tr>
<tr>
<td>V</td>
<td>Vertical polaristion</td>
</tr>
<tr>
<td>VFR</td>
<td>Visual Flight Rules</td>
</tr>
<tr>
<td>VIS</td>
<td>VISable band</td>
</tr>
<tr>
<td>VIT</td>
<td>Vegetation Index/Temperature</td>
</tr>
<tr>
<td>VMAP</td>
<td>Vector MAP</td>
</tr>
<tr>
<td>VWC</td>
<td>Vegetation Water Content</td>
</tr>
<tr>
<td>WindSat</td>
<td>Space-borne multi-frequency polarimetric microwave radiometer</td>
</tr>
</tbody>
</table>
Abstract

Soil moisture plays a key role in the water, energy, and carbon exchanges at the interface between the atmosphere and earth surface. Its spatial and temporal distributions at regional and global scales are required by many disciplines, including hydrology, meteorology, and agriculture. During the last three decades, passive microwave remote sensing has been widely acknowledged as the most promising technique to measure the spatial distribution of near surface (top few centimetre) soil moisture, due to its direct relationship to the soil dielectric constant, its ability to penetrate clouds, and its reduced sensitivity to vegetation canopy and surface roughness. Therefore, the first two space missions dedicated to soil moisture, the Europe Space Agency (ESA)’s Soil Moisture and Ocean Salinity (SMOS) mission and the National Aeronautics and Space Administration (NASA)’s Soil Moisture Active Passive (SMAP) mission, are based on L-band (~1.4 GHz) passive microwave observations every two to three days. Using radiative transfer models, brightness temperature observations are used to estimate water content of the top approximately five centimetres soil with a target accuracy of ~0.04 m$^3$/m$^3$.

Based on the current level of antenna technology, the best spatial resolution that can be achieved at L-band by both the SMOS and SMAP radiometer approaches is approximately 40 km. At such a coarse scale, non-soil targets such as surface rock, urban areas, and standing water are present within many SMOS and SMAP pixels across the world, potentially confounding the radiometric observations, and in turn degrading the soil moisture retrieval if not accounted for their contribution. Consequently, the objective of thesis is to determine the impact of land surface heterogeneity conditions on L-band passive microwave satellite footprints using airborne passive microwave brightness temperature observations collected during five Australian airborne field campaigns conducted within the past eight years.

Using the Polarimetric L-band Multi-beam Radiometer (PLMR) mounted on a scientific aircraft, brightness temperature of the SMOS and SMAP sized study
areas were measured at viewing angles of 7°, 21.5°, and 38.5°. Due to the strong angular dependency of brightness temperature, the multi-angular PLMR observations need to be normalised to a reference angle. The angle 38.5° was chosen to closely replicate the fixed incidence angle of SMAP. In this thesis the Cumulative Distribution Function (CDF) based method is developed for incidence angle normalisation by matching the CDF of observations for each non-reference angle. Subsequently, the effects of surface rock, urban areas, and standing water were explored using the incidence-angle-normalised airborne brightness temperature observations and coincident ground sampling data. The brightness temperature difference between that of the mixed pixel and its soil only equivalent was defined as the non-soil targets induced brightness temperature contribution that will potentially lead to a soil moisture retrieval error if not accounted for. It was found that about 13% of SMOS and SMAP pixels on the world’s land mass may be adversely affected by surface rock, urban areas, or standing water. However, such pixels are not uniformly distributed or coincident, meaning that such factors may be particularly important in some parts of the world.
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1 Introduction

This thesis demonstrates the effects of surface rock, urban area, and standing water on brightness temperature observations, and consequently the potential impact on soil moisture retrieval accuracy at the ~40km scale of L-band (~1.4 GHz) space-borne radiometers, if not accounted for in retrieval algorithms. Particular reference is made to the Europe Space Agency’s (ESA) Soil Moisture and Ocean Salinity (SMOS) satellite launched in November 2009, and the National Aeronautics and Space Administration’s (NASA) Soil Moisture Active and Passive (SMAP) satellite scheduled for launch in 2014. In both these space-borne missions, the derived soil moisture products are expected to have a target accuracy of 0.04 m$^3$/m$^3$. However, at the coarse scales of the SMOS and SMAP missions, non-soil targets such as surface rock, urban area, and standing water are present in the field-of-view of many pixels. Their contribution to the overall passive microwave response and subsequent impact on soil moisture retrieval has not been well considered to date, potentially introducing considerable error in the retrieved soil moisture from current state-of-art algorithms.

To demonstrate the potential effect of land surface heterogeneity on soil moisture retrieval accuracy, the cover fraction of non-soil targets was compared with induced brightness temperature contributions and soil moisture status of corresponding pixels, using airborne brightness temperature and in-situ sampling data collected from Australian field experiments. A cover fraction threshold was thus determined for the SMOS and SMAP target accuracy. The SMOS and SMAP pixels expected to have a soil moisture error in excess of the 0.04 m$^3$/m$^3$ target were subsequently identified from land surface cover maps. This chapter describes the motivation of this research, the context in which it has been studied, and the outline of this thesis.
1.1 Motivation

Soil moisture is a key variable in the water, energy, and carbon exchanges between the atmosphere and the ground surface (Betts et al., 1996, Entekhabi et al., 1996). Moreover, the distribution of soil moisture at regional and global scales are required to improve climate prediction and weather forecasting skill, which will benefit climate-sensitive socio-economic activities, including water management (Entekhabi et al., 1999, Krajewski et al., 2006, Wagner et al., 2007), flood forecasting (Koster et al., 2010), numerical weather prediction (Albergel et al., 2010, Entekhabi, 1995), and agricultural modelling (Bolten et al., 2010, De Wit and Van Diepen, 2007, Koster et al., 2004, Koster et al., 2009, Weaver and Avissar, 2001).

A straightforward means to measure temporal variation of soil moisture is time series soil moisture profile monitoring using point-based networks. However, it is difficult to install and maintain monitoring stations over regional or global scales. Consequently, in the last three decades many researchers have demonstrated the use of remote sensing techniques to directly measure spatial distribution of near-surface soil moisture. These techniques, including visible, thermal infrared, active and passive microwave, are based on the relationship between water content of soil and electromagnetic radiation emitted or reflected from the measured land surface (Schmugge et al., 1980, Engman, 1991).

The possibility of using optical (visible/infrared) observations to measure soil moisture has been proved in some controlled experiments (Idso et al., 1975, Price, 1977, Adegoke and Carleton, 2002, Wang et al., 2007b), and this technique can achieve a high spatial resolution (< 1 km) and revisit frequency (<1 day). However, their applicability is limited by daytime solar illumination, cloud-free weather condition, and bare soil surfaces or shortly vegetated surfaces since cloud and vegetation coverage are opaque at visible and infrared ranges. Under bare soil conditions, visible/infrared signal is also highly related to soil types, and only soil wetness index rather than soil water content is directly retrievable.
Space borne radars (i.e. JERS, PALSAR) are able to measure soil moisture with a high spatial resolution (< 100 m). However, they normally suffer from a narrow beam width that cannot satisfy the temporal (~3 days) and spatial (global) coverage requirements of hydrology applications. In addition, radar measurements are more sensitive to soil surface roughness and vegetation scattering than radiometers, resulting in a high uncertainty of the soil moisture retrievals from radar observations (Dubois et al., 1995, Shi et al., 1997).

The microwave radiometers operating at C-band (i.e. AMSR-E, AMSR2, Wind-Sat), or X-band (i.e. TRMM-TMI) are also sensitive to soil moisture, but the microwave emission from the soil layer is significantly affected by attenuation from the vegetation canopy and scattering by the atmosphere (Jackson et al., 2002, Wigneron et al., 1995). Moreover, the soil layer thickness observed is reduced to ~1 cm (Njoku et al., 2003). Consequently, microwave radiometers at high frequency need to account for the contribution of atmosphere, are only sensitive to a very shallow layer of soil, and are limited to areas with vegetation water content < 1.5 kg/m³ (Njoku and Li, 1999).

To date, the passive microwave remote sensing approach at L-band is considered the most promising due to its ability to penetrate cloud, direct relationship with soil moisture through the soil dielectric constant, and a reduced sensitivity to land surface roughness and vegetation cover (Shutko and Reutov, 1982, Schmugge et al., 1986, Jackson and Schmugge, 1989, Njoku et al., 2002). The first space borne passive microwave observations at L-band were collected by the short duration SkyLab mission in the 1970s, providing the earliest demonstration of soil moisture retrieval from passive L-band observations on orbit (Jackson et al., 2004b). However, the first satellite dedicated to soil moisture was not launched until November 2009, which carries a 2D interferometric radiometer to measure microwave emission from the earth surface at L-band (1.413 GHz). The development of the Soil Moisture and Ocean Salinity (SMOS) mission was led by the ESA with the aim to map global soil moisture every 2 to 3 days and a target accuracy of 0.04 m³/m³. Moreover, the second satellite dedicated to soil moisture, the Soil Moisture Active and Passive (SMAP) mission under development by NASA, is
scheduled for launch in October 2014. This mission will combine L-band radiometer (1.41 GHz) and radar (1.26 GHz) instruments in order to achieve the same target soil moisture retrieval accuracy as SMOS, but with an enhanced spatial resolution. However, based on current antenna technology, the spatial resolution of both space borne radiometers is limited to 40 to 50 km. Thus, microwave observations at such a coarse scale are easily affected by the land surface heterogeneity within the sensors’ field-of-view.

The contribution of non-soil targets, such as surface rock, urban area, and standing water, that are present in many radiometer sized pixels across the world, has not been well considered in current state-of-art soil moisture retrieval models. Consequently, this thesis aims to develop a better understanding of the effect that land surface heterogeneity conditions may have on soil moisture derived from L-band passive microwave satellite footprints. In particular, this research will focus on three specific land surface features that have not been well studied: i) surface rock; ii) urban areas; and iii) standing water.

1.2 Importance of soil moisture estimation

Soil moisture plays a significant role in land-atmosphere interactions, since it controls the rainfall partitioning into infiltration and runoff (Aubert et al., 2003), influences the evapotranspiration and vegetation photosynthetic rate (Olioso et al., 1999), and impacts soil micro-organism activities (Schnürer et al., 1986). Its temporal and spatial distributions are required to improve the understanding of the Earth's water, energy, and carbon cycles. Soil moisture information would therefore have numerous benefits in the fields of weather and climate, extreme events, agriculture, human health and defence. The main benefits in these application areas include:

- Weather forecasting and climate monitoring

  The prediction accuracy of weather and climate forecasting is dependent dominantly on modelling the water, energy, and carbon exchange at the land surface (Engman, 1992, Betts et al., 1994, Koster et al., 2003, Conil et
al., 2007), and thus the initialisation of key variables in such models (Beljaars et al., 1996). Many studies show that accurate soil moisture measurements should improve the quality of atmospheric predictions, and thus extend the lead-time of reliable forecasts, including short-term weather prediction (Drusch, 2007), long-term terrestrial water cycle trends (Jung et al., 2010), climate variability (Seneviratne et al., 2010), and the global carbon cycle (Falloon et al., 2011).

- Extreme events (flood, drought, and landslides) forecasting

The prediction of flood and drought depends not only on precipitation, but also on soil moisture state, which controls the partitioning the precipitation to runoff and infiltration. Additionally, the soil moisture in mountainous areas is one of the most important factors of landslides. Therefore, availability of global soil moisture from satellite missions such as SMOS and SMAP should enhance modelling of surface runoff and infiltration (Bindlish et al., 2009, Crow et al., 2005), benefit solute transport and erosion analyses and management (Castillo et al., 2003, Jackson and O’Neill, 1987), and improve the understanding of stream flow generation mechanisms (Berg and Mulroy, 2006) and drought processes (Cai et al., 2009). Due to this enhanced process knowledge, the prediction skill of flood (Norbianto et al., 2008), drought (Dai et al., 2004), and landslides (Pelletier et al., 1997) will be improved (Jackson et al., 1987, Sridhar et al., 2008).

- Agricultural applications

The long-term soil moisture prediction can assist farmers to select the best time to plant, depth to plant, and most suitable crop to plant. Moreover, for irrigated crops water efficiency gains may be achieved by better determination of when to water and how much (Jackson et al., 1987, Saha, 1995, Bastiaanssen et al., 2000, Chung et al., 2003, Engman, 1991).
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- **Human health**

Soil moisture information has also been shown to impact disease vector abundance (Githeko et al., 2000, Shaman and Day, 2005). Additionally, better weather and flood forecasting enhanced by accurate soil moisture information could improve the predictions of virus spreading rates and heat stress, and disaster preparation and response (Entekhabi et al., 2010).

- **Defence**

Soil moisture affects terrain trafficability assessment, which is significant to land autonomous deployments. It is also important to the initialization of aviation weather forecast models which could enhance the predictions of density altitude, fog formation, and dust emission (Laurent et al., 2008).

### 1.3 The mixed pixel problem

Any objects with a temperature above absolute zero Kelvin (K) radiates electromagnetic energy proportional to its emissivity (Ulaby et al., 1981). In turn, the emissivity is a function of the dielectric constant, which varies significantly according to soil moisture, since there is a large difference between the dielectric constant of dry soil and that of water (Ulaby et al., 1981, 1982). At L-band, with a wavelength ~21cm, the emissivity of the soil layer is determined by the dielectric constant of the top ~5cm layer of soil (Jackson and Schmugge, 1989).

For soil with a physical temperature of 300 K, the variation of near surface moisture from ~0 m³/m³ for very dry soil to ~0.6 m³/m³ for saturated soil corresponds to a brightness temperature observation ranging from ~270 K to ~180 K, respectively. This brightness temperature difference of up to ~90 K is considerable, with typical radiometers having a radiometric sensitivity of ~1 K. Consequently, the sensitivity of brightness temperature observations to soil moisture makes the passive microwave technique suitable to measure soil moisture.
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Over a natural soil surface, brightness temperature observations are also influenced by other factors: soil roughness (Choudhury et al., 1979, Tsang and Newton, 1982, Mo and Schmugge, 1987), attenuation and self-emission effects of vegetation layer (Jackson et al., 1982, Ulaby et al., 1983, Pampaloni and Paloscia, 1986, Jackson and Schmugge, 1991), and land surface heterogeneity (Tsang et al., 1975, Wilheit, 1978, Kerr and Njoku, 1990). However, at L-band, the coarse resolution achieved for space-borne radiometers means that there is significant land surface heterogeneity within the radiometer pixels of SMOS and SMAP for many parts of the world. Consequently, typical SMOS and SMAP radiometer pixels are always characterised as a mixture of land surface conditions, such as grass, crops, standing water, forest, rock, and urban. Since each of these surface types has different dielectric properties, geometric shape, roughness, etc., they have unique microwave responses that may impact considerably on the pixel-average microwave emission, and therefore the soil moisture retrieval accuracy if not appropriately accounted for. Therefore, the objective of this thesis is to improve our understanding of the effect that land surface heterogeneity conditions may have on L-band passive microwave satellite footprints, and thus the potential error in soil moisture retrieval from space-borne observation. In particular, this thesis will focus on three specific land surface features that have not been well studied: i) surface rock; ii) urban areas; and iii) standing water.

1.4 Outline of approach

This study involves two parts: (A) incidence angle normalisation of airborne brightness temperature observations; and (B) identification of the impacts of surface rock, urban areas, and standing water respectively on brightness temperature observations and retrieved soil moisture accuracy.

To investigate the impacts of studied non-soil targets, the SMOS/SMAP brightness temperature over soil mixed with surface rock, urban areas, and standing water is simulated by upscaling airborne brightness temperature observations. Due to the strong dependency of brightness temperature on incidence angle, multi-angular airborne brightness temperature observations
need to be normalised to a fixed reference angle before the upscaling process is applied. Since the two currently used normalisation methods, the ratio-based and histogram-based methods, are linear, the geo-referenced image of normalised brightness temperature data has a stripe pattern along flight direction over heterogeneous land surfaces. The brightness temperature error induced by this stripe pattern could be considerable compared with the brightness temperature impacts of surface rock, urban areas, and standing water. To deal with the stripe problem, a non-linear normalisation method is developed based on the Cumulative Distribution Function (CDF) matching technique. This supports the upscaling process done in the subsequent steps of this thesis.

**Surface Rock:** According to Kerr et al. (2010a), rock is assumed to behave like very dry bare soil with a fixed dielectric constant of \( 5.7 - j \times 0.074 \). To verify this assumption, the impacts of rock on brightness temperature observations and retrieved soil moisture are simulated using a radio transfer model, and subsequently compared with airborne brightness temperature observations and ground soil moisture sampling data collected over a study area covered with rocks. A rock cover fraction threshold is then obtained for the SMOS and SMAP target accuracy of 0.04 m\(^3\)/m\(^3\). Finally, this threshold is used to identify the SMOS pixels with rock induced error exceeding the 0.04 m\(^3\)/m\(^3\) target accuracy globally. This result could help to understand the distribution of rock induced uncertainty in soil moisture retrieval, and be used to either flag or mask the area significantly affected by the presence of rock.

**Urban Areas:** Although a major concern about urban areas is Radio Frequency Interference (RFI), a large effort has been made to switch off RFI sources globally. However, when all RFI has been removed, urban areas might still induce soil moisture retrieval error, if its presence is not considered in the retrieval model. The impact of urban areas on soil moisture retrieval accuracy has only been assessed in a synthetic study to date (Loew, 2008), assuming urban areas behave like forest. Consequently, the impacts of urban areas are investigated using airborne brightness temperature observations and soil moisture measurements collected from a monitoring station network. First, a
regional high resolution land cover classification map is used to calculate the urban cover fraction of each airborne brightness temperature pixel. Then the relationship between brightness temperature observation and urban cover fraction is established, and urban fraction thresholds obtained for the radiometric error budgets of SMOS and SMAP. Taking these thresholds as benchmarks for the 0.04 m$^3$/m$^3$ target accuracy, the SMOS and SMAP pixels with potential urban induced soil moisture retrieval error in excess of 0.04 m$^3$/m$^3$ are identified. The result can be used to mask and flag areas with urban induced uncertainty in soil moisture retrieval.

**Standing Water:** Since water has a very high dielectric constant compared with that of soil, microwave radiation is sensitive to the content of water in the near surface soil layer. However, this also means that any standing water within sensors’ field-of-view also has a strong microwave response, and might induce a considerable soil moisture retrieval error if its contribution to the brightness temperature is not carefully accounted for in retrieval models. Thus, brightness temperature and corresponding pixel water cover fraction are compared at different scales using multi-resolution and multi-temporal airborne brightness temperature observations collected over a partly flooded study area. In addition, the impacts of standing water on brightness temperature are investigated under various land surface conditions. A water cover fraction threshold is obtained for the 0.04 m$^3$/m$^3$ target accuracy and used to identify the SMOS and SMAP pixels affected by standing water. Using a MODIS water fraction product over Australia for the years between 2001 to 2010, the dynamics of water fraction is obtained and compared with the defined threshold for standing water induced soil moisture error, if only the static water fraction map was used in retrieval. The result shows the significance of the dynamics of water fraction, and the temporal and spatial distribution of water induced soil moisture error. Again, the result can be used to mask and flag areas with important standing water induced brightness temperature contributions.
1.5 Organization of thesis

This thesis explores the impacts of surface rock, urban area, and standing water on L-band (~1.4 GHz) passive microwave observations and soil moisture retrieval accuracy at the ~40km scale of space-borne radiometers, if not accounted for in retrieval algorithms, using airborne brightness temperature observations. This chapter has described the motivation, background, and methodology of this research. The remainder of this thesis is organized as follows

Chapter 2 critically reviews the techniques used to measure soil moisture, the foundation of microwave radiometry, the theoretical and experimental background of passive microwave soil moisture remote sensing.

Chapter 3 presents the details of experiments and datasets used in this study, while Chapter 4 describes a new method for incidence angle normalisation. This is important to upscale airborne brightness temperature observations to the scale of SMOS and SMAP with an adequate accuracy. The method was validated using airborne multi-angle observations over various land surface conditions.

Chapter 5 explores the effect of surface rock on soil moisture retrieval accuracy using both model simulated and real data, while Chapter 6 analyses the brightness temperature difference between urban areas and the surrounding natural soil surface, and Chapter 7 presents the standing water impact on brightness temperature. The SMOS and SMAP pixels with potential soil moisture retrieval errors in excess of the 0.04 m$^3$/m$^3$ target error are identified in each of the respective chapters. However, Chapter 8 summarises the main conclusions of this work, and provides the recommendations for future work.
2 Literature review

This chapter presents an overview of the soil moisture estimation techniques, and discusses their applicability to measure global soil moisture at an adequate spatial resolution and sampling frequency (temporal resolution), with a focus on the effect of land surface heterogeneity on soil moisture retrieval at the coarse scale of a space-borne radiometer at L-band. The chapter starts with the definition of soil moisture and introduction of in-situ methods for soil moisture measurements, followed by a discussion of soil moisture variability in time and space, before introducing remote sensing techniques, which are more suitable to capture the spatial distribution of soil moisture globally. Subsequently, the first two space missions dedicated for soil moisture, using the L-band passive microwave remote sensing technique, are introduced. Last, the problem of land surface heterogeneity on passive microwave observations and soil moisture retrievals are discussed, and the method of demonstrating affected pixels are presented.

2.1 Soil moisture definition

Due to the porosity of soil, the total volume of soil \( V_t \) consists of a solid phase \( V_s \) with gaps between soil particles \( V_g \), meaning

\[
V_t = V_s + V_g.
\]  

(2.1)

The gaps are filled with air and/or water, and therefore

\[
V_g = V_a + V_w,
\]  

(2.2)

where \( V_a \) and \( V_w \) are the volumes of air and water constituents respectively. Soil moisture (or water content of soil) is defined as the ratio of water to the total soil media using one of two systems
1. Volumetric soil moisture

\[ SM_v = \frac{V_w}{V_t} \]  

(2.3)

2. Gravimetric soil moisture

\[ SM_g = \frac{M_w}{M_t} = \frac{M_w}{M_w + M_s}, \]  

(2.4)

where \( M_w \), \( M_s \), and \( M_t \) indicate the masses of water constituent, solid constituent, and entire soil-water mixture respectively. Soil moisture prediction models, in-situ sensors and remote sensing all traditionally express soil moisture on a volumetric basis.

The water content in the top 10 cm or so of soil is defined as the surface soil moisture, while that available to plants is defined as the root zone soil moisture, which is normally considered to be in the top 100 to 200 cm of soil (Arnold, 1999). When the soil pores are filled with water, the soil is at saturation, being the maximum moisture content. This is defined as the saturation soil moisture or water holding capacity (\( SM_{sat} \)). Under natural conditions, water in saturated soil cannot be held against gravitational drainage, and a part of it will infiltrate to deeper layer. After gravitational drainage has occurred, the water content retained under soil suction is defined as the field capacity (\( SM_{fc} \)). In contrast, when soil moisture is at the wilting point (\( SM_{wilt} \)), the point at which the plants begin to wilt and die, water is held by the soil particles so strongly that it cannot be accessed by plants (Hillel, 1998). The actual maximum volume of water available to plants is the field capacity minus the permanent wilting point. The field capacity and the wilting point are dependent on soil and vegetation properties such as soil texture and vegetation type (Sperry et al., 2002, Hupet et al., 2005).
2.2 \textit{In-situ soil moisture measurement}

There are many methods to measure \textit{in-situ} soil moisture at the point-based scale, such as thermo-gravimetric, tensiometer, neutron scattering, gamma attenuation, and electromagnetic techniques. The principals, advantages, and limitations of these methods are presented below.

\subsection*{2.2.1 Thermo-gravimetric method}

The thermo-gravimetric method is the standard method to determine soil moisture, and used to calibrate all other soil moisture sampling methods. By weighing the destructive soil sample before and after drying in a temperature controlled oven at 105 °C until the weight of sample becomes consistent with time, the mass difference corresponds to the water loss of the soil sample ($M_w$), allowing the gravimetric soil moisture to be easily calculated through Eqn. 2.4. The volumetric soil moisture is calculated using Eqn. (2.3) by introducing the dry soil density ($\rho_s$) and the density of water ($\rho_w$) such that

\begin{equation}
SM_v = \frac{M_w \cdot \rho_s}{M_s \cdot \rho_w}.
\end{equation}

Due to its direct approach, the thermo-gravimetric method is a reliable method to measure \textit{in-situ} soil moisture. Nevertheless, the accuracy of soil moisture measurements is affected by the presence of organic matters and mass loss of the soil sample during sampling, packaging, transferring, oven-drying, and the repeated weighing processes. In addition, the field sampling (especially deep soil) and laboratory processing is difficult and time consuming, and the destructive sampling process make it impossible to repeatedly monitor soil moisture at exactly the same location.

\subsection*{2.2.2 Tensiometric method}

By measuring the capillary tension (the energy with which water is sucked by the soil) in moist soil using tensiometers, soil moisture can be determined based on the relationship between soil water tension and soil water content. The tensiometer is a combination of a porous ceramic cup fully-filled with
water or other solutes and a manometer or pressure sensor connected by a liquid-filled tube (Schmugge et al., 1980).

The benefits of using this system are its ease to design and construct with a relative low cost, and ability to monitor both soil moisture tension and water table elevation (negative reading) over a long time period. Nevertheless, this method provides a soil moisture tension measurement which needs to be translated to soil moisture based on knowledge of the moisture characteristics for the soil. Moreover, the tensiometer system can be easily broken during the installation, and the soil moisture tension measurements are limited to 800 cm, meaning that this method will fail under very dry soil conditions (Schmugge et al., 1980, Wilson, 1971).

### 2.2.3 Nuclear methods

**Neutron scattering method**

The neutron scattering technique is a method to measure the content of hydrogen in a material, and can be used to estimate soil moisture indirectly (Gardner and Kirkham, 1952). When using a radioactive source to emit neutrons with high energy into the soil, the neutrons are slowed down by elastic collisions with nuclei of atoms and become thermalised. The average energy loss of the neutrons is dependent mainly on the weight of atoms that are collided with. The lower the atomic weight, the larger the resulting energy loss is derived. Consequently, hydrogen, having the lowest atomic weight, can slow down neutrons much more rapidly than any other element present in the soil, thus linking to soil moisture content in the liquid, solid, or vapour state. The number of slow neutrons returning to the detector per unit time is counted, and the soil moisture content is estimated from a pre-determined calibration curve of counts versus volumetric moisture content (Schmugge et al., 1980, Wilson, 1971).

Calibration of the neutron scattering probes is dependent on the strength of the radioactive source, the nature of the detector, the geometry of the source, the detector in the probe (McCauley and Stone, 1972), the materials used to
construct the probe, the size and composition of the access tube, and the physical and chemical properties of the soil (Wilson, 1971). Consequently, for an accurate moisture content measurement, the laboratory calibration should be conducted for each soil type with homogeneous texture, structure, density, and moisture content (Belcher, 1952, Douglass, 1966, Schmugge et al., 1980, Van Bavel et al., 1961). Nevertheless, field calibration of the neutron probe is extremely difficult (Grimaldi et al., 1994, Grismer et al., 1995, Lawless et al., 1963). Additionally, the drifting potential of all electrical equipment has to be considered, and periodic recalibration is required (Schmugge et al., 1980).

The advantages of this system are that volumetric average of soil moisture contents can be estimated, measurements are insensitive to temperature, it can accommodate automatic reading, and temporal variation of soil moisture can be monitored at exactly the same site. Besides the complicated calibration, the disadvantages are a poor depth resolution, limited sampling depth (near the soil surface), and the health risks from exposure to radioactive sources (Schmugge et al., 1980).

**Gamma attenuation method**

When a gamma ray penetrates a media, the energy is attenuated (scattered and absorbed) by the media, and the attenuation ratio is assumed to be related to the density of the media in the path of the gamma ray. Using the gamma attenuation technique (Gurr, 1962, Ferguson and Gardner, 1962, Davidson et al., Reginato and Van Bavel, 1964), the bulk density of a 1 to 2 cm soil layer is measured and subsequently used to estimate the soil moisture content. Since the dry density of soil ($\rho_d$ in Eqn. 2.5) remains relatively constant, the density of moist soil varies with water content alone. Therefore, soil moisture content can be estimated from gamma ray measurement of bulk soil density (Schmugge et al., 1980).

The advantages of this technique are that: i) it is a non-destructive method; and ii) measurements can be made over very small vertical or horizontal distances. Its disadvantages are that: i) field instrumentation is costly and difficult to use;
and ii) special caution is required to avoid possible health hazards from the radioactive source (Schmugge et al., 1980).

2.2.4 Electromagnetic methods

The electromagnetic methods for soil moisture measurements are based on the large difference between the dielectric constant of soil particles and that of water. The dielectric constant (also known as electric permittivity, magnetic permeability, or specific inductive capacity) is a complex value denoted as $\varepsilon' + j \cdot \varepsilon''$, where the real part $\varepsilon'$ is a measure of the polarisability of the materials constituents including water. Normally $\varepsilon'$ is expressed as a ratio to that of free space ($\varepsilon_0' \approx 8.854 \times 10^{-12}$ [F/m]) as the relative dielectric constant (for a vacuum, $\varepsilon_0' = 1$). The imaginary part of the dielectric constant $\varepsilon''$ represents the energy absorption by ionic conduction and dielectric loss. The term $j$ is the imaginary unit which is equal to $\sqrt{-1}$.

The relative dielectric constant of soil-water mixture is a composite of its constituents weighted by their volumetric fractions (Jackson et al., 1996). Since liquid water has a dielectric constant of approximately 80 at 20 °C, which is much larger than that of dry soil which is about 2 to 5 (Engman and Chauhan, 1995, Jackson et al., 1981), a wide range of soil dielectric constant is obtained as the volumetric soil moisture content varies from dry soil (dielectric constant of $\varepsilon' \approx 3$) to saturated soil (dielectric constant of $\varepsilon' \approx 40$). By measuring the bulk dielectric constant of soil, the volumetric soil moisture can be estimated using a number of electromagnetic techniques. The theoretical background, advantages, and limitations of these methods for soil moisture measurement are briefly presented in the following.

2.2.4.1 Capacitance Probes

By measuring the capacitance of two parallel plate probes inserted in the soil, the dielectric constant of soil between the probes can be determined through

$$C = \varepsilon' \varepsilon_0' \frac{A}{d},$$  \hspace{1cm} (2.6)
where \( A \) is the area of overlap of the two plates, and \( d \) is the separation between the plates. The capacitance \( C \), defined as \( C = Q/V \), is the amount of charge \( Q \) needed to increase the voltage \( V \) between two probes for 1 [volt] (Nadler and Lapid, 1996). Subsequently, the soil moisture can be estimated from soil dielectric constant measurements using a pre-calibrated function for specific soil types. Parallel plate probes have been widely used in laboratory determination of moisture content for porous materials, but their use in the field is less convenient because of the problem with plate insertion and soil disturbance. Nadler and Lapid (1996) converted split capacitance probes to cylindrical electrodes that can be buried in the soil or installed at different depths in the soil.

The advantages of capacitance probes are that: i) they are able to continuously measure \textit{in-situ} soil moisture and record the measurement using a data logger; ii) it is relatively easy to translate capacitance measurements to volumetric soil moisture; iii) it is extremely sensitive to small changes in soil moisture content, particularly at dry soil moisture contents; iv) it has a high depth resolution; and v) it is a relatively cheap instrument for soil moisture measurements. The disadvantages are that: i) its soil moisture measurements have a relatively small effective zone; ii) it can be influenced by the adjacent region; and iii) it is

\[ \text{(adapted from Noborio, 2001).} \]

\[ \text{Figure 2.1: Schematic of TDR to measure water content and bulk electrical conductivity of soil. Arrows indicate directions of electromagnetic waves. L and t represent the TDR probe length and propagation time displayed on the detector, respectively. (adapted from Noborio, 2001).} \]
significantly affected by air gaps surrounding the probes.

### 2.2.4.2 Time Domain Reflectometry Probes

The Time Domain Reflectometry (TDR) approach was developed by Davis and Chudobiak (1975) based on the procedure introduced by Fellner-Feldegg (1969). It can be used to determine both water content and electrical conductivity of soil by measuring i) the propagation time of electromagnetic waves through the TDR probe immersed in the soil and ii) the signal amplitude difference between incidence and reflected electromagnetic waves. The TDR consists of a pulse generator, a probe (usually a rod made of stainless steel or brass) embedded in the soil, a detector which is a sampling oscilloscope, and coaxial cables connecting them (as shown in Figure 2.1). The electromagnetic wave can be generated and sent to the TDR probe through the coaxial cable. A part of the incident wave is reflected at the beginning of the TDR probe because of the impedance difference between the cable and the probe. The remainder propagates through the probe and is reflected back at the end of the probe. The waveforms of reflections are captured and recorded by the detector using the sampling oscilloscope.

The speed of the signal in the TDR probe decreases proportional to the increase of dielectric constant of the surrounding soil. According to Fellner-Feldegg (1969), the real part of the apparent soil dielectric constant ($\varepsilon'$) can be determined through

$$
\varepsilon' = \left(\frac{ct}{2L}\right)^2,
$$

where $c$ is the velocity of an electromagnetic wave in free space ($3 \times 10^8$ m/s), and $L$ is the TDR probe length [m]. The parameter $t$ is the round-trip time of the wave, from the beginning to the end of the probe, which can be obtained by measuring the time difference between reflections at the beginning and the end of the TDR probe.

The electrical conductivity ($\sigma$) [S/m] can be also determined from the reflection coefficient using the TDR waveform (Fellner-Feldegg, 1969), and
thus to estimate the imaginary part of the dielectric constant. Dalton et al. (1984) described the relationship of electrical conductivity to signal amplitudes of TDR reflections as

\[ \sigma = \frac{\sqrt{\varepsilon'}}{120\pi \cdot L \cdot \ln(V_B/(V_E - V_B))}, \tag{2.8} \]

where \( V_B \) and \( V_E \) are the signal amplitude after partial reflections from the beginning and end of the probe. However, the reflections are indistinguishable when the waveform is distorted due to loss of higher frequencies. Alternatively, Nadler et al. (1991) proposed to use the signal amplitude from the TDR instrument \((V_0)\) and that at the infinite time \((V_\infty)\) as

\[ \sigma = \frac{K}{Z} \cdot \frac{2V_0 - V_\infty}{V_\infty}, \tag{2.9} \]

where \( K \) is the geometric constant of a probe \([\text{m}^3]\) and \( Z \) is the characteristic impedance of a cable \([\Omega]\). The geometric constant \( K \) is experimentally determined by immersing the probe in solutions with the known electrical conductivity \( \sigma_T \) at temperature of \( T \) \( \circ \)C (Dalton et al., 1990), or determined by

\[ K = \left( \frac{\varepsilon'_0 \cdot c}{L} \right) \cdot Z, \tag{2.10} \]

where \( \varepsilon'_0 \) is the permittivity of free space \((\sim 8.9 \times 10^{12} \text{ F/m})\) (Baker et al., 1993). The imaginary part of soil dielectric constant is subsequently determined as

\[ \varepsilon'' = \frac{\sigma}{\omega_f}, \tag{2.11} \]

where \( \omega \) is the angular frequency. For an electromagnetic wave at frequency \( f \), the angular frequency \( \omega_f \) is equal to \( 2\pi \cdot f \).
For homogeneous soil, the volumetric soil moisture ($SM_v$) is often determined from the dielectric constant measurements ($\varepsilon'$) using an empirically determined calibration curve such as that by Topp et al. (1980):

$$SM_v = -5.3 \times 10^{-2} + 2.92 \times 10^{-2} \cdot \varepsilon' - 5.5 \times 10^{-4} \cdot \varepsilon'^2 + 4.3 \times 10^{-6} \cdot \varepsilon'^3. \quad (2.12)$$

It has been found that the real part of soil dielectric constant $\varepsilon'$ was not strongly sensitive to temperature ($10 - 36 \, ^\circ C$), soil texture (clay to sandy loam), bulk density of soil ($1.14 - 1.44 \, \text{g/cm}^3$, for non-swelling soils) and soluble salt content (moistened with salt-free water, 0.01 CaSO$_4$, or 2000 ppm NaCl solution). In comparing between the Topp et al. (1980) empirical curve and the theoretical relationship between soil dielectric constant and volumetric soil moisture based on dielectric mixing models, a good agreement was found over peat to crushed limestone (Jacobsen and Schjoenning, 1995). Consequently, the Topp et al. (1980) model was suggested as the first choice, with a soil moisture accuracy of $\pm 0.02 - 0.03 \, \text{m}^3/\text{m}^3$.

In order to improve the accuracy of this calibration curve, Malicki et al. (1996) introduced the soil bulk density ($\rho_s$) into Eqn. (2.12) as

$$SM_v = \sqrt{\varepsilon'} - 0.819 - 0.168 \cdot \varepsilon' + 0.159 \cdot \varepsilon'^2 \over 7.17 + 1.18 \cdot \rho_s. \quad (2.13)$$

According to laboratory tests over wide ranges of soil textures (organic soil to sand), bulk densities ($0.13 - 2.67 \, \text{g/m}^3$) and organic carbon contents ($0 - 487 \, \text{g/kg}$), Eqn. (2.13) was shown to reduce the variance of soil moisture estimates to about one-fifth of that derived from Eqn. (2.12). For heterogeneous soil, the TDR measured soil moisture has a good agreement with the weighted average of water content $\overline{SM_v}$ for a horizontally layered soil (Nadler et al., 1991). The $\overline{SM_v}$ is expressed as
where $n$ is the number of layers, $z_i$ is the thickness of layer $i$, and $SM_{v,i}$ is the volumetric soil moisture of layer $i$ (Topp et al., 1982a, b). However, for vertically heterogeneous soil, the TDR measured soil moisture has a large negative bias (Hokett et al., 1992).

The advantages of the TDR technique are that i) the probe is portable meaning that it can be installed at any depth and accommodate automatic reading, allowing easy monitoring of the soil moisture vertical profile; and ii) there is a general calibration curve that is suitable for most soil texture types. The disadvantages are i) the relatively small effective area of TDR probes; ii) the sensitivity to air gaps contacting to the probes; iii) attenuation of the signal caused by salinity or highly conductive heavy clay soils; and iv) the failure of the general calibration curve for heavy clay soils and at low moisture contents (Schmugge et al., 1980, Noborio, 2001).

### 2.2.5 Frequency Domain Reflectometry Probes

To avoid the complicated waveform analysis on electromagnetic reflections at the beginning and end of the TDR probe, an inexpensive Frequency Domain Reflectometry (FDR) sensor was developed and tested by Campbell and Anderson (1998). Similar to TDR, an electromagnetic pulse is sent and reflected at the end of the probe embodied in the soil. However, the FDR estimates soil moisture by measuring the frequency of the reflected wave, which varies with water content and has an approximate range of 700 to 1500 Hz (Bilskie, 1997). For soils with an electrical conductivity around 1.0 [dS/m], according to the manufacturer a standard empirical calibration function can be used

$$SM_v = 0.037x + 0.335x^2 - 0.187,$$  \hspace{1cm} (2.15)

where $x$ is the period [ms] of reflected waves (Campbell Scientific, 1998). This calibration function does not account for the impact of soil properties and is
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not suitable for highly clay soil or soil with organic matter content (Campbell Scientific, 1998). As dielectric mixing models have been successfully used for TDR calibrations in a wide range of soils, Veldkamp and O’Brien (2000) developed a more robust calibration function for the FDR sensor. Following the three-phase mixing models used in TDR calibrations (Dasberg and Hopmans, 1992, Roth et al., 1990, Weitz et al., 1997), the FDR probe output is assumed as the composite result of independent soil, air, and water components of the soil. Therefore, the FDR calibration function is given by Veldkamp and O’Brien (2000) as

\[
SM_v = \frac{x^a - (1 - P) \cdot x_s^a - P \cdot x_a^a}{x_w^a - x_a^a},
\]

where \( \alpha \) is a geometry parameter, \( P \) is soil porosity, and \( x_s, x_a, \) and \( x_w \) are specific output periods for soil, air, and water. Using undisturbed soil samples, they also compared the FDR measured volumetric soil moisture with gravimetric soil moisture measurements, with an \( R^2 \) of 0.99 for the topsoil (0 – 0.5 m depth) and an \( R^2 \) of 0.95 for the subsoil (> 0.5 m depth) obtained.

According to more than two years testing on the performance of over 40 FDR probes under harsh environmental conditions, FDR is verified as a reliable, precise, and relatively inexpensive alternative to TDR (Veldkamp and O’Brien, 2000). However, since these sensors often operate at a frequency below that of TDR, they are often criticized for being more susceptible to soil environmental effects (Chen and Or, 2006, Rüdiger et al., 2010).

2.3 Spatial and temporal variability of soil moisture

Soil moisture is highly variable both spatially and temporally (Engman, 1992, Wood et al., 1992). The soil moisture content of natural land surfaces is determined by i) soil texture which controls the infiltration rate and water holding capacity; ii) the topography which impacts the partitioning of precipitation to runoff and infiltration; iii) the vegetation coverage which influences evapotranspiration and deep infiltration, and iv) the precipitation history which determine water inputs to the soil layer (Mohanty and Skaggs,
Understanding the hydrological and meteorological interactions between the land surface and atmosphere which subsequently determine the temporal and spatial dynamics of soil moisture has been a major interest for decades. An accurate soil moisture estimate over the Earth’s surface with an adequate spatial resolution and sampling frequency is required in hydrology, meteorology, and agriculture.

### 2.3.1 Impact of soil properties

The heterogeneous nature of soil, in terms of texture, organic matter content, porosity, structure, and macro-porosity, affects the distribution pattern of soil moisture. Additionally, the colour of soil impacts the absorption of solar radiation and subsequent evaporation rate of bare or low vegetated soil. The variation of soil particle size distributions within a small area could significantly affect local hydrologic processes and result in an inhomogeneous soil moisture distribution. The hydraulic conductivity of soil has been addressed as an important factor for soil water balance and subsequent soil moisture spatial patterns by many studies (e.g. Moore et al., 1988, Grote et al., 2010). Similarly, the heterogeneity of soil also influences soil water balance processes. When soil evapotranspiration is restricted by percolation through a deep soil layer, an increase of spatially averaged evapotranspiration was found over a heterogeneous soil compared with over a uniform soil (Kim et al., 1997). In a related study, Kim and Stricker (1996) found that the effect of soil spatial heterogeneity on the water budget is stronger for a loamy soil than a sandy soil.

The linkage between soil texture heterogeneity and soil moisture distribution pattern has been studied using data acquired from soil moisture field campaigns. A correlation between the known soil texture data and the soil moisture distribution patterns derived from airborne remotely sensed observations and ground-based soil moisture sampling was found during field campaigns in the south-central United States (Mattiakalli et al., 1998, Kim et al., 2002). Similarly, using an in-situ monitoring network and ground-based soil moisture sampling data collected over a study area of \(~40 \text{ km} \times 40 \text{ km}\) during the NAFE’05 field experiment, Panciera (2009) found that soil moisture...
variability could be related to spatial patterns of both soil texture and land cover type. In addition, water content of soils with higher sand content exhibited consistently lower soil moisture content than that of soils with lower sand content.

2.3.2 Impact of topography

The spatial distribution of soil moisture is also affected by topographical variations in slope, aspect, curvature, upslope contributing area, and relative elevation. At the small catchment and hill-slope scales, water-routing processes, radiative (aspect) effects, and heterogeneity in vegetation and soil characteristics results in heterogeneous near surface soil moisture distribution. During the First International Satellite Land Surface Climatology Project field experiment, lower standard deviations of soil moisture were found over a flat area at scale of 66 m × 66 m than a sloping or a valley area (Charpentier and Groffman, 1992). The significance of the slope effect on soil moisture variability, soil moisture distribution, and time-stable points for mean soil moisture was found in many studies (e.g. De Rosnay et al., 2009, Mohanty et al., 2000b, Jacobs et al., 2004, Western et al., 1999). Nevertheless, the effect of topography was found to be relative to soil moisture condition and seasonal variations. During soil moisture drying events (mid–moisture range), soil moisture patterns and variability are weakly dependent on terrain but strongly dependent on soil and vegetation properties (Western et al., 1999, Kim and Barros, 2002, Bindlish and Barros, 1999, Chang and Islam, 2003, Ryu and Famiglietti, 2005).

2.3.3 Impact of vegetation

The land cover properties, such as vegetation type, density, and uniformity, control the soil infiltration and evapotranspiration rate, and subsequently play a significant role in the distribution pattern of soil moisture. In addition, the impact of vegetation on spatial variability of soil moisture is more dynamic than that of soil texture and topography (Crow et al., 2012). Hawley et al. (1983) showed a temporal persistence of soil moisture pattern with mixed vegetation,
demonstrated over various vegetation-topography-soil combinations, and suggested that the vegetation coverage may reduce the effect of topography on soil moisture heterogeneity. Similarly, a strong impact of land cover on soil moisture distribution was found during the NAFE’05 field campaign in Australia (Panciera, 2009). Over the approximately 40 km × 40 km NAFE’05 study area, the soil moisture of a grassland dominant (over 0.7 coverage) area was representative of the soil moisture of the entire study area, while some wheat fields and forest areas were consistently wetter or drier than the average soil moisture conditions.

Vinnikov et al. (1996) demonstrated the differences in temporal variations of soil moisture over three catchments in Russia; grassland, growing forest, and old forest. Likewise, Mohanty et al. (2000a) explored the temporal variation of the soil moisture spatial distribution of a wheat-grass-mixed area during the Southern Great Plains 1997 (SGP97) hydrology field campaign. The results showed a dependence of inter-seasonal soil moisture spatial pattern on the vegetation dynamics (growth/decay), land management (tillage), and precipitation events under flat topography and uniform soil texture conditions. The impact of land cover variations on spatial distribution of soil moisture was observed during the Soil Moisture Experiment 2002 (SMEX02) in the Walnut Creek agricultural watershed in Iowa with corn and soybean crops (Jacobs et al., 2004, Cosh et al., 2004, Joshi and Mohanty, 2010).

### 2.3.4 Impact of meteorological forcing

The temporal and spatial dynamics of soil moisture are also affected by meteorological factors such as solar radiation, wind, and humidity. However, the precipitation was identified as the most important meteorological forcing for soil water content and its distribution (Crow et al., 2012). In the study of Sivapalan et al. (1987), the runoff was dependent on storm characteristics and initial soil moisture conditions, resulting in the spatial and temporal variability of soil moisture. During the SGP97 hydrology campaign, a distinct trend was observed in mean soil moisture for three study areas along a north to south precipitation gradient (Famiglietti et al., 1999). The dependence of soil
moisture storage, drainage, runoff, and evapotranspiration on precipitation was found in the studies of Kim and Stricker (1996) and Salvucci (2001).

### 2.3.5 Spatial and temporal resolution requirements

Soil moisture has a significant impact on surface evaporative fluxes, runoff potential, and water availability for agriculture and human needs. Thus a global soil moisture observation capability is required to meet the needs of many interrelated disciplines (Entekhabi et al., 1999, Leese et al., 2001). Due to the high variability of soil moisture in space and time, the spatial resolution of the soil moisture observation is expected to be in the range of 1 to 10 km for hydrology applications (Crow et al., 2005, Entekhabi et al., 1999), with a revisit time of less than 3 days needed to capture the impacts of storm sequences combined with the inertia of surface storage (Calvet et al., 1998, Walker and Houser, 2004). However, a lower spatial resolution on the order of 40-50km is satisfactory for weather and climate modelling applications.

Using the traditional soil moisture monitoring network, such as SMOSMANIA (Calvet et al., 2007, Albergel et al., 2008), OzNet (Young et al., 2008), NCRS-SCAN (Schaefer and Paetzold, 2001), AMMA (Redelsperger et al., 2006), REMEDHUS (Martínez-Fernández and Ceballos, 2005), UMSUOL (Brocca et al., 2011), and UDC-SMOS (Loew et al., 2009), the time series of soil moisture at specific points can be measured using soil moisture sensors and stored using
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**Figure 2.2:** Electromagnetic Spectrum.
data logger systems. However, the representativeness of point-based ground soil moisture measurements is limited to 1 km$^2$ over flat areas with homogeneous soil properties and vegetation conditions. In addition, the integration of point-based measurements to areal average is affected by the spatial variability of soil moisture. Consequently, it is difficult to install and maintain in-situ stations for the purpose of monitoring soil moisture globally.

### 2.4 Remote sensing of soil moisture

An alternative and cost-effective method for global soil moisture monitoring is remote sensing, a technique which measures the emitted, reflected and/or scattered electromagnetic radiation from the land surfaces. The spatial distribution of soil moisture is subsequently retrieved from the measurement through mathematical models.

During the last three decades, a large number of remote sensing approaches have been developed and tested to measure soil moisture. They differ according to the measured frequency in the electromagnetic spectrum (Figure 2.2) and availability of the radiation source. Compared with point-based soil moisture monitoring techniques, the remote sensing technique has the advantages that i) it measures a spatial average over the sensor’s field of view; ii) it can have a global coverage and an adequate revisit time; and iii) it is minimally dependent on complex modelling of land-surface-atmosphere interaction processes. From numerous studies conducted on tower-based, airborne, and space-borne platforms using gamma, optical, thermal infrared, active microwave, and passive microwave sensors, each approach has its own strengths and weaknesses. The following briefly describes the theoretical bases, advantages, and constraints of these approaches.

#### 2.4.1 Optical remote sensing

The sun radiates energy with wavelengths from 0.4 to 2.5 µm, that are subsequently reflected by the earth surface, known as reflectance (Sadeghi et al., 1984). The ratio of reflectance to incoming solar radiation, known as albedo, has been found to be affected by surface soil moisture (Ångström,
The capacity of remote sensing in the solar domain for soil moisture estimation has been investigated in many studies (Dalal and Henry, 1986, Schlesinger et al., 1996, Sommer et al., 1998, Leone and Sommer, 2000).

Several empirical approaches have been developed to describe the relationship between soil surface albedo and soil moisture content (Smith and Bowers, 1972, Jackson et al., 1976, Dalal and Henry, 1986). However, these approaches are highly influenced by many factors, such as mineral composition, organic matter, soil texture, surface roughness, angle of incidence, plant cover and colour (Asner, 1998, Ben-Dor et al., 1999, Engman, 1991, Troch et al., 1997), and therefore are limited to calibrated areas (Wang and Qu, 2009). According to the reflectance studies on four different types of soil with various moisture contents, a physically-based model was developed to link the reflectance of soil to volumetric soil moisture using an exponential function (Asner and Lobell, 2002). Using a similar exponential function, more robust models were proposed by Liu et al. (2002).

In addition, some land surface index based approaches have been developed to suppress the effect of vegetation and enhance the contribution of soil moisture. Such indices were developed by combining the reflectance from visible (0.39 to 0.75 µm), near infrared (0.75 to 1.4 µm), and shortwave infrared (1.4 to 3 µm) wavelengths. The most popular indices is the Normalised Difference Vegetation Index (NDVI) which was used together with land surface temperature data to estimate soil moisture (Carlson et al., 1994, Gillies et al., 1997). The NDVI is defined as

\[
\text{NDVI} = \frac{R_{0.86} - R_{0.66}}{R_{0.86} + R_{0.66}},
\]

where \( R_{0.86} \) and \( R_{0.66} \) indicate the apparent reflectance observed at near infrared and red bands, normally centred at 0.86 and 0.66 µm respectively. The two bands used in NDVI are sensitive to vegetation canopies at different depths; the near infrared band can sense approximately eight leaf layers while the red band can only sense the top leaf layer or less (Lillesaeter, 1982). The NDVI has been widely used in numerous studies, such as ecosystem
predication (Turner et al., 2003, Pettorelli et al., 2005), global warming (Kaufmann et al., 2004), and land use change (Volante et al., 2011). By combining the near infrared and red bands reflectance with different complexity, many other vegetation indices were developed but are less popular than the NDVI. Kaufman and Tanre (1992) proposed Atmospherically Resistant Vegetation Index (ARVI) which has self-correction capacity for atmospheric effect by introducing blue band reflectance (0.47 µm).

In order to overcome the difference in penetration depths of near infrared and red bands, and the atmospheric scattering effect on the red band, Gao (1996) developed a Normalised Difference Water Index (NDWI) which replaces the red band reflectance with another near infrared band reflectance, defined as

$$\text{NDWI} = \frac{R_{0.86} - R_{1.24}}{R_{0.86} + R_{1.24}}, \quad (2.18)$$

where $R_{1.24}$ represents NIR reflectance centred at 1.24 µm. The NDWI has been used to monitor the wetness of vegetation canopies over large areas (Jackson et al., 2004a, Chen et al., 2005).

More recently, the Normalised Multiband Drought Index (NMDI) was developed to determine the water content of both soil and vegetation layers using the reflectance at a NIR band and two SWIR bands (Wang and Qu, 2007). The NMDI is defined as

$$\text{NMDI} = \frac{R_{0.86} - (R_{1.64} - R_{2.13})}{R_{0.86} + (R_{1.64} - R_{2.13})}, \quad (2.19)$$

where $R_{1.64}$ and $R_{2.13}$ represent the reflectance of SWIR bands with wavelengths of 1.64 µm and 2.13 µm. Similar to the NDWI, the NMDI uses a NIR band reflectance, which is insensitive to leaf water content changes. However, instead of using a single liquid water absorption band like 1.24 µm wavelength in NDWI, it uses the difference between two liquid water absorption bands (1.64 and 2.13 µm), as the soil and vegetation water sensitive bands.
Under bare or sparsely vegetated soil conditions with Leaf Area Index (LAI) of 0.01, NMDI is a function of soil moisture content, decreasing from 0.85 for very dry soil to 0.15 for wet soil with soil moisture $> 0.3 \text{ m}^3/\text{m}^3$ (Wang and Qu, 2007). The sensitivity of the NMDI to soil moisture reduces with increasing LAI, and the NMDI alters to be insensitive to soil moisture change when LAI is equal to 2. Subsequently, the NMDI turns to be a complete vegetation water content index under heavily vegetated soil with LAI larger than 2. Under LAI ranging from 2 to 6, a NMDI variation greater than 0.3 is obtained from leaf water content from 0.004 to 0.04 [kg/m$^3$]. Under moderate vegetation cover conditions, the NMDI is affected by both soil moisture and leaf water content, which decreases with soil moisture and increases with leaf water content. This means that the effects of soil moisture and vegetation water content are not distinguishable using NMDI alone (Wang and Qu, 2007).

Although there is a potential to monitor soil moisture using the optical remote sensing approach, the application is restricted by i) bare soil condition; ii) the requirement for clear sky solar illumination, limiting the observations to day time cloud-free area; and iii) the correction for other factors affecting the soil reflectance.

2.4.2 Thermal infrared remote sensing

Thermal infrared remote sensing measures the thermal emission from the land surface with an electromagnetic wavelength from 3.5 to 14 µm. Due to the correspondence of thermal infrared observations with physical temperature of surface soil, the near surface soil moisture can be estimated based on i) the relationship between soil moisture and soil thermal properties (thermal inertia and thermal conductivity); or ii) the joint relationship among soil, vegetation, and atmosphere.

Thermal inertia method

Due to the daily variation of solar radiation with respect to a specific location on the Earth, the physical temperature of the soil varies with the time of day and with season. The amplitude of the diurnal soil surface temperature relies
highly on the surface soil moisture (Schmugge, 1978, Friedl and Davis, 1994). The soils with higher moisture content are cooler during the day time and warmer at night time (Van de Griend and Engman, 1985).

The thermal inertia (TI) is a physical property that describes the resistance of materials to temperature variations, defined as

\[ TI = \sqrt{\lambda_i \cdot c_i}, \]  

where \( \lambda_i \) is the soil thermal conductivity, and \( c_i \) is the soil heat capacity (Verstraeten et al., 2006). The soil thermal inertia increases with soil water content, and subsequently reduces the diurnal temperature fluctuation range when the soils are wetter. The apparent thermal inertia (ATI) can be derived from multispectral remote sensing observations through

\[ ATI = \frac{1 - \alpha_i}{\Delta T}, \]  

where \( \alpha_i \) is the spectral surface albedo and \( \Delta T \) is the diurnal temperature range (Tramutoli et al., 2000, Claps and Laguardia, 2003). Subsequently, the volumetric soil moisture can be estimated through a linear empirical equation

\[ SM_v = a_i \cdot ATI + b_i, \]  

where \( a_i \) and \( b_i \) are empirical parameters. Despite the simplicity and physical basis, its application is limited to bare and low vegetated soil (Xue and Ni, 2006).

**Temperature vegetation interaction method**

The vegetation water content and land surface temperature (LST) are affected by soil moisture in a complicated way. The relationship between vegetation and atmosphere is described using the vegetation index/temperature (VIT) trapezoid (Moran et al., 1994). According to the studies conducted by (Carlson et al., 1994, Gillies et al., 1997), it was found that a unique relationship among the \( SM_v \), NDVI, and LST, referred to as the “Universal Triangle”, can be established over a given land surface. Later, this result was confirmed in good agreement with the Soil-Vegetation-Atmosphere-Transfer (SVAT) model,
which was developed to describe the evapotranspiration processes, rainfall-runoff processes, and soil moisture variations (Gillies and Carlson, 1995). Figure 2.3 is a schematic of the universal triangle. The horizontal and vertical axes represent the scaled soil temperature ($T^*$) and NDVI ($\text{NDVI}^*$), given as

$$T^* = \frac{T - T_o}{T_s - T_o}, \quad (2.23)$$

$$\text{NDVI}^* = \frac{\text{NDVI} - \text{NDVI}_o}{\text{NDVI}_s - \text{NDVI}_o}, \quad (2.24)$$

where $T$ and NDVI are LST and NDVI observations, and the subscripts $o$ and $s$ indicate minimum and maximum values, respectively. The soil moisture can be regressed using an $n^{th}$ order polynomial function such as

$$SM_v = \sum_{i=0}^{n} \sum_{j=0}^{n} a_{i,j} \cdot \text{NDVI}^* \cdot T^j, \quad (2.25)$$

where $a_{i,j}$ are regression coefficients. This regression equation was simplified to a second order polynomial, and used to estimate daily soil moisture with 1 km resolution by combining in-situ soil moisture measurements and MODIS LST and NDVI observations (Wang et al., 2007a).

Based on this triangle technique, numerous approaches have been developed.

Figure 2.3: Universal triangle relationship between soil moisture, soil temperature, and NDVI (Chauhan et al., 2003).
including the Temperature-Vegetation Contextual (TVX) approach (Prihodko and Goward, 1997, Czajkowski et al., 2000), surface temperature-vegetation (T/NDVI) space (Lambin and Ehrlich, 1996), Temperature-Vegetation Dryness Index (TVDI; Sandholt et al., 2002), and moisture index (Dupigny-Giroux and Lewis, 1999).

These approaches are powerful and have a clear physical meaning. However, similar to optical remote sensing approaches, they are empirical methods limited to vegetation layer, skin soil and cloud-free conditions (Moran et al., 2004), and dependent on local meteorological conditions, such as wind speed, air temperature, and humidity (Nemani et al., 1993). Therefore, the relationships vary with time and land cover types (Smith and Choudhury, 1991, Czajkowski et al., 2000).

### 2.4.3 Microwave remote sensing

Microwave remote sensing measures the electromagnetic radiation in the microwave region with an electromagnetic wavelength ranging from 0.5 to 100 cm. This region of the electromagnetic spectrum is subdivided into eight bands as listed in Table 2.1. The intensity of microwave radiation is highly dependent on the dielectric constant of the sensed target. For soil material, the dielectric constant varies with soil water content from approximately 3.5 for very dry soil to approximately 40 for saturated soil (Ulaby et al., 1986), which forms the fundamental basis of microwave remote sensing for soil moisture content. As

<table>
<thead>
<tr>
<th>Band Designation</th>
<th>Wavelength (cm)</th>
<th>Frequency (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K_a</td>
<td>0.75 – 1.10</td>
<td>40.0 – 26.5</td>
</tr>
<tr>
<td>K</td>
<td>1.10 – 1.67</td>
<td>26.5 – 18.0</td>
</tr>
<tr>
<td>K_u</td>
<td>1.67 – 2.40</td>
<td>18.0 – 12.5</td>
</tr>
<tr>
<td>X</td>
<td>2.40 – 3.75</td>
<td>12.5 – 8.0</td>
</tr>
<tr>
<td>C</td>
<td>3.75 – 7.50</td>
<td>8.0 – 4.0</td>
</tr>
<tr>
<td>S</td>
<td>7.50 – 15.0</td>
<td>4.0 – 2.0</td>
</tr>
<tr>
<td>L</td>
<td>15.0 – 30.0</td>
<td>2.0 – 1.0</td>
</tr>
<tr>
<td>P</td>
<td>30.0 – 100</td>
<td>1.0 – 0.3</td>
</tr>
</tbody>
</table>

Table 2.1: Microwave band designations (Lillesand et al., 2004).
shown in Figure 2.4, both the real and imaginary parts of the soil dielectric constant increase with soil water content, with the exact relationship influenced by soil particle distribution (Ulaby et al., 1986).

Based on the provision of electromagnetic radiation sources, microwave remote sensing techniques are divided into two categories: active and passive microwave approaches. Active microwave remote sensing instruments, known as radars, transmit a pulse of microwave radiation and measure the signal scattered back in the direction of the sensor. The coefficient between the power of transmitted and received signal is dependent on the reflectivity of the target which is related to soil moisture content for soil surfaces. In contrast, passive remote sensing instruments, referred to as radiometers, do not transmit any electromagnetic waves but only receive the self-emitted radiation from the land surface at microwave frequencies. The intensity of the microwave emission of soil relies mainly on the soil temperature and soil surface emissivity, which in turn correlates with soil moisture content through the soil dielectric constant.

The following provide a general description of the principals and features of active and passive microwave remote sensing of soil moisture. However, this study will focus on passive microwave remote sensing technique due to its all-weather capability, its less sensitivity to vegetation layer and soil surface roughness, and its direct relationship to soil moisture via soil dielectric constant.

### 2.4.4 Active microwave remote sensing

Active microwave remote sensing has been widely used to map soil moisture at regional to global scales. The radar system generally consists of a transmitter, receiver, antenna, and processor. An electromagnetic pulse in the microwave frequencies is generated in the transmitter, and transmitted to the target through the radar antenna. Over the land surfaces, a part of the transmitted electromagnetic wave is scattered by the vegetation canopy and/or soil surface, and returned back to the radar system. The backscatter signal is collected by the same antenna and its intensity measured by the receiver. The coefficient between the power of transmitted and backscattered signal is determined in the
processing steps, which can in turn be related to the water content of the sensed soil target.

The most common active microwave mapping configuration is the Synthetic Aperture Radar (SAR) which can provide a spatial resolution in the order of tens of meters over a swath of 50 to 500 km. Currently, active microwave observation from five space-borne SAR systems are available for soil moisture observations: ESA’s ERS-1/2 C-band SAR, ESA’s ENVISAT (ERS-3) C-band ASAR (Advanced SAR), the Canadian C-band RADARSAR-1/2, the Japanese L-band ALOS (Advance Land Observing Satellite) PALSAR (Phased Array type L-band SAR), and German X-band TerraSAR.

The electromagnetic waves sent and received by radars are normally polarised either horizontally (H) or vertically (V), and therefore there can be up to four

![Figure 2.4](image-url): Soil dielectric constant as a function of volumetric soil moisture for five soils at 1.4 GHz. Smooth curves were drawn through measured data points (Ulaby et al., 1986).
polarisation combinations: HH, VV, HV and VH, where the first and second letters represent the polarisations of transmitted and received signals respectively. The backscattering coefficient $\sigma_{pp}$ in decibels [dB] at the polarisation of $p$ is used to describe the intensity of the backscattered radiation (Ulaby et al., 1982). For a given target, the backscattering coefficient is dependent on wave polarisation, frequency, and incidence angle (Ulaby et al., 1982). Under bare soil conditions, the backscattering coefficient obtained using a radar system operating at consistent polarisation, frequency, and incidence angle is affected by the dielectric constant of the soil and surface roughness (Ulaby et al., 1986). Under vegetated soil conditions, the backscattering coefficient is dependent also on the attenuation effect of the vegetation layer, which makes the backscattering response more complicated (Ulaby et al., 1982). In addition, since the soil moisture retrieval is normally based on a flat land surface assumption, the topographic relief causes a variation of local incidence angle and significantly affects the backscattered signal (Van Zyl et al., 1993).

The total co-polarised backscatter $\sigma_{pp}^{T}$ from the land surface is the sum of three components, given as

1. **Direct Backscattering from Plants**
2. **Direct Backscattering from Soil** (Includes Two-Way Attenuation by Canopy)
3. **Plant/Soil Multiple Scattering**

![Figure 2.5: Backscattering mechanics of vegetated soil (Ulaby et al., 1996).](image-url)
where the first term is the backscatter from the vegetation volume $\sigma_{pp}^{vol}$, and the second term is the soil surface backscatter $\sigma_{pp}^{S}$ attenuated by a vegetation layer with opacity of $\tau_c$ during both transmitting toward and reflecting from the soil surface. The third term $\sigma_{pp}^{int}$ is the interaction between the vegetation and soil surface respectively (Ulaby et al., 1996). For bare or low vegetated soils, the total backscattering coefficients $\sigma_{pp}^{T}$ is dominated by $\sigma_{pp}^{S}$ and dependent mainly on the soil moisture and surface roughness. While for highly vegetated soil the $\sigma_{pp}^{T}$ is determined primarily on the volumetric scattering from the vegetation canopy $\sigma_{pp}^{vol}$. Numerous theoretical, empirical, and semi-empirical models have been developed to retrieve the soil electric constant and subsequent soil moisture content from radar backscattering data (Fung et al., 1992, Oh et al., 1992, Dubois et al., 1995, Shi et al., 1995).

**Theoretical approaches**

Theoretical approaches are normally developed based on the diffraction theory of electromagnetic waves to describe the microwave backscattering from land surfaces with known roughness characteristics. Their applicability is limited to the frequency of electromagnetic waves and the range of surface roughness (Fung et al., 1992, D’urso and Minacapilli, 2006).

Most of the currently used surface scattering models derived from the Small Perturbation Model (SPM; Rice, 1951) and Kirchhoff model (Beckmann and Spizzichino, 1963), which are restricted to slightly rough surface and very rough surface conditions respectively. The Integral Equation Model (IEM) (Fung, 1994, Fung et al., 1992) combines these two theories and is applied to a wider range of roughness conditions than conventional models such as physical optical model and geometric optical mode (Shi et al., 2005, Fung, 1994).

Although the theoretical models can predict the general variation of backscattering coefficient in response to changes in roughness and soil
moisture content (Dubois and Van Zyl, 1994), their complexity and the restrictive requirement for the parameterization of the vegetation and soil surface layer limit their effective applicability for the soil moisture retrieval (Ulaby et al., 1986).

**Empirical approaches**

Being limited by their validity regions, theoretical backscattering models are not valid for many natural land surface conditions. In addition, theoretical models fail to estimate backscatter in a good agreement with experimental radar backscatter measurements (Walker et al., 2004, Oh et al., 1992). Therefore, many empirical models have been developed from experimental measurements to establish the relationship between soil moisture and backscattering observations (Walker et al., 2004).

The most commonly used empirical method is a linear assumption between soil moisture and radar backscattering polarisation index. For example, Shoshany et al. (2000) proposed an empirical soil moisture retrieval method using the Normalised Backscatter Moisture Index (NBMI) defined as

$$\text{NBMI} = \frac{\sigma_{t2} - \sigma_{t1}}{\sigma_{t1} + \sigma_{t2}}, \quad (2.27)$$

where $\sigma_{t1}$ and $\sigma_{t2}$ are the backscatter coefficients at different time steps. Subsequently, the volumetric soil content is calculated through

$$SM_v = a_b \cdot \text{NBMI} + b_b, \quad (2.28)$$

where $a_b$ and $b_b$ are empirical parameters regressed from *in-situ* soil moisture measurements. This approach estimates soil moisture through change detection rather than a direct relationship between microwave backscattering observations and soil moisture content (Engman, 1990, Kite and Pietroniro, 1996). It is based on an assumption that the change of NBMI is caused solely by the variation of soil moisture, and therefore the effects of other factors including soil texture, surface roughness, and vegetation which are relative temporally consistent are minimized (Engman and Chauhan, 1995). Other empirical models have been developed based on the diversity between
horizontally and vertically polarised backscatter observations in order to retrieve both soil moisture and roughness parameters (Wang and Zhang, 2005).

Although empirical methods can result in an accurate soil moisture retrieval with a lower complexity and reduced calculation cost than theoretical methods, their application is restricted by the calibration conditions (Chen et al., 1995, Dubois et al., 1995). To establish a widely applicable empirical relationship for soil moisture retrieval from radar backscattering observations, a large number of experimental measurements are required (Oh et al., 1992), while current empirical models are generally developed from a limited amount of field measurements and therefore valid only under specific land surface conditions (Wang and Qu, 2009).

**Semi-empirical approaches**

By combining theoretical and empirical approaches, semi-empirical models of backscattering have been developed based on a theoretical foundation with model parameters derived from experimental data.

Oh et al. (1992) developed the first semi-empirical backscattering model, and found that the depolarisation ratio \( \frac{\sigma_{hh}}{\sigma_{vv}} \) is sensitive to soil moisture, and developed a semi-empirical model based on the empirical fitting of scatterometer measurements over bare soil surfaces with different roughness conditions. In the Dubois et al. (1995) method, the co-polarised backscattering coefficients \( \sigma_{hh} \) and \( \sigma_{vv} \) are related to the surface dielectric constant, incidence angle, electromagnetic frequency, and root mean square height of soil surface in a nonlinear way.

Compared with empirical models, semi-empirical backscattering models are not expected to have site-specific problems (Walker et al., 2004). However, the contribution of surface roughness to backscatter observations is normally equal to or greater than that of soil moisture content (Altese et al., 1996, Satalino et al., 2002) and subsequently it is challenging to decouple their effects for active microwave soil moisture remote sensing (Barrett et al., 2009). Although a good agreement between model simulation and backscatter observations has been
found from some studies in vegetated areas (Bindlish and Barros, 2000), these models are generally more suitable for bare soil surface conditions than for vegetated soil conditions (Barrett et al., 2009).

2.4.5 Passive microwave remote sensing

Microwave emission and soil surface emissivity

Due to the thermal motion of atoms, any objects at a physical temperature above absolute zero (~-273 C° or 0 K) radiate electromagnetic energy. A radiometer is used to measure the intensity of this emission, which increases proportionally with the temperature. To explain the relationship between physical temperature and microwave emission, the black-body concept is used, which was introduced by Planck in his quantum theory in 1901. A black-body is defined as an ideal material that absorbs all incidence radiation and reflects none; it is also a perfect emitter since its temperature would infinitely increase otherwise. Therefore, for a thermodynamic equilibrated black-body, it emits all absorbed energy outward. In addition, the intensity of electromagnetic emission can be quantified using the term brightness temperature, which is defined as the physical temperature of the black-body emitting the same amount of energy. In contrast to a black-body, a white-body is defined as a perfect reflector that reflects all incident energy and therefore emits none. Actually, most natural materials behave between a black-body and white-body (referred to as a gray-body), such that a part of the incident energy is reflected, and the remaining energy absorbed and emitted when thermodynamic equilibrium is reached. Using the emissivity \( e \) to describe the ability of materials to emit electromagnetic energy, the brightness temperature \( TB \) of the material is expressed as

\[
TB_p = e_p \cdot T, \tag{2.29}
\]

where \( T \) is the physical temperature of the material in Kelvin [K], and the subscript \( p \) indicates the polarisation, either horizontal or vertical. This equation is derived from Plank’s black-body radiation law through the Rayleigh-Jeans approximation for microwave frequencies (Njoku and
Entekhabi, 1996, Ulaby et al., 1981). Therefore, the emissivity of a gray-body varies from 0 for a white-body to 1 for a black-body.

For soil, the emissivity varies from ∼0.95 for dry soil (with moisture content of 0.05 m³/m³) to ∼0.6 for wet soil (with moisture content of 0.4 m³/m³), depending on electromagnetic wavelength, incidence angle, surface roughness, and soil properties (Jackson and Le Vine, 1996, Njoku and Entekhabi, 1996). Assuming soil at a physical temperature of 300 K, this variation in emissivity corresponds to a brightness temperature variation of 90 K (Njoku and Entekhabi, 1996), which is much larger than the typical radiometric sensitivity of microwave radiometers (approximately 1 K).

Following Kirchoff’s reciprocity theorem, the microwave emissivity \( e \) of the target can be related to its microwave reflectivity through

\[
\Gamma_p = 1 - e_p. \tag{2.30}
\]

The reflectivity is dependent mainly on the polarisation, electromagnetic wavelength, surface roughness, and dielectric constant of materials. For flat specular surfaces, the reflectivity \( \Gamma_p^* \) is determined by the Fresnel equation as

\[
\Gamma_p^* = 1 - \left( \frac{\cos\theta - \sqrt{\varepsilon_r - \sin^2\theta}}{\cos\theta + \sqrt{\varepsilon_r - \sin^2\theta}} \right)^2, \tag{2.31}
\]

\[
\Gamma_v^* = 1 - \left( \frac{\varepsilon_r \cdot \cos\theta - \sqrt{\varepsilon_r - \sin^2\theta}}{\varepsilon_r \cdot \cos\theta + \sqrt{\varepsilon_r - \sin^2\theta}} \right)^2, \tag{2.32}
\]

where \( \varepsilon_r \) is the relative dielectric constant of the material, and \( \theta \) is the incidence angle of microwave radiation. The subscripts \( H \) and \( V \) represent horizontal and vertical polarisations respectively.

Accordingly, the intensity of the emission at microwave frequencies that is measured by a radiometer, known as the brightness temperature, can be related to the soils dielectric constant through the reflectivity. For bare soil with a smooth surface, the soil emissivity at a given polarisation and incidence angle can be determined using Eqn. (2.30)-(2.32) for given volumetric soil moisture.
content and soil texture properties. However, for more general land surface conditions, the effects of soil temperature profiles, roughness of the soil surface, and vegetation coverage over the soil layer significantly affect the relationship between brightness temperature observations and soil moisture (Choudhury et al., 1979, Jackson and Schmugge, 1991, Njoku and Entekhabi, 1996).

Dielectric permittivity of soil

Microwave emission from the soil surface is related to the soil dielectric constant, which is dependent mainly on soil water content. The dielectric constant is a complex number \( \varepsilon' - j \cdot \varepsilon'' \), where \( j = \sqrt{-1} \), and the real (\( \varepsilon' \)) and imaginary (\( \varepsilon'' \)) parts determine the propagation speed of the electromagnetic wave though the soil medium and the loss of electromagnetic energy respectively. Normally, it is expressed as a relative value which is the ratio of the dielectric constant of the material to that of free space (as described in Section 2.2.4). Due to the three phases of soil, air, water and soil particles, the soil dielectric constant is a combination of the individual constituents. The soil dielectric value is also affected by other factors including soil texture, temperature, salinity, and electromagnetic wavelength. To relate soil dielectric constant to volumetric soil moisture, many semi-empirical mixing models have been developed with electromagnetic wavelength, soil texture, bulk density, and salinity as inputs (Wang and Schmugge, 1980, Hallikainen et al., 1985, Dobson et al., 1985, Mironov et al., 2004). The Dobson et al. (1985) model was used in this study. While the dielectric constant of moist soil was found to be slightly dependent on temperature, under most natural temperature conditions the effect of temperature on soil dielectric constant can be ignored. However, when soil becomes frozen, its dielectric constant is reduced significantly, since the dielectric constant of water constituent changes from that of liquid water (approximately 80) to that of ice (approximately 3).

In natural land surfaces, soil moisture is not consistent in depth, and passive microwave observations are only affected by the water content in the top soil layer. The effective depth of soil moisture estimated from emitted radiation at
microwave frequencies, known as the penetration depth $\gamma_D$, is defined as the depth above which soil contributes $0.63 \left(1 - \frac{1}{e}\right)$ of the microwave emission (Ulaby et al., 1981), and can be expressed as a function of electromagnetic wavelength ($\lambda$) and complex dielectric constant of soil ($\varepsilon_r' - j\varepsilon_r''$)

$$\gamma_D = \frac{\lambda \sqrt{\varepsilon_r'}}{2\pi\varepsilon_r''}.$$  \hspace{1cm} (2.33)

The penetration depth is very sensitive to the soil moisture conditions for the L-band microwave region with a wavelength of 21 cm, with $\gamma_D$ varying from approximately 75 cm for dry soil with dielectric constant of 5$- j\cdot0.1$ to approximately 3.7 cm for wet soil with dielectric constant of 30$- j\cdot5$. Therefore, the penetration depth is a significant parameter to determine the thickness of the soil surface layer that the variations in moisture content and temperature make a major contribution to the microwave emission. For the purpose of practical application, the effective depth is assumed to be about the top 5 cm (Schmugge and Jackson, 1994, Chanzy et al., 1997).

Impact of vertical soil moisture and temperature profiles

The simple relationship of microwave emission in Eqn. (2.29) is based on an assumption that soil moisture and temperature are constant with depth. At low frequencies in the microwave region, the top several centimetres of soil makes a major impact on the microwave emission (Njoku and Entekhabi, 1996). In natural soil, the vertical distributions of soil moisture content and temperature are determined by many factors, such as solar radiation, precipitation, evapotranspiration, infiltration rate, and vegetation root distribution, which result in a high variability as a function of depth. Therefore the uniform soil moisture and temperature profile assumption is not satisfied to estimate soil brightness temperature and emissivity over most natural land surfaces.

To account for this variability, an effective soil temperature ($T_{ef}$), being an equivalent temperature in a uniform profile having the same microwave response to the non-uniform temperature profile, can be calculated through radiative transfer theory (Choudhury et al., 1982) as
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\[ T_{\text{eff}} = \int_{0}^{\alpha} T_s(z) \cdot \alpha(z) \cdot \exp\left[-\int_{0}^{\alpha} \alpha(z')dz'\right]dz, \]  

(2.34)

where \( T_s(z) \) is the soil temperature at depth \( z \), and the attenuation coefficient \( \alpha \) is dependent on the real and imaginary parts of complex soil dielectric constant as

\[ \alpha(z) = (4\pi/\lambda) \cdot e, \]

(2.35)

where \( \lambda \) is the electromagnetic wavelength. Using this theoretical method, the effective soil temperature can be calculated from the measured soil temperature and moisture content profile which can be used to estimate the profile of soil dielectric constant using the mixing models. However, the required soil moisture and temperature profile data are only available in instrumented areas and are thus difficult to obtain globally. Therefore, Choudhury et al. (1982) and Wigneron et al. (2001) developed a simple linear parameterisations based on Eqn. (2.34) and experimental data collected at L-band, expressed as

\[ T_{\text{eff}} = T_{\text{deep}} + C_t \cdot (T_{\text{surf}} - T_{\text{deep}}), \]  

(2.36)

where \( T_{\text{deep}} \) and \( T_{\text{surf}} \) are the deep soil temperature (approximately at 50 or 100 cm) and surface temperature (approximately corresponding to a depth interval of 0-5 cm). The parameter \( C_t \) is an empirical attenuation coefficient to determine the proportion of the contributions from deep and surface soil layers to the effective soil temperature. The surface temperature can be estimated from thermal infra-red observations, or near-surface air temperature derived from meteorological data, while the deep soil temperature can be modelled based on geographic location and season (Choudhury et al., 1982).

The constant values of the \( C_t \) parameter were calibrated at several frequency bands, with \( C_t \) found to be equal to 0.246 at L-band (Choudhury et al., 1982). In reality, the \( C_t \), similar to penetration depth, is also influenced by soil moisture. For very dry soil, soil layers at depth (deeper than 1 m for dry sand) contribute significantly to the microwave emission from soil, and the \( C_t \) is
lower than 0.5. In contrast for very wet soil, the soil emission derives mainly from layers at the soil surface and $C_r \approx 1$.

To take the dependence of $C_r$ on soil moisture into account, Wigneron et al. (2001) proposed a slightly improved formula based on Eqn. (2.36) in which $C_r$ is a function of soil moisture

$$C_r = (SM_{surf}/w_0)^{b_{w0}},$$

(2.37)

where $SM_{surf} \ [m^3/m^3]$ is the volumetric water content in the top 0-3 cm soil. The $w_0 \ [m^3/m^3]$ and $b_{w0}$ are semi-empirical parameters depending on the soil properties. The long term suitability of Eqn. (2.37) was tested over several sites at the seasonal to inter-annual temporal scales (De Rosnay et al., 2006). The value of $w_0$ was found to be close to 0.3 $m^3/m^3$ over two bare soil sites: INRA Avignon (Wigneron et al., 2001) and SMOSREX (De Rosnay et al., 2006). The value of $b_{w0}$ was close to 0.3 over a corn field at the INRA Avignon site and close to 0.65 over fallow at the SMOSREX site.

**Impact of surface roughness**

Generally, natural land surfaces are not flat and smooth as the assumption made in Eqn. (2.31) and (2.32). Newton and Rouse Jr (1980) and Wang (1983) found from field measurements that the rougher the soil surface, the higher the soil emissivity and the lower the sensitivity to soil moisture content (see Figure 2.6). It was also found that the effects of surface roughness decreases with the frequency.

In order to take the effect of surface roughness into account, the scattering of the radiation at the soil-air interface was introduced in Eqn. (2.31) and (2.32). A simple semi-empirical model of soil reflectivity for the rough surface was initially developed by Wang and Choudhury (1981) based on two best-fit parameters $Q_K$ and $H_K$, expressed as

$$\Gamma_p(\theta) = [(1 - Q_K) \cdot \Gamma_p(\theta) + Q_K \cdot \Gamma_q(\theta) \cdot \exp(-H_K \cdot \cos^2(\theta)),$$

(2.38)
where the subscripts \( p \) and \( q \) indicate horizontal and vertical polarisations, or vice versa. The \( Q_R \) is a polarisation mixing parameter, and the \( H_R \) is a surface height parameter which can be related to the standard deviation of surface heights. Wang et al. (1983) considered in a more detailed study that the \( \cos(\theta) \) dependence was much too strong. In addition, \( H_R \) increases with surface roughness effects resulting in an increase in soil emissivity at both \( H \) and \( V \) polarisations, which is in contradiction with theoretical analysis (Mo and Schmugge, 1987, Shi et al., 2002). Consequently, the \( H_R \) parameter should be considered as being dependent on incidence angle and polarisation, with a generalised semi-empirical equation of roughness effects proposed as (Wigneron et al., 2007)

\[
\Gamma_p(\theta) = [(1 - Q_R(\theta)) \cdot \Gamma^p(\theta) + Q_R(\theta) \cdot \Gamma^q] \cdot \exp(-H^p(\theta) \cdot \cos^{N_{Rp}}(\theta))
\]  

In this generalised formulation, the dependence of \( Q_R \) and \( H_R \) on reflectivity and polarisation is accounted for and the \( N_{Rp} \) exponent is inserted in the

\[\text{Figure 2.6: Variations in brightness temperature as a function of moisture content; for soils of different roughness at 1.4 GHz, 5 GHz, and 10.7 GHz (Wang et al., 1983).}\]
exponential term.

The $Q_R$ was found to be dependent on the electromagnetic frequency and has very small values at L-band (from 0 to 0.12 for three soil types) (Wang et al., 1983). This is in agreement with most published studies, and is based on a large experimental data set which considered that $Q_R = 0$ (Mo and Schmugge, 1987, Wegmuller and Matzler, 1999, Wigneron et al., 2001).

The dependence of the model roughness parameter $H_{R_\phi}(\theta)$ on the surface roughness characteristics, such as Standard Deviation (SD) and auto-Correlation Length (LC), is not well known. Two studies (Mo and Schmugge, 1987, Wigneron et al., 2001) found that the best geophysical parameters to model $H_R$ were the slope parameter ($m=\text{SD}/\text{LC}$) and the surface soil moisture $SM$. The dependence of $H_R$ on soil moisture content could be explained by a volume scattering effect that occurs as the soil dries out, with deeper layers of soil contributing to the emission. Wigneron et al. (2007) suggested that the spatial fluctuations of the dielectric constant within the soil volume may be strong during drying events, having an important “dielectric” roughness effect, and therefore $H_R$ could be considered as an effective parameter that accounts for i) “geometric roughness” effects, corresponding to spatial variations of soil surface height, and ii) “dielectric roughness” effects, corresponding to the variation of the dielectric constant at the soil surface. The results obtained by Escorihuela et al. (2007) over the SMOSREX (De Rosnay et al., 2006) bare soil, confirmed the general soil moisture dependence of $H_R$ and found that a linear dependence was preferable to the exponential as given by (Wigneron et al., 2001).

Wang et al. (1983) found that $N_R = 0$ was consistent with measurements at frequencies of 1.4, 5 and 10.7 GHz. This result was also found in studies at L-band (Mo and Schmugge, 1987, Wigneron et al., 2001). Based on long term measurements over a relatively smooth soil during SMOSREX experiment, Escorihuela et al. (2007) found that $N_R \approx 1$ at horizontal polarisation and $N_R \approx -1$ at vertical polarisation.
Impact of vegetation canopy

Over vegetated soil, the microwave emission from the soil is affected by the vegetation canopy layer which attenuates (absorbs and scatters) the soil emission and adds its own contribution to the overall microwave emission. As vegetation density increases, the contribution of the vegetation layer increases and that of the soil layer decreases. When the canopy becomes sufficiently dense, the radiation emitted from the soil layer is masked entirely and the observed microwave emission is from the vegetation alone. The magnitude of the attenuation effect of the canopy depends upon the wavelength and the vegetation water content.

To date, a number of models have been developed to estimate the microwave emission from the soil-vegetation layer (Kirdiashev et al., 1979, Mo et al., 1982, Jackson et al., 1982, Ulaby and Wilson, 1985, Wigneron et al., 1995, Meesters et al., 2005). In these models, the microwave emission from the vegetated soil surface is usually expressed as a zero-order solution of the radiative transfer equations, since it assumes that the scattering phase matrix term can be neglected (Ulaby et al., 1981, 1982, 1986, Mätzler et al., 2006). The $\tau - \omega$ model (Mo et al., 1982) is defined as

$$TB_p = (1 - \Gamma_p) \cdot \gamma_p \cdot T_v + (1 - \omega_p) \cdot (1 - \gamma_p) \cdot T_v +$$

$$(1 - \omega_p) \cdot (1 - \gamma_p) \cdot \gamma_p \cdot \Gamma_p \cdot T_v,$$

(2.40)

where $T_v$ and $T_s$ are the effective temperature [K] of the vegetation and soil layers. The $\omega_p$ and $\gamma_p$ are the single scattering albedo and transmissivity of the vegetation layers respectively, and $\Gamma_p$ is the reflectivity of a rough soil surface in $p$ polarisation (either horizontal or vertical). The microwave emission from a vegetated soil surface is considered as the sum of three parts corresponding to the three terms in Eqn. (2.40). The first term represents the upward radiation from the soil layer and attenuated by the overlying vegetation. The second term indicates the upward radiation directly from the vegetation layer. The third term denotes the downward radiation from the vegetation layer, reflected by the soil surface, and attenuated by the vegetation layer again.
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The single scattering albedo \( \omega_p \) indicates the scattering of the microwave emission of soil and is a function of vegetation. At microwave frequencies, the value of \( \omega_p \) is almost zero, varying between 0.05 and 0.10 (Jackson and Schmugge, 1991, Wigneron et al., 2004, Wigneron et al., 2007). The transmissivity of the vegetation \( \gamma_p \) can be further defined as a function of the vegetation optical depth at nadir \( (\tau_{NAD}) \), and the incidence angle \( (\theta) \)

\[
\gamma_p = \exp\left[-\tau_{NAD} \cdot (t \cdot \sin^2(\theta) + \cos^2(\theta)) \cdot \cos^{-1}(\theta)\right],
\]

(2.41)

where \( t \) is an empirical parameter in relation to vegetation structure and polarisation. The optical depth \( (\tau_{NAD}) \) is dependent on the vegetation density and frequency, and can be linearly related to the Vegetation Water Content (VWC [kg/m\(^2\)]) at L-band using an empirical parameter \( (b) \) (Van de Griend and Wigneron, 2004)

\[
\tau_{NAD} = b \cdot \text{VWC}.
\]

(2.42)

Alternatively, the vegetation optical depth could also be linearly related to the log of the Normalised Difference Vegetation Index (NDVI) (Burke et al., 2001) using two empirical factors \( (\alpha \text{ and } \beta) \)

\[
\tau_{NAD} = \alpha_v + \beta_v \cdot (1 - \log(\text{NDVI})).
\]

(2.43)

There is some experimental evidence indicating possible polarisation and angle dependence of both \( \tau \) and \( \omega \). However, this dependence was found mainly from experimental data collected over non-isotropic vegetation, such as vertical stalks in tall grasses, grains and maize (Kirdiashev et al., 1979, Wigneron et al., 1995, Hornbuckle et al., 2003). The canopy and stem structure of most vegetation covers are randomly oriented, and the effects of any systematic orientation of vegetation would be mostly minimized at satellite scales (Owe et al., 2001, Martinez-Vazquez et al., 2009).

For soil moisture retrieval from space-borne passive microwave observations from soil moisture space-borne mission, the temperature gradients within the soil and vegetation layers can be assumed consistent, since it reaches equilibrium at the 6 am/pm overpass times of satellite missions. Therefore,
Eqn. (2.40) can be simplified assuming equal soil and vegetation temperatures \((T_s = T_v)\) (Hornbuckle and England, 2005), expressed as

\[
TB_p = [(1 - \omega_p) \cdot (1 - \gamma_p) \cdot (1 + \gamma_p \Gamma_p) + (1 - \Gamma_p) \cdot \gamma_p] \cdot T_s. \tag{2.44}
\]

The sensitivity of microwave brightness temperature observation to water content of the soil layer decreases with the increase of the vegetation opacity depth (Jackson and Schmugge, 1991). The brightness temperature variation reduced by the attenuation effect of vegetation canopy is much larger than the noise sensitivity threshold of a microwave radiometer (typically < 1 K). Therefore, passive microwave technique can obtain a large signal-to-noise ratio for accurate soil moisture remote sensing.

### 2.5 Soil moisture remote sensing missions

Global soil moisture distribution can be derived from many satellites, such as the AMSR-E and ASCAT, but only the dedicated soil moisture missions are discussed here.

*Figure 2.7: SMOS payload undergoing testing in the Maxwell Facility at ESA-ESTEC, The Netherlands (www.esa.int).*
2.5.1 Soil Moisture and Ocean Salinity (SMOS) mission

The first space mission dedicated to soil moisture was launched on November 2nd 2009. The Soil Moisture and Ocean Salinity (SMOS) mission, led by the European Space Agency (ESA) in collaboration with the Centre National d’Etudes Spatiales (CNES) in France and the Centro para el Desarrollo Tecnologico Industrial (CDTI) in Spain, aims to measure near surface (top 5 cm) soil moisture and ocean salinity using a 2-D interferometric radiometer operating at L-band (1.413 GHz; Microwave Imaging Radiometer using Aperture Synthesis: MIRAS shown in Figure 2.7) (Kerr et al., 2010b).

SMOS is designed to provide global maps of soil moisture every 2 to 3 days (comparable with the temporal variability of the near surface soil moisture), with a spatial resolution of better than 50 km, and a target accuracy of 0.04 m$^3$/m$^3$ volumetric soil moisture (Kerr et al., 2010b). For ocean salinity, maps with an accuracy of better than 0.1 psu (practical salinity units; gram of salt in a litre of water) and 200 km ground resolution are acquired every 30 days. As secondary objectives, SMOS is expected to provide vegetation water content maps with an accuracy of 0.2 kg/m$^2$ every 6 days, and will contribute to studies of the cryosphere (Kerr et al., 2001). The SMOS mission requirements are summarized in Table 2.2.

Figure 2.8: Global Radio Frequency Interference (RFI) map. Blue colour shows RFI-free areas, while red colour shows the area significantly affected by RFI (www.esa.int).
Besides its increased penetration depth and reduced sensitivity to vegetation canopy and surface roughness, L-band, compared with other higher frequency bands in the microwave region, is also a protected band for radio-astronomy and remote sensing satellite operations. However, the SMOS observations show a risk for corruption due to Radio Frequency Interference (RFI) in some parts of the world, particularly Europe and Asia (see Figure 2.8). Consequently, the development of an RFI detection and mitigation approach has become a high priority activity during the SMOS commissioning phase.

The only payload of SMOS is the Microwave Imaging Radiometer using Aperture Synthesis (MIRAS), a novel two-dimensional synthetic aperture radiometer with dual-/full-polarimetric imaging capabilities that makes possible brightness temperature observation at different incidence angles within the SMOS field-of-view.

To achieve global coverage and adequate spatial resolution for observing soil moisture at L-band, SMOS has used a synthetic aperture antenna employing an innovative interferometric radiometer concept and synthesizing from 69 separate receivers evenly distributed along three 3.5 m long arms of a Y-shaped antenna array and a central structure. Using the interferometric approach, the

![Image](image-url)

**Figure 2.9:** SMOS observation geometry (Camps et al., 2005).
cross-correlation of the observations are measured from all possible combinations of receiver pairs in order to sample the signal that would be measured by a real aperture antenna.

The MIRAS makes a two-dimensional brightness temperature image every 1.2 seconds over a curved hexagon-shaped Field-Of-View (FOV) with approximately 1000 km swath width. The SMOS FOV in cross-/along-track coordinates (Earth reference frame) is shown in Figure 2.10. As the satellite moves along its orbit, most of pixels are observed in multiple satellite scenes at a range of viewing angles (from 0° to 65°; dashed contours centred at nadir in Figure 2.10). The grid chosen for the delivery of SMOS data is the Resolution 9 of Aperture 4 Hexagon in the Icosahedral Snyder Equal Area (ISEA), which provides a uniform inter-cell distance of approximately 15 km (Sahr et al., 2003).

The MIRAS works in two operation modes: the dual- and full-polarimetric modes (Martín-Neira et al., 2002). In the dual-polarisation mode the MIRAS measures the brightness temperatures in horizontal and vertical polarisations, while in full-polarimetric mode the MIRAS measures the four Stokes parameters. Both internal and external calibrations are performed by injecting stable noise signals into all the receivers several times per orbit and facing towards celestial targets every two weeks (McMullan et al., 2008).

Based on the level of processing on the SMOS observations, the SMOS mission products are categorized into five levels:

Level 0 products consist of unprocessed SMOS data with added Earth Explorer headers, which include satellite data and calibration data from correlators.
Level 1 products are divided into three categories:

i) Level 1a products are calibrated visibilities (cross-correlations) grouped as snap-shots.

ii) Level 1b products are snapshot maps of radiometrically corrected and calibrated brightness temperatures, referenced to the antenna polarisation reference frame.

iii) Level 1c products are swath-based maps of brightness temperatures referenced to a fixed grid on an Earth ellipsoid. Level 1c products are generated separately for land and sea applications.

Level 2 products are soil moisture and ocean salinity swath-based maps derived from the land and ocean parts of Level 1c products respectively. The conversion from Level 1c brightness temperatures to Level 2 products includes a first step to mitigate the impact of Faraday rotation, Sun/Moon/galactic glint, atmospheric attenuation, etc.

Level 3 products are based upon the spatial and temporal aggregation of Level 2 products.

Figure 2.10: Properties of the alias-free FOV mapped from direction cosines coordinates to cross-track and along-track coordinates: incidence angle range from 0 to 60 (dashed contours centred at nadir) and radiometric sensitivity ranges from 3–7 K (dashed–dotted lines centred at boresight) (Camps et al., 2005).
Level 4 products are value-added Level 2/3 products using auxiliary data and/or models from other sources.

2.5.2 Soil Moisture Active and Passive (SMAP) mission

The Soil Moisture Active Passive (SMAP) mission, under development by the National Aeronautics and Space Administration (NASA), is proposed to provide global measurements of the Earth’s surface soil moisture and freeze/thaw state (Entekhabi et al., 2010). A fundamental difference between SMOS and SMAP is that it aims to have a spatial resolution of better than 10km for soil moisture. Due to the accuracy and global coverage, the utility of SMAP measurements are being anticipated across many science and application disciplines including hydrology, climate, carbon cycle, as well as the meteorological, environmental and ecological applications communities. Therefore, the SMAP mission was recommended by the National Research Council’s (NRC) Decadal Survey after a preliminary study commissioned by NASA, the National Oceanic and Atmospheric Administration (NOAA), and

![Figure 2.11: An artist rendition of SMAP flying and data swath on Earth (smap.jpl.nasa.gov).](image-url)

The payload of SMAP consists of a conically scanning L-band radiometer and radar that share a deployable light-weight mesh antenna with a 6 m diameter. The first three Stokes parameters and backscatter at HH, VV and HV polarisations will be collected at a consistent viewing angle of approximately 40° using a radiometer and a radar system, over a footprint of approximately 40 km and 3 km size respectively. The designed incidence angle is optimal to retrieve soil moisture and vegetation water content simultaneously from the horizontally and vertically polarised brightness temperatures (Entekhabi et al., 2010). However, the space-borne radiometer systems can only provide a resolution in the order of 40 km which is much larger than the spatial resolution of 1 to 10 km required in hydrological modelling. In contrast, space-borne radar systems are able to offer a higher resolution, while they are significantly affected by vegetation coverage and surface roughness that can be used to achieve accurate soil moisture over smooth bare soil. It is expected that by combining SMAP radar and radiometer data, accurate soil moisture with a high spatial resolution can be obtained.

SMAP aims to provide global soil moisture observations with a 3 day revisit time and its main products will be provided in four levels:

Level 1 products are divided into three categories:

i) Level 1a products are raw data of radar backscatter and radiometer brightness temperature in time order.

ii) Level 1B products are calibrated and geolocated instrument measurements of surface radar backscatter cross section and brightness temperatures derived from antenna temperatures in time order.

iii) Level 1C products are calibrated and geolocated instrument measurements of surface radar backscatter cross section and brightness temperatures derived from antenna temperatures on swath/Earth grid.
Level 2 products are on half-orbit retrievals of soil moisture derived from radar, radiometer, and the conjunction of radar and radiometer data on a fixed Earth grid with resolutions of 3 km, 36 km, and 9 km respectively.

Level 3 products are daily global composite Level 3 products are daily composites of Level 2 surface soil moisture and freeze/thaw state data.

Level 4 products are model-derived value-added surface and root zone soil moisture data as well as carbon net ecosystem exchange data.

### 2.6 The land surface heterogeneity problem

The low spatial resolution of space-borne microwave radiometer sensors and the assumption of a homogeneous land surface are two limiting factors of current soil moisture retrieval algorithms, as space-borne observations suffer from land surface heterogeneity within the sensors’ field of view (Njoku and Entekhabi, 1996). Kerr et al. (2003) classified the mixed-pixel problems into three types: 1) the pixel contains similar types of land surface, but with heterogeneous properties (i.e. soil moisture, soil texture, vegetation density, physical temperature, surface roughness); 2) the pixel contains different types of land surface (i.e. water bodies, forested areas, urban area), but with temporally consistent characteristics; and 3) the pixel contains different types of land surface with temporally variable characteristics (i.e. snow partially frozen overnight and partially melted in the daytime).

In the first case, the heterogeneity of land surface properties induces an error in soil moisture retrieval since it nonlinearly affects the relationship between the brightness temperature observation and the average soil moisture of the pixel. Thus, linearly averaged soil moisture cannot be retrieved by using the linear average of parameters of sub-pixel properties (Njoku and Entekhabi, 1996). The impacts of sub-pixel heterogeneity in soil moisture (Drusch et al., 1999), vegetation (Njoku et al., 1996), and soil properties (Galantowicz et al., 2000) on microwave soil moisture retrieval have been assessed. In the second case, the presence of different types of land surfaces complicates the overall microwave radiation from the pixel because of their different microwave
characteristics. Moreover, since most retrieval algorithms were developed with the assumption of a homogeneous land surface, except for the SMOS retrieval algorithm, which considers three different surface types (bare soil, herbaceous and woody vegetation covers), error in soil moisture retrieval above 0.04 m$^3$/m$^3$ can be introduced. The mixed pixels in the third case are heterogeneous in space and time, being the most complicated of all three cases. In order to deal with mixed-pixel problems, high spatial and temporal resolution observations are necessary (Kerr et al., 2003).

This thesis aims to the second type of land surface heterogeneity problems, focusing on the effect of surface rock, urban areas, and standing water on brightness temperature observations and soil moisture retrieval accuracy at the scale of ~40 km.

2.7 Proposed approach

The review of existing literature suggests that the land surface heterogeneity at the coarse scale of space-borne radiometers at L-band can adversely affect the soil moisture retrieval accuracy if not carefully accounted for in retrieval models. However, the effect of non-soil targets within a space-borne radiometers’ field-of-view on brightness temperature and soil moisture retrieval accuracy has not been well studied using observational data, or taken into account in current soil moisture retrieval models or satellite products. Therefore, this study proposes to address the second type of mixed-pixels problems described in Section 2.6, to determine the non-soil target fractions that can be tolerated and the locations where induced soil moisture error might exceed the SMOS/SMAP 0.04 m$^3$/m$^3$ target error budget if their presence is ignored. Specifically, the effects of three types of land cover (surface rock, standing water, and urban areas) are analysed using airborne L-band passive microwave observations and in-situ sampling data collected during field experiments in Australia.

The airborne brightness temperature observations collected over surface rock, standing water, and urban areas are used to investigate the effect of urban area on brightness temperature and soil moisture retrieval accuracy. First, land
cover classification datasets were assessed for accuracy in estimating non-soil targets cover fraction of corresponding pixels. Applying a moving window technique, the airborne brightness temperature observations at < 1 km were integrated to lower spatial resolutions to yield a range of cover fractions of non-soil targets. Comparing the brightness temperature against the background brightness temperature non-soil targets induced impact is correlated with their cover fractions, and a cover fraction threshold determined. Finally, this threshold is applied to the global or regional land cover classification dataset to estimate the SMOS and SMAP pixels expected to be adversely affected by non-soil targets world-wide.

### 2.7.1 General assumptions

Over heterogeneous land surface, the ground brightness temperature in the sensor’s field-of-view $TB_{\text{grd,p}}$ can be expressed as

$$TB_{\text{grd,p}} = \sum_{i=1}^{N} a_i \cdot TB_{i,p},$$

(2.45)

where $TB_{i,p}$ is the $p$ (horizontally or vertically) polarised brightness temperature of the $i$th surface component in $N$ components within the pixel, and $a_i$ is the spatial weight of the components thus $\sum_{i=1}^{N} a_i = 1$ (Njoku and Entekhabi, 1996). In ideal conditions where the antenna pattern is uniform in the main lobe while it is zero in side lobes, or when the antenna pattern effects have been corrected, the sensor’s apparent brightness temperature observation $TB_{\text{obs,p}}$ is equal to ground brightness temperature $TB_{\text{grd,p}}$ (Ulaby et al., 1981), and the weight factor $a_i$ becomes the cover fraction of each land surface component (Njoku and Entekhabi, 1996). Consequently, a general approach to deal with the mixed-pixel problem is to correct the brightness temperature of non-soil components (e.g. surface rock, standing water and urban area) from brightness temperature observations, assuming that the brightness temperature of a heterogeneous pixel $TB_{\text{obs,p}}$ is the sum of brightness temperature of all components $TB_{i,p}$ linearly weighted by their cover fractions $f_i$ as
\[ TB_{obs,p} = \sum_{i=1}^{N} f_i \cdot TB_{i,p} \tag{2.46} \]

### 2.7.2 Data simulation

Both model and observation based simulation of brightness temperature data are used in this thesis, with a significant reliance on observational data, especially at the SMOS and SMAP footprint scale. Model simulation is primarily used at the small spatial scale so as to gain a better understanding of the physical process interactions at play. The model equations used in this step are outlined in Figure 2.12. However in practice the SMOS and SMAP antenna gain patterns are not corrected, and the contribution of side-lobe is not removed, which will induce a slight difference when applying the results of this thesis to space-borne sensors.

To investigate the effect of surface rock, urban areas, and standing water on space borne radiometer observations and subsequent soil moisture retrieval accuracy, brightness temperature data at the SMOS and SMAP scale of ~40

![Figure 2.12 Schematic of brightness temperature simulation process.](image)
km are required, so as to have a range of surface rock, urban areas, and standing water cover fractions. In this study, space borne brightness temperature is simulated by upscaling the airborne brightness temperature observations described in Chapter 3. However, the airborne brightness temperature observations collected at multiple incidence angles first need to be normalised to a fixed reference angle, due to the strong dependency of brightness temperature on incidence angle. To simulate SMOS and SMAP brightness temperature with a range of non-soil target cover fractions, a moving window technique is also applied to the geo-referenced map of incidence-angle-normalised airborne brightness temperature observations. As non-soil targets often take only a small fraction of the study areas at ~40 km scale, to simulate SMOS and SMAP brightness temperature with a high non-soil target cover fraction, a zooming window technique is used. The details of upscaling, incidence angle normalisation, and moving/zooming window processes are described below.

**Microwave Observation Upscaling**

According to Eqn. (2.46), brightness temperature at SMOS and SMAP scale can be simulated by integrating the airborne brightness temperature observations within a SMOS/SMAP footprint. However, in reality there may be a slight difference between the low resolution observation and the spatially averaged value of corresponding high resolution observations, due to uncertainties such as geolocation error, temporal variation of brightness

![Figure 2.13](image)

**Figure 2.13** The effect of resolution on the Standard Error of Estimate (SEE) (Panciera et al., 2007).
temperature, or antenna gain pattern. Panciera et al. (2007) explored the effect of spatial scale on upscaling by comparing spatially averaged air-borne brightness temperature observations at high resolution (90m) with those at lower resolution (300m, 500m, and 1km). According to comparison results in Figure 2.13 over a grass and crop dominated area (Panciera et al., 2007), the maximum error in TB observations is ~4 K. This implies that airborne brightness temperature observations at 1 km can be upscaled to SMOS and SMAP scale of ~40 km with an uncertainty on the order of few K.

**Microwave observations incidence angle normalisation**

Many of the air-borne microwave radiometers used to measure the surface soil microwave emission yield a range of across-track viewing angles; e.g. PBMR (Wang et al., 1990), ESTAR (Le Vine et al., 1990), STARSS (Gabarró et al., 2003), PLMR (Panciera et al., 2008), CAROLS (Zribi et al., 2011). Due to the strong sensitivity of microwave signal to incidence angle, such observations need to be normalised to a fixed reference angle for the purpose of visualisation, interpretation, and/or simulation of satellite missions. In this thesis, the airborne multi-angular brightness temperature observations need to be normalised in order to simulate the SMOS/SMAP brightness temperature observations, before integrating to higher resolution observations.

Currently, there are two methods widely used for incidence angle normalisation, referred to here as the ratio-based (Jackson, 2001) and histogram-based (Mladenova et al., 2013) methods. Nevertheless, use of these methods over heterogeneous land surfaces often results in a noticeable stripe pattern when producing geo-referenced maps of angle-normalised microwave observations from multiple swaths. It is shown in this thesis that the striping results (in part) from an assumption of linearity in microwave response across incidence angles, which is particularly limiting over heterogeneous land surfaces. Consequently, a Cumulative Distribution Function (CDF) based method is developed in this thesis to normalise multi-angle microwave observations with only minimal stripping, by avoiding the linearity assumption. This approach is based on the CDF matching which has been routinely applied
to scaling of remotely sensed observations to modelled soil moisture data (Reichle and Koster, 2004), establishing relationships between radar reflectivity and rainfall (Anagnostou et al., 1999, Atlas et al., 1990), and blending of multiple microwave radiometer derived soil moisture products (Liu et al., 2009).

Each of these previous CDF studies has merged two or more data sets by matching their temporal CDFs over the same area based on an assumption of the same temporal variation. In contrast, the CDF-based incidence angle normalisation method developed here is based on matching the spatial CDF of observations measured at each incidence angle. It is assumed that the brightness temperature or backscatter sequence of all observed land surface types is consistent across all incidence angles. Consequently, for a given land surface the cumulative frequency is independent of incidence angle, and can be used to transfer observations at non-reference angles to the reference angle. This CDF-based method is developed and verified in Chapter 4 using microwave radiometer observations collected during three airborne field experiments.

**Moving Window and zooming window techniques**

According to Eqn. (2.46), airborne brightness temperature observations can be upscaled to the SMOS and SMAP scale by averaging airborne data within a 40-km window, which is the same to calculate cover fractions of non-soil targets. By moving the location of the window, the simulated brightness temperature with a range of cover fractions can be obtained. The range of obtained cover fractions is restricted by the distribution of the given non-soil target at the SMOS and SMAP scale. For targets that are very heterogeneously distributed across the study areas, such as urban areas, the obtained cover fraction varies from zero to a maximum value when the target is fully covered by the window. For the purpose of establishing the relationship between brightness temperature and non-soil target cover fraction over a wide range, the range of the obtained cover fraction is extended using a zooming window method, which increases the minimum value by reducing the size of the window.
Therefore, the moving and zooming window techniques are used in this thesis to simulate SMOS and SMAP brightness temperature observations with a wide range of non-soil targets.

### 2.7.3 Effect of rock cover fraction

A type of non-soil target that may induce a significant error in retrieved soil moisture if not explicitly accounted for in the retrieval algorithm is surface rock. While a few model simulation studies have been performed to explore the rock cover fraction threshold for the SMOS target soil moisture accuracy of 0.04 m$^3$/m$^2$ (Kerr et al., 2010a, Loew, 2008), there has been no assessment of the expected rock impact globally. Current rock fraction thresholds of 0.11 and 0.15-0.20 were obtained from Kerr et al. (2010a) and Loew (2008) respectively, assuming that rock behaves as very dry bare soil with a fixed dielectric constant and roughness, but these results have not been confirmed through field data.

According to the dielectric constant measurements on a range of rock types at a frequency of 400 MHz and 35 GHz, the real part of the dielectric constant of rock ranges from 2.4 to 9.6 (Ulaby et al., 1986). A value of 5.7 - j×0.074 has been suggested in the SMOS Algorithm Theoretical Basis Document (ATBD) as an appropriate value for the dielectric constant of rock (Kerr et al., 2010a).

To date only a few experiments (e.g. Jackson et al., 1992, Monerris et al., 2008) have been conducted to explore the impact of surface rock on L-band brightness temperature observations. These have found that i) rock has a very low porosity meaning that it does not absorb any appreciable amount of water; ii) the low dielectric constant of rock reduces the effective dielectric constant of the wet soil surface mixed with rocks; and iii) the presence of rock results in an increase of soil surface roughness. While these studies demonstrate that the joint impact of these three aspects makes microwave emission from the rock covered land surface complex, the findings have not been extrapolated to tolerable land cover fractions or an appreciation of the possible impact globally.

The effect of rock on brightness temperature observation and soil moisture retrieval accuracy is further investigated in Chapter 5, using both synthetic and observational data from a field experiment. These results were then used to
demonstrate the expected impact of rock on brightness temperature observation and soil moisture retrieval accuracy globally, by identifying SMOS and SMAP pixels with rock-induced brightness temperature contribution in excess of the 4 K (the SMOS brightness temperature error budget), implying a possible soil moisture error in excess of the 0.04 m$^3$/m$^3$ target for SMOS and SMAP missions (Entekhabi et al., 2010, Kerr et al., 2010b).

### 2.7.4 Effect of urban cover fraction

At the coarse scale of the SMOS/SMAP missions, urban areas are present within many pixels globally, especially over heavily populated continents like Europe and the United States. While a current concern for urbanised areas is the Radio Frequency Interference (RFI) from man-made emitters, which adversely impacts the quality of passive microwave observations, there are other important factors. Moreover, since SMOS was launched, a great effort has been made to switch off the RFI sources that are present mostly over Europe, China, South Asia and the Middle East (Oliva et al., 2012). Thus, for urban areas where RFI does not exist, and/or after all RFI sources have been removed from the affected areas, the microwave emission contribution from urban areas will continue to exist. This brightness temperature contribution will potentially confound the interpretation of SMOS and SMAP radiometric observations, possibly resulting in soil moisture retrieval accuracy lower than the 0.04 m$^3$/m$^3$ target accuracy if not accounted for, since the microwave behaviour of urban areas is significantly different from that of natural targets (Rautiainen et al., 2008). Importantly, the microwave contribution of urban areas to space-borne radiometer observations has not been taken into account in the current soil moisture retrieval models, due to a lack of understanding of their microwave behaviour.

According to Schneider et al. (2010), less than 0.5% of the world’s land mass is classified as urban. While this suggests that most of the SMOS and SMAP pixels will have either no or insignificant urban contribution to brightness temperature observations, urbanisation is not homogeneously spread across the globe. Consequently, urban areas are likely to have significant contributions...
to brightness temperature observations in SMOS and SMAP pixels with urbanized area fractions that exceed some threshold, resulting in soil moisture retrieval errors exceeding the aforementioned target accuracy of $\sim 0.04 \text{ m}^3/\text{m}^3$ for these missions. It is therefore important to know this urban fraction threshold, and thus identify the SMOS and SMAP pixels with a potentially large urban impact on soil moisture retrieval, in order for them to be flagged or a brightness temperature correction applied.

To date the knowledge about how urban area impacts soil moisture retrieval is relatively unknown, and most existing studies are based on simulation results from a limited number of synthetic studies (e.g. Kerr et al., 2010a, Loew, 2008); no studies have been undertaken using real microwave observations. In the SMOS ATBD (Algorithm Theoretical Based Document; Kerr et al., 2010a), the urban area is assumed to behave as very dry bare soil or rock whose dielectric constant is suggested to be $5.7 - j \times 0.074$. Based on model simulations under a range of conditions, a rock cover fraction threshold of 0.11 was derived for the SMOS soil moisture target accuracy of $0.04 \text{ m}^3/\text{m}^3$, which was assumed to be applicable to urban areas. Similarly, Loew (2008) derived an urban fraction threshold of $0.15 - 0.20$ from model simulations conducted over the Upper Danube catchment in southern Germany, assuming that urban behaves like very dry bare soil with a low and fixed dielectric constant and high surface roughness. Consequently, this work examines the previously reported urban fraction thresholds, using real data acquired from Australian field experiments. Subsequently these thresholds are used to identify the SMOS and SMAP pixels where the target soil moisture retrieval error will likely be exceeded as a result of urban induced error.

In Chapter 6, the SMOS and SMAP radiometric error budgets of 4 K (Kerr et al., 2010b) and 1.3 K (Entekhabi et al., 2010) were used as the brightness temperature error budgets to represent the target soil moisture retrieval accuracy of $0.04 \text{ m}^3/\text{m}^3$ of the respective mission, to determine the limit on urban induced brightness temperature contribution; the optimistic assumption being that the entire error budget could be attributed to urban effects alone. The urban fraction thresholds obtained using these experimental data were
then used to identify the SMOS and SMAP pixels globally where soil moisture retrieval error will potentially exceed the target accuracy as a result of urban areas, assuming that the Australian cities located in the study areas represent the microwave response to cities world-wide.

### 2.7.5 Effect of water cover fraction

The brightness temperature of soil is dependent mainly on the physical temperature of the soil layer and its emissivity, which is in turn determined by the soil dielectric constant and surface roughness. Due to the large (real part) dielectric constant difference between soil particles (~2) and water (~80), the microwave brightness temperature observation is highly sensitive to the water content of soil. Consequently, the presence of water bodies within the sensor’s field-of-view will result in an overestimation in retrieved soil moisture if not accounted for. The effect of water fraction has been addressed in the SMOS Algorithm Theoretical Basis Document by stating that approximately 0.01 underestimation of standing water fraction in the field-of-view can induce 0.01 m$^3$/m$^3$ soil moisture retrieval error under the conditions of wet (water content of 0.4 m$^3$/m$^3$) soil and dense (optical depth of 0.6) vegetation (Kerr et al., 2010a). Model simulation (Davenport et al., 2008, Loew, 2008) and observational studies using space-borne data and in-situ measurements (Gouweleeuw et al., 2012) have been conducted to investigate the effect of water fraction on brightness temperature and soil moisture retrieval accuracy. The results show that the presence of a small area (<0.05) of standing water could introduce an error in retrieved soil moisture as high as 0.2 m$^3$/m$^3$. Nevertheless, this water fraction effect has not been verified using experimental data.

In Chapter 7 airborne L-band passive microwave observations and in-situ ground measurements collected over SMOS/SMAP pixel sized areas are used to i) investigate the relationship between water fraction and induced uncertainty in brightness temperature and retrieved soil moisture when ignoring the presence of water bodies in the soil moisture retrieval models, and
ii) determine the extent of SMOS/SMAP pixels in Australia that would be adversely affected as a consequence.

2.8 Chapter summary

The potential of remote sensing for monitoring global soil moisture has been discussed in Chapter 2. The different remote sensing techniques used to measure soil moisture by observing electromagnetic emission or reflection at different parts of the spectrum were presented, including visible, thermal infra-red, active and passive microwave. Their advantages and limitations were compared and their applicability for global soil moisture mapping with adequate accuracy, spatial resolution, and revisit frequency assessed. The L-band passive microwave remote sensing technique was shown to be the most promising method to measure global soil moisture due to its direct relationship to soil moisture through soil permittivity, all weather capability, and less sensitivity to vegetation canopy and surface roughness. However, this technique suffers from being a coarse scale measurement that can be severely affected by land surface heterogeneity.

In current soil moisture retrieval algorithms, the contribution of non-soil targets such as surface rock, urban area, and standing water, to the space-borne passive microwave observations, has not been adequately considered. These non-soil targets are present in many SMOS and SMAP pixels world-wide, and have special microwave behaviour when compared with soil targets. Therefore, their presence may result in an unacceptable error on space-borne passive microwave retrieval of soil moisture if not better understood. As such, this thesis address the question of how much of these target types can be tolerated within a passive microwave pixel, and what pixels are likely to be adversely affected.
3 Datasets

This chapter presents an overview of Australian airborne field experiments, including the airborne and ground instrumentation used. The observation datasets are later used to examine the effect of non-soil targets on passive microwave remote sensing for soil moisture in this research.

3.1 Field experiments used in this thesis

In the last eight years there have been several airborne field experiments conducted in Australia, with an objective of developing the remote sensing of near surface soil moisture, including the National Airborne Field Experiment in 2005 (NAFE’05; Panciera et al., 2008), National Airborne Field Experiment in 2006 (NAFE’06; Merlin et al., 2008), SMOS Arid Zone Experiment in Australia (Rüdiger et al., 2013), Australian Airborne Cal/val Experiments for SMOS (AACES-1 to 2; Peischl et al., 2012b), and SMAP Experiments (SMAPEx-1 to 3; Panciera et al., 2012). The data collected from these experiments have been archived, and can be accessed from http://www.nafe.unimelb.edu.au, http://www.moisturemap.monash.edu.au,

Figure 3.1: Locations of the OzNet monitoring stations, and study areas of NAFE’06, central Australia field experiment, AACES-1 and 2, and SMAPEx experiments.
Datasets

In order to understand the land surface heterogeneity impacts within pixels at the scale of SMOS and SMAP radiometers, airborne brightness temperature observations and coincident ground measurements from five of these experiments are used in this thesis. Figure 3.1 provides an overview of their spatial locations/coverage, while Table 3.1 includes a summary of the land surface condition and relevance to this thesis.

Most of these experiments were conducted in the Murrumbidgee River Catchment, southeast of Australia. The ~82,000 km$^2$ Murrumbidgee River Catchment has an elevation ranging from ~40 m in the western plains to ~2,000 m in the eastern mountainous areas as shown in Figure 3.1. The annual rainfall varies from 300 mm in the west to 1900 mm in the high elevated ranges in the east (Australian Bureau of Rural Science, 2001). Accordingly, the land surface of the Murrumbidgee River Catchment varies from bare soil with sparse vegetation in the west, to irrigated fields mixed with grasslands in the middle, and to forest in the east. Only the central Australia field experiment (Rüdiger et al., 2013) was conducted outside of the Murrumbidgee Catchment, in August 2009 over three 50 km by 50 km study areas in central Australia, aiming to identify vicarious calibration sites for the on-orbit calibration of the

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Date</th>
<th>Location</th>
<th>Land surface</th>
<th>Relevance to this thesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAFE'06</td>
<td>Nov. 2006</td>
<td>Murrumbidgee River catchment</td>
<td>Cropping and grazing land</td>
<td>Urban and water effects</td>
</tr>
<tr>
<td>Central Australia</td>
<td>Aug. 2009</td>
<td>Central Australia</td>
<td>Very dry bare soil</td>
<td>Rock effect and normalisation</td>
</tr>
<tr>
<td>AACES-1</td>
<td>Jan-Feb. 2010</td>
<td>Murrumbidgee River catchment</td>
<td>Various land surface</td>
<td>Urban effect water effects, and normalisation</td>
</tr>
<tr>
<td>AACES-2</td>
<td>Sep. 2010</td>
<td>Murrumbidgee River catchment</td>
<td>Various land surface</td>
<td>Urban and water effects</td>
</tr>
<tr>
<td>SMAPEx-2</td>
<td>Dec. 2010</td>
<td>Murrumbidgee River catchment</td>
<td>Cropping and grazing land</td>
<td>Normalisation</td>
</tr>
</tbody>
</table>


Table 3.1: List of field experiments involved in this research.
SMOS using airborne passive microwave data and in-situ measurements. More detailed and pertinent description is given in the later chapters as required.

During the period of PhD study, the author was fully involved in experiment design, preparation and conduct of the central Australia field experiment and AACES. During the AACES-1 and 2, he was entirely responsible for ground sample processing and data management, while also giving necessary support to the preparation of aircraft, calibration of airborne and monitoring station sensors, and ground sampling. He also archived the AACES data including the development of a website www.moisturemap.monash.edu.au/aaces for data distribution.

### 3.2 Field experiment framework

These experiments have used a set of remote sensing instruments including a L-band radiometer, thermal imager, thermal radiometers and multispectral radiometers mounted on a scientific aircraft. Coincidence with aircraft flights, ground sampling on soil and vegetation properties were undertaken by

![Experimental aircraft showing a wingtip installation in the left inset, and the cockpit with cockpit computer display in the right inset (Walker et al., 2009).](image)

**Figure 3.2:** Experimental aircraft showing a wingtip installation in the left inset, and the cockpit with cockpit computer display in the right inset (Walker et al., 2009).
Datasets

participants in order to obtain the ground truth and ancillary data used in the soil moisture retrieval algorithm. A brief description for each experiment component is presented below.

### 3.2.1 Airborne observing system

Airborne instruments were mounted on a small single engine aircraft, including the Polarimetric L-band Multi-beam Radiometer (PLMR), thermal infrared radiometers, and multi-spectral sensors. This facility allows passive microwave radiation, land surface skin temperature, and vegetation index observations to be made simultaneously across large areas.

The aircraft (Figure 3.2) can carry a typical science payload of up to 250 kg (120 kg for maximum range) with cruising speed of 150-270 km/h and range of 9 hours with reserve (5 hours with maximum payload). The aircraft ceiling is 3000 m or up to 6000 m with breathing oxygen equipment, under day/night VFR or IFR conditions. The aircraft can easily accommodate two crew; pilot/scientist plus scientist.

Aircraft instruments are typically installed in an underbelly pod and in the wingtips. Aircraft navigation for science is undertaken using a GPS driven 3-axis autopilot together with a cockpit computer display that shows aircraft position relative to planned flight lines using the OziExplorer software. The aircraft also has an OXTS (OXford Technical Solutions) Inertial plus GPS

![Figure 3.3: The RT3003 OXTS Inertial + GPS system. Refer to www.oxts.com for more information.](image)
system (two antennas on the fuselage) for position (geo-referencing) and attitude (pitch, roll and heading) interpretation of the data. When combined with measurements from a base station, the RT3003 (Figure 3.3) can give a positional accuracy of 2 cm, roll and pitch accuracy of 0.03° and heading accuracy of 0.1°. Without a base station the positional accuracy is degraded to about 1.5m (www.oxts.com).

3.2.1.1 Polariometric L-band Multi-beam Radiometer (PLMR)

The Polariometric L-band Multi-beam Radiometer (PLMR; Figure 3.4) was developed by ProSensing Inc. (prosensing.com) and owned by a consortium of Australian Universities. It has six receivers at viewing angles of ±7°, ±21.5° and ±38.5° from nadir in either across track (push-broom) or along track (multi-angle) configurations, used to measure both V and H polarisations with a polarisation switch. In the normal push-broom configuration the 3dB beamwidth is 17° along-track and 14° across-track resulting in an overall 90° across-track field of view. The PLMR measures microwave emission at a centre frequency of 1.413 GHz and bandwidth of 24MHz, with specified NEDT (Noise Equivalent Differential Temperature), a radiometric accuracy, better than 1K for an integration time of 0.5s, and 1K repeatability over 4 hours. It weighs 46 kg and is in size of 91.5 cm × 91.5 cm × 17.25 cm. Before and after each flight the PLMR was calibrated using the sky (cold target) and a

![Figure 3.4: View of PLMR with the cover off (Walker et al., 2009).](image-url)
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temperature-recorded blackbody box (warm target). In addition, the calibration of the PLMR was confirmed during each flight using brightness temperature observations over a calibration lake having in-situ measurements of water temperature and salinity collected by a floating monitoring station. After pre- and post-flight calibration, the PLMR has an overall accuracy of better than 2 K (Panciera et al., 2008).

The angular difference of brightness temperature observations was corrected by normalising the observations to 38.5° using the Cumulative Distribution Function-based normalisation method proposed in Chapter 4. The method normalises multi-angle observations to a reference angle by matching the cumulative distribution function of each incidence angle to that of the reference angle. This approach assumes that the brightness temperature variations viewed by each incidence angle has the same statistical properties, and has been shown to result in normalisation errors for individual observations as low as 1K error when combined with 1.3K error in the root-mean-square sense may not impact the retrieval performance significantly. Consequently, the normalisation error for scene-averaged brightness temperatures is assumed to be negligible.

The temporal variation of brightness temperatures, due to changes in the physical surface temperatures during the flight, were corrected by multiplying each brightness temperature observation with the ratio between effective soil temperature at the current time and that at a fixed reference time (generally the mid duration of the flight). The effective soil temperature was calculated using the time series of top ~5 cm soil moisture and soil temperature at 2.5-cm and 40-cm depth, collected by monitoring stations within each patch using the method of Choudhury et al. (1982). In this thesis, time series of surface soil temperature observations collected from the OzNet monitoring station network was used for temporal correction of airborne brightness temperature observations. In the NAFE’06 dataset the brightness temperature observations were corrected to 12 noon (local time), while for the AACES-1 and -2 datasets the 6am and 6pm SMOS ascending and descending overpass times were used as the reference time, with data from temporal monitoring stations installed
during the campaigns used for the temporal correction. Using this correction technique, the bias of the brightness temperature observations between the repeated flights reduced to less than 1 K, which is insignificant in comparison with the brightness temperature effects expected from non-natural targets.

The PLMR brightness temperature observations used in this study hereafter are pre-processed including i) incidence angle normalisation; ii) temperature correction; and iii) gridding to regular grids.

### 3.2.1.2 Thermal infrared instruments

There are six thermal infrared radiometers (Figure 3.5, red box) used together with a thermal imager. The thermal infrared radiometers are the Everest Interscience 3800ZL (see www.everestinterscience.com) used to measure electromagnetic wave at a wavelength between 8.0 and 14.0 µm with 15° FOV and 0 - 5V output corresponding to -40°C to 100°C. These six radiometers are installed at the same incidence angles as PLMR so as to give coincident footprints with the PLMR observations. The nominal relationship between voltage and temperature is given by the manufacturer as $V = 1.42857 + (0.03571428 \times T)$.

The thermal imager is a FLIR ThermaCam S60 with spectral range 7.5 to 13 µm, accuracy ±2°C or ±2% of reading and thermal sensitivity of 0.08°C. It has an 80° × 60° FOV lens with 1.3 mrad IFOV, resulting in approximately 20m

![Figure 3.5](image-url)
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3.2.1.3 Multi-spectral instrument

The multispectral measurements are made using an array of 15° FOV Skye 4-channel sensors (Figure 3.5, blue box), each with 0-5V signal output (www.skyeinstruments.com). When installed, these sensors are configured in a similar way to the Everest thermal infrared radiometers, such that the six downward looking sensors have the same incidence angle and footprints as for the six PLMR beams. However, to correct for incident radiation, an upward looking sensor with cosine diffuser is also installed. Each sensor weighs approximately 400 g and has a size of 8.2 cm × 4.4 cm without the cosine diffuser or field of view collar attached. Two arrays of 4 channel sensors are installed, with the (matched) spectral bands as shown in Table 3.2.

3.2.1.4 Visible imager

<table>
<thead>
<tr>
<th>Sensor VIS/NIR (SKR 1850A)</th>
<th>Channel</th>
<th>Wavelength</th>
<th>MODIS band</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>620 – 670nm</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>841 – 876nm</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>459 – 479nm</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>545 – 565nm</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensor SWIR (SKR 1870A)</th>
<th>Channel</th>
<th>Wavelength</th>
<th>MODIS band</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1628 – 1652 nm</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2026 – 2036 nm</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2105 – 2155 nm</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2206 – 2216 nm</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

resolution data from a 3000m flying height. The thermal imager looks very similar to a digital video camera, with a weight of 2 kg and size of 10 cm × 12 cm × 22 cm, without the 80° FOV lens fitted.

Figure 3.6: Canon EOS-1DS Mark 3 (left), video camera (centre) and Pika II (right).
A high resolution digital SLR camera, a digital video camera, and a Pika-II hyperspectral camera were available to the campaign (Figure 3.6). The digital camera is a Canon EOS-1Ds Mark III that provides 21 Megapixel full frame images. It has a 24 mm (23°) to 105 mm (84°) variable zoom lens. The digital video camera is a JVC GZ-HD5 with 1920 × 1080 (2.1 Megapixel) resolution. Also available is a HD-6600PRO58 wide angle conversion lens to provide full swath coverage of PLMR. The Pika-II is a compact low-cost hyperspectral imaging spectrometer manufactured by Resonon Inc (see www.resonon.com). It acquires data between 400 nm and 900nm at a spectral resolution of 2.1nm. Across track field of view is ~53° using the current Schneider Cinegon 1.8/4.8mm compact lens, with 640 cross-track pixels. It weighs approximately 1 kg and has a size of 10 cm × 16.5 cm × 7 cm. Because of the nil/low light conditions during the campaign flight times, only partial coverage of the study area would have been acquired in some of the campaigns. Consequently, only the digital camera was used and no visible data was acquired from these instruments during the AACES campaigns.

### 3.2.1.5 Other instruments

A RIEGL LMS-Q560 airborne laser scanner was also available during the campaigns, which incorporates full waveform digitising of the return laser pulses (see www.riegl.co.at), as well as an AisaDUAL 400 to 2500nm (Eagle/Hawke) hyper-spectral scanner (see www.specim.fi). However, because of the particular limitations in terms of maximum sensor flight altitude, sensor

![Figure 3.7: RIEGL LMS-Q560 airborne laser scanner (left; www.riegl.co.at) and hyper-spectral scanner (right; www.specim.fi).](image)
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Field of view, and lighting conditions, it was not practical to use these instruments together with the PLMR in some campaigns. Consequently, they were only used in a limited capacity during the SMAPEX-3 campaign. An L-band SAR was also used during the SMAPEX campaigns. The Polarimetric L-band Imaging Scatterometer (PLIS; as shown in Figure 3.8) is an L-band (1.245 to 1.275 GHz) radar which can measure the surface backscatters at HH, HV, VH, and VV polarisations. The PLIS is composed of two main 2 x 2 patch array antennas inclined at an angle of 30° from the horizontal to either side of the aircraft to obtain push broom imagery over a cross track swath of ±45°. Both antennas are able to transmit and receive at V and H polarisations. Additional secondary antennas can be deployed for interferometry (there was only one small flight in this configuration during SMAPEX-3). However, except for some limited testing of the angle normalisation algorithm in Chapter 4 using PLIS, these data are not used in this thesis.

3.2.2 Monitoring stations

The OzNet hydrological monitoring network (www.oznet.org.au; Smith et al., 2012) has been operational since 2001 and comprises a total of 62 stations throughout the entire Murrumbidgee River catchment. The network was upgraded in 2003 by adding additional monitoring sites, and in 2006 by including near-surface soil moisture sensors at all stations. In 2009, it was

![Figure 3.8](www.smapex.monash.edu.au)

**Figure 3.8:** View of (a) PLIS antennas, (b) RF unit, and (c) aircraft configuration (www.smapex.monash.edu.au).
further augmented with two clusters of 12 supplementary stations within a 60 km × 60 km area focused on the Yanco region in the western flat plains of the catchment. The network provides area-wide surface soil moisture measurements at 0 - 5 cm (or 0 - 7 cm for the older sites), using CS616 (CS615) water reflectometers, with the majority of stations additionally collecting soil moisture profile data across three depths (0 - 30 cm, 30 - 60 cm, and 60 - 90 cm). Supplementary parameters including i) rainfall using a tipping bucket rain gauge, ii) soil temperature (2.5 cm and 15 cm) and iii) soil suction are also recorded (Figure 3.9). In the AACES, additional monitoring stations were temporally installed in the study areas to collect the temporal variation of rainfall, soil moisture at 0-5 cm (vertically installed) and 25 cm (horizontally installed), soil temperature at depth of 2.5 cm, 5 cm, 15 cm, and 40 cm, soil surface temperature using Thermal InfraRed sensor, and dew presence using Leaf Wetness sensor.

### 3.2.3 Ground sampling on soil and vegetation properties

The ground observations for the experiments were conducted sparsely across the SMOS and SMAP sized study area or intensively in a smaller focus area within the study area. The locations of the focus areas were selected based on i) the available background information including topography, land use, soil texture and ii) logistics, including the accessibility and travel time from the ground team base. The focus areas were chosen to be fairly homogeneous and

![Figure 3.9: Schematic of the temporary monitoring station instrumentation during the NAFE, AACES, and SAMPEx field campaigns (left panel) and the permanent instrumentation at the new OzNet monitoring sites in the Murrumbidgee River catchment (right panel).](image-url)
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represent the locally dominant soil and vegetation type, while capturing the naturally existing variability within each study.

The focus areas were mapped with near-surface soil moisture measurements along pre-defined parallel sampling lines. Along each of these transects a minimum of three soil moisture measurements (within a radius of 1 m) of the top 5 cm were made every 50 m using the Hydraphobe Data Acquisition System (HDAS; Panciera et al., 2006). By taking replicate measurements at each sampling point the effect of random errors at local scale was sought to be minimized. The HDAS system comprises a Global Positioning System (GPS), a Hydraphobe soil moisture sensor and a Geographic Information System (GIS) that combines the information about location and soil moisture in a visual output (Merlin et al., 2007). The accuracy of the Stevens Water Hydraphobe sensor implemented in the HDAS system has been determined to be ±0.039 m$^3$/m$^3$ on the basis of 155 gravimetric soil samples collected across the Murrumbidgee River catchment during NAFE’06, AACES and SMAPEx. The estimated error is consistent with results from an earlier study (Merlin et al., 2008) that used a combined calibration approach with laboratory and field measurements. The gravimetric soil samples from the campaigns have been further analysed for soil texture particle distribution to determine silt, sand and clay content. Ancillary data including vegetation type and height, a visual estimate of rock cover fraction, dew presence and dew characteristics were also recorded for each HDAS sampling location and stored within the system. In the case of visible dew, leaf wetness samples were taken using pre-weighed paper towels to determine the actual amount of dew on the plant leaves (Kabela et al., 2009).

On each focus area, specific vegetation data including biomass and spectral surface samples were collected at multiple locations. In general, all canopy measurements were undertaken within a 1 km$^2$ area, which corresponded to one PLMR pixel, and for all the major vegetation types present on each focus area. Vegetation Water Content (VWC) information is crucial in the soil moisture retrieval process, and together with the spectral properties of the canopy has been shown to provide relationships for estimating the VWC and
other vegetation variables. The actual vegetation data recorded at each focus farm included i) leaf area index (LAI) using a LI-COR LAI-2000, ii) hyperspectral properties of the vegetation using a FieldSpec 3 instrument developed by ASD Inc., and iii) destructive biomass samples from a 50 cm × 50 cm area previously observed with the LI-COR and ASD instruments.

To assist with the data analysis, supplementary information including vegetation type and height, row spacing and direction, and photographs of the sky/cloud conditions as well as of the actual sample were taken for each sampling point. To ensure optimal spectral sampling conditions, the ASD vegetation measurements were made between 10:00 a.m. - 02:00 p.m. LST. The LAI data were collected earlier at about 07:00 - 09:30 a.m. to reduce the effect of direct sunlight on the sensor. In addition to the vegetation sampling, the ground teams further recorded at least three surface roughness profiles of 2 m length in North-South and East-West direction across each focus area.

### 3.3 Summary of chapter

In the last eight years several airborne field experiments were conducted in Australia for the purpose of i) providing ground truth for SMOS brightness temperature calibration and validation; ii) evaluating soil moisture retrieval algorithms at multi-scale, multi-angle, and under heterogeneous land surface conditions; iii) improve the accuracy of estimation on soil temperature, vegetation index, and soil properties using remote sensing data; and iv) testing downscaling approaches and data assimilation techniques. Therefore, different types of remotely sensed data together with point-based ground measurements were collected across a wide range of land surface and weather conditions. The data acquired from these field experiments were used as the basis of this research.
4 Incidence angle normalisation

4.1 Chapter introduction

Due to the strong dependency of brightness temperature on incidence angle, multi-angular airborne brightness temperature observations need to be normalised to a fixed reference angle, for the purpose of visualisation, interpretation, and/or simulation of satellite missions. There are two linear methods currently used for incidence angle normalisation. However, the georeferenced map of normalised data using these methods suffers from a stripe problem, which in turn adversely affects the simulated brightness temperature data. Consequently, this chapter presents a new incidence angle normalisation method which is verified using airborne microwave radiometer and radar observations collected during two Australian field experiments. This Cumulative Distribution Function (CDF) based method normalises the multi-angle observations to a reference angle by matching the CDF of observations for each non-reference angle. The performance of this new method is compared with the two existing normalisation methods using both synthetic and observed microwave radiometer and observed radar data.

4.2 Datasets and study areas

Airborne microwave radiometer and radar observations collected during three Australian field experiments are used to develop and verify the CDF-based method of this chapter. Results are also compared with the two existing normalisation methods, both in terms of visual occurrence of stripping and normalisation accuracy when compared to independent data. These experimental data are from the AACES-1 (the first Australian Airborne Cal/val Experiments for SMOS (Peischl et al., 2012a) in summer 2010), the central Australia field experiment (Rüdiger et al., 2013) in summer 2008, and the SMAPEX-3 (the third SMAP Experiment (Panciera et al., 2012) in spring 2011). The study locations and flight lines are shown in Figure 4.1.
The L-band microwave radiometer observations were measured across 19 flight days using the Polarimetric L-band (1.413 GHz) Multi-beam Radiometer (PLMR) mounted in push-broom configuration on a scientific aircraft. Both horizontally (H) and vertically (V) polarised brightness temperatures were measured through six across-track beams of the PLMR with viewing angles of ±7°, 21.5°, and 38.5° from nadir, each having a beam width of 17° along-track and 14° across-track. To simulate the brightness temperature observation of SMOS and SMAP, the multi-angular brightness temperature observations need to be normalised to a fixed angle and integrated over the SMOS/SMAP pixel sized areas. While the three normalisation methods were applied to all sampled patches, only the brightness temperature observations for Patch 09 on 18th February 2010 are shown in this chapter. Results are verified using an independent crossing flight line (see Figure 4.1) from the aircraft transit route back to the airport at the end of the flight.

The SMOS Arid Zone Experiments were conducted over central Australia in November 2008 (central Australia field experiment, Rüdiger et al., 2013). The main objective was to provide airborne microwave brightness temperature

![Figure 4.1](image_url)

**Figure 4.1:** Location of study areas, flight lines and transit flights used in this study. Transit flights that cross the study area are used for independent verification.
observations at L-band over SMOS-sized areas which could be used for SMOS on-orbit vicarious calibration (Rüdiger et al., 2013). Totally three 50 km × 50 km areas were sampled using the PLMR with the same configuration as in the AACES. One of the sampled areas, Lake Eyre, was included as a test area in this chapter as shown in Figure 4.1, since the land surface was characterised by extreme variations in brightness temperature, ranging from ~50 to ~300 K. This provided an opportunity for an extreme test of the proposed CDF-based normalisation method.

The CDF-based method was also applied to normalisation of radar observations collected during the SMAPEX-3. The SMAPEX experiments were conducted over a 36 km × 38 km agricultural area in the Murrumbidgee River catchment (Figure 4.1) which is a test-bed of the SMAP (Soil Moisture Active and Passive) mission (Entekhabi et al., 2010), to develop and validate soil moisture retrieval algorithms using a combined L-band radiometer and radar system. The L-band microwave backscatter observations were collected using the Polarimetric L-band (1.26 GHz) Imaging Synthetic aperture radar (PLIS) whose antennas were mounted on the scientific aircraft with a 30° angle from the horizontal, yielding viewing angles ranging from 15° to 45° on both sides of the flight lines. More than 300 across-track backscatter observations in HH, VV, HV, and VH polarisations were measured within ~2 km wide swaths on each side of flight lines, resulting in a spatial resolution of ~7 m. Consequently, backscatter data were obtained over the entire SMAPEX-3 study area from ten consecutive north-south flight lines (F1 to F10) resulting in a total of 20 swaths. Each swath was partially overlapped with adjacent swaths in order to provide a full coverage over the study area. In this chapter, the HH polarised backscatter data collected on 15th September 2011 was used as an example to verify the performance of the CDF-based normalisation method on radar data.

### 4.3 Approach

The normalisation function typically is an approximation of the corresponding relationship between the observations at an incidence angle and what would be observed at a given reference angle over the same pixels. Two normalisation
methods exist in the literature: the ratio-based (Jackson, 2001) and histogram-based (Mladenova et al., 2013) methods. The ratio-based method was initially used to normalise multi-beam brightness temperature \( TB \) at observed incidence angle \( \theta_{\text{obs}} \) to the reference angle \( \theta_{\text{ref}} \), expressed as

\[
TB_{\text{norm}} = TB_{\text{obs}} \cdot \frac{\overline{TB}_{\text{ref}}}{\overline{TB}_{\text{obs}}},
\]

where \( TB_{\text{obs}} \) and \( TB_{\text{norm}} \) are the observed brightness temperature observation and its normalised value, while \( \overline{TB}_{\text{obs}} \) and \( \overline{TB}_{\text{ref}} \) indicate the mean brightness temperatures of all observations at \( \theta_{\text{obs}} \) and \( \theta_{\text{ref}} \) respectively. The histogram-based normalisation method was developed for the incidence angle normalisation of radar backscatter observations with additional accounting for the standard deviations of backscatter observations. The normalised backscatter \( \sigma_{\text{norm}} \) in the histogram-based method is determined by

\[
\sigma_{\text{norm}} = \overline{\sigma}_{\text{ref}} + \hat{\sigma}_{\text{ref}} \cdot \frac{\sigma_{\text{obs}} - \overline{\sigma}_{\text{obs}}}{\hat{\sigma}_i},
\]

where \( \sigma_{\text{obs}} \) is the backscatter observed at \( \theta_{\text{obs}} \), \( \overline{\sigma}_{\text{org}} \) and \( \hat{\sigma}_{\text{org}} \) indicate the mean and standard deviation of all backscatter observations at \( \theta_{\text{obs}} \) respectively. Similarly, \( \overline{\sigma}_{\text{ref}} \) and \( \hat{\sigma}_{\text{ref}} \) indicate the mean and standard deviation of all backscatter observations at \( \theta_{\text{ref}} \).

Both normalisation methods transfer the original observations to their normalised values through statistic indexes that can be used to scale observations at the observed incidence angle to the equivalent observation expected at the reference incidence angle. Using \( I \) and \( S \) to represent transfer index and microwave observations (radiometer brightness temperature or radar backscatter) respectively, Eqns. (4.1) and (4.2) can be expressed as

\[
\frac{S_{\text{norm}}}{S_{\text{ref}}} = I_\text{rat,i} = \frac{S_{\text{obs}}}{S_{\text{obs}}},
\]
and \[ \frac{S_{\text{norm}} - \bar{S}_{\text{ref}}}{\bar{S}_{\text{ref}}} = I_{\text{his}}, \quad \frac{S_{\text{obs}} - \bar{S}_{\text{obs}}}{\bar{S}_{\text{obs}}}, \quad (4.4) \]

respectively. The subscripts \text{rat} and \text{his} of \( I \) indicate the transfer indexes of the ratio-based and histogram-based normalisation methods. Consequently, the ratio-based method uses the ratio to the mean of all observations at the same incidence angle as the transfer index \( (I_{\text{rat}}) \), while the histogram-based method uses the difference to the mean observation normalised by the standard deviation of all observations at the same incidence angle \( (I_{\text{his}}) \).

Both normalisation methods were developed based on an assumption of similar land surface conditions over the fields viewed at different angles, thus the normalised observations at the observed incidence angle are similar to observations at the reference angle. Consequently, the corresponding relationship of original observations between observed incidence angle and the reference angle can be used for incidence angle normalisation. Moreover, both normalisation functions are linear. While this linear assumption may be satisfied over homogeneous land surfaces, since the angular relationship of land surface components over homogeneous land surfaces are the same or parallel to each other that the original observations between incidence angles are linearly corresponded through a similar incidence angle relationship. However, it may not be reasonable over highly heterogeneous land surfaces. Consequently, in the absence of land surface classification information, a noticeable stripe pattern has been observed when using linear normalisation methods over inhomogeneous land surfaces, as shown in Figure 4.4.

This study hypothesises that the normalisation function is nonlinear over a heterogeneous terrain, and the linear normalisation methods are responsible for the stripe pattern in maps of normalised observations (see Figure 4.4 and Figure 4.5). Accordingly, a non-linear normalisation method based on the Cumulative Distribution Function (CDF) was developed. In the CDF-based method, the cumulative probability of a given observation in all observations at the same incidence angle is taken as the transfer index \( (I_{\text{CDF}}) \) such that...
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\[ f(\theta_{\text{ref}}, S_{\text{norm}}) = I_{\text{CDF},i} = f(\theta_{\text{obs}}, S_{\text{obs}}), \] (4.5)

where \( f \) indicates the cumulative distribution function of incidence angle and observation value, which can be calculated by sorting the observations for each incidence angle step. As the same as the ratio-based and histogram-based methods, the CDF-based normalisation method also assumes that the similar land surface conditions were observed at different incidence angles.

For instruments with a small number of beams and a big beamwidth, such as the PLMR having three beams with beamwidth of \( \sim 15^\circ \) on each side of the aircraft, the observations of the entire study area are collected at three discrete viewing angles. Over a study area, a big part (about one third) of the area can be observed at each viewing angle, and all land cover types are typically collected from all viewing angles. Consequently, the land surface conditions of the study area viewed at each viewing angle can be assumed representative to the entire study area and also similar between each other. In this case, the similar land surface assumption of the CDF-based normalisation method can be satisfied, and Eqn. (4.5) can be applied to normalise the observations with a reasonable reliability. However, for instruments with a large number of beams of narrow beamwidth, such as the PLIS having over 300 azimuthal bins within the incidence angles range of 15° to 45°, the land surfaces viewed by these very fine beams are generally inhomogeneous between incidence angles, and not all types of land cover responses are captured by each beam. Thus, the land surface heterogeneity of field view between different angles should also be considered during the normalisation. If Eqn. (4.5) was directly applied in this case, the distribution of original observations at all incidence angles over-fits to that at the reference angle. The natural land surface feature is removed and a significant difference can be found over the overlapped area of adjacent normalised images. Therefore, Eqn. (4.5) was updated for sensors with a large beam number, with accounting for retaining the effect of land surface heterogeneity. To do that, a general cumulative probability function for observations and incidence angles is estimated to pre-normalise the main part of angular effect, and then correct the remaining angular effects of all swaths.
individually and simultaneously by matching the pre-normalised observations in overlapped parts of adjacent swaths.

For each swath of sensors with a large beam number, a cumulative distribution function \( f_i(\theta_{\text{obs}}, S_{\text{obsi}}) \) can be obtained to describe the cumulative probability of an original observation \( S_{\text{obsi}} \) at the incidence angle of \( \theta_{\text{obs}} \), where the subscript \( i \) indicates the swath number. The observations between bins are different from the incidence angle variation and land surface heterogeneity, where the former effect is assumed consistent across swaths and the latter is assumed independently random. By averaging the \( f_i \) across swaths, the effect of land surface heterogeneity on the corresponding relationship can be counteracted and eliminated, thus only the angular effect was retained in the mean cumulative distribution function \( \bar{f} \) of all swaths. It is known that the angular relationship of microwave observations is a continual and smooth curve. Therefore, the \( \bar{f} \) was smoothed in the dimension of incidence angle, and the smoothed function \( \bar{f}_{\text{smooth}} \) was taken as a pre-normalisation equation, given as

\[
\bar{f}_{\text{smooth}}(\theta_{\text{ref}}, S_{\text{pre-norm}}) = \bar{f}_{\text{smooth}}(\theta_{\text{obs}}, S_{\text{obs})},
\]

where \( S_{\text{pre-norm}} \) is the pre-normalised observation of \( S_{\text{obsi}} \). However, there is still a slight difference between \( \bar{f}_{\text{smooth}} \) and the cumulative probability function of the truth normalised observations for a specific swath, which could result in a considerable bias between the pre-normalised observations of two adjacent swaths within their overlapped area. To account for this difference, a polynomial function \( \Delta f_i \) was used based on \( \bar{f}_{\text{smooth}} \), and shown as

\[
\Delta f_i(\theta_{\text{obs}}, S_{\text{obsi}}) = \sum_{a=0}^{m} \sum_{b=0}^{n} A_{a,b} \cdot S_{\text{obsi}}^{a} \cdot \theta_{\text{obs}}^{b},
\]

where \( A_{a,b} \) is a \( m \times n \) coefficient matrix of observation \( S_{\text{obsi}} \) and incidence angle \( \theta_{\text{obs}} \) for each individual swath. The values of \( m \) and \( n \) determine the
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freedom of $\Delta f$ in dimensions of observation and incidence angle. The higher value is used, the better fitting of remaining angular effect can be obtained, and meanwhile the larger normalisation error might be introduced. A default value of 4 is suggested for $m$ and $n$. The coefficient matrices $A_{a,b}$ of all swaths can be obtained simultaneously using an iterative optimization approach by fitting $\Delta f$ functions of adjacent swaths to their pre-normalised observations difference over their overlapping areas. Consequently, a upgrade of Eqn. (4.5) is given using $\bar{f}_{\text{smooth}}$ and $\Delta f_i$ with the optimized $A_{a,b}$, shown as

$$
\bar{f}_{\text{smooth}}(\theta_{\text{ref}}, S_{\text{norm}})+\Delta f_i(\theta_{\text{ref}}, S_{\text{norm}}) = I_{\text{CDF}}
$$

$$
= \bar{f}_{\text{smooth}}(\theta_{\text{obs}}, S_{\text{obs}})+\Delta f_i(\theta_{\text{obs}}, S_{\text{obs}})
$$

(4.8)

4.4 Verification using synthetic data

This section explores the normalisation function linearity and the theoretical accuracy of all three normalisation methods using synthetic microwave radiometer observations over a land surface. To satisfy the similar land surface assumption of the two linear methods, a 500 × 500 grid was generated to simulate brightness temperature observations over a native grass surface. The soil moisture, vegetation water content, and surface roughness of each pixel were randomly assumed within the pre-defined ranges listed in Table 4.1. It was assumed that odd and even columns of the grid were observed at incidence angles corresponding to the PLMR’s outer beams (38.5°) and middle beams (21.5°) respectively, with the intention to normalise the brightness temperature at the non-reference angle of 21.5° ($\theta_{\text{obs}}$) to the reference angle of 38.5° ($\theta_{\text{ref}}$), using each of the three normalisation methods. The L-MEB (Wigneron et al., 2007, Wigneron et al., 2001) model was used to simulate dual-polarised brightness temperatures of each pixel at the pre-determined incidence angle ($S_{\text{ref}}$ for odd columns and $S_{\text{obs}}$ for even columns). The parameters required by the model were assigned to values for typical native grass as listed in Table 4.1. For the purpose of this demonstration, the brightness temperature of even columns (observed at $\theta_{\text{obs}}$) were also simulated at the
reference angle \( \theta_{ref} \), and subsequently used as the truth, defined as \( T_i \) for verifying the normalised observations.

The L-MEB model is the basis for the SMOS Level 2 retrieval algorithm, which retrieves soil moisture and vegetation water content simultaneously from dual-polarised brightness temperature observations by minimizing the differences between observed and simulated brightness temperature using the ‘\( \tau-\omega \) model’ (Mo et al., 1982). According to the ‘\( \tau-\omega \) model’, the microwave emission from a vegetated soil surface is defined as the sum of i) the upward radiation from the vegetation layer, ii) the downward radiation from the vegetation layer reflected by the soil surface and attenuated by the vegetation layer, and iii) the upward radiation from the soil layer attenuated by the vegetation layer. Thus

\[
TB_p = (1 - \omega_p) \cdot (1 - \gamma_p) \cdot (1 + \gamma_p \Gamma_p) \cdot T_v + (1 - \Gamma_p) \cdot \gamma_p \cdot T_s, \tag{4.9}
\]

where \( T_v \) and \( T_s \) are the effective vegetation and soil temperatures [K]; \( \omega_p \) and \( \gamma_p \) are the single scattering albedo and transmissivity of the vegetation layer; and \( \Gamma_p \) is the reflectivity of a rough soil surface. The subscript \( p \) refers to the polarisation (either horizontal or vertical). The transmissivity of the vegetation

---

**Table 4.1:** Land surface parameters used in the L-MEB (after Panciera et al. (2008)) for deriving the synthetic verification data set.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil moisture [m$^3$/m$^3$]</td>
<td>0 – 0.6</td>
<td>Vegetation structure ( t_{th} ) [-]</td>
</tr>
<tr>
<td>Vegetation water content [Kg/m$^3$]</td>
<td>0 – 2</td>
<td>Vegetation structure ( t_v ) [-]</td>
</tr>
<tr>
<td>Roughness ( H_R ) [-]</td>
<td>0 – 0.6</td>
<td>Vegetation parameter ( b ) [-]</td>
</tr>
<tr>
<td>Sand content [%]</td>
<td>67</td>
<td>Scattering albedo ( \omega_h ) [-]</td>
</tr>
<tr>
<td>Clay content [%]</td>
<td>15</td>
<td>Scattering albedo ( \omega_v ) [-]</td>
</tr>
<tr>
<td>Bulk density [g/cm$^3$]</td>
<td>1.1</td>
<td>Surface soil temperature [K]</td>
</tr>
<tr>
<td>Roughness ( N_{Rh} ) [-]</td>
<td>0</td>
<td>Deep soil temperature [K]</td>
</tr>
<tr>
<td>Roughness ( N_{Rv} ) [-]</td>
<td>0</td>
<td>Vegetation temperature [K]</td>
</tr>
</tbody>
</table>
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\[ \gamma_p = \exp[-\tau_{NAD} \cdot (\mu_p \cdot \sin^2(\theta) + \cos^2(\theta)) \cdot \cos^{-1}(\theta)], \quad (4.10) \]

where the vegetation optical depth at nadir \( \tau_{NAD} \) is assumed to be the product of the vegetation water content and parameter \( b \) (Jackson and Schmugge, 1991, Van de Griend and Wigneron, 2004). The reflectivity of a rough soil surface \( \Gamma_p \) is dependent on the roughness parameters \( H_R \) and \( N_{R_p} \) (Wang and Choudhury, 1981, Wigneron et al., 2001) according to

\[ \Gamma_p = \Gamma_p^* \cdot \exp[-H_R \cdot \cos^{N_{R^*}}(\theta)], \quad (4.11) \]

as a function of the incidence angle \( \theta \) and the smooth soil surface reflectivity \( \Gamma_p^* \), which can be calculated through the Fresnel equations. In this study the Dobson (Dobson et al., 1985) mixing model was used to estimate the relative dielectric constant of the soil, a main input in the Fresnel equations, from information about soil water content, soil texture, and soil bulk density.

The ranges and values of other parameters for natural grass land surfaces required by the L-MEB are listed in Table 4.1. For the pixels in the even columns (observed at \( \theta_{\text{ref}} \)) the simulated brightness temperature observations \( (S_{\text{ref}}) \) against the truth of normalised observation \( (T_{\text{obs}}) \) are plotted together
with curves of the three normalisation functions in Figure 4.2. It can be clearly seen that $S_{\text{obs}}$ has a nonlinear relationship to $T_{\text{obs}}$ for both horizontal and vertical polarisations, confirming that the hypothesis of a non-linear transformation requirement for incidence angle normalisation is correct. To evaluate the accuracy of the three normalisation methods, two fifth order polynomial curves best fit to these relationships were used as the truth of normalisation functions for horizontal and vertical polarisations respectively.

Additionally, due to the integrated effect of soil moisture, vegetation water content, and surface roughness on the angular relationship, the $S_{\text{obs}}$ versus $T_{\text{obs}}$ plot shows a scattering around the truth curves with a standard deviation of a few K, demonstrating the theoretical uncertainty of normalisation methods. While all three methods fit the main trend of the truth of normalised brightness temperature in Figure 4.2, it can be seen from the difference between $S_{\text{obs}}$ and $T_{\text{obs}}$ in Figure 4.3 that errors as large as 10 K were observed at the warm and cool ends of the observations. It is this large difference that

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.2.png}
\caption{Comparison of brightness temperatures normalised from incidence angle of 21.5° to 38.5° against the truth data from the synthetic experiment. Results are for the three normalisation methods tested.}
\end{figure}
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results in the striping pattern in geo-referenced brightness temperature maps. In contrast, the CDF-based method was able to achieve an error of less than 3 K for H polarisation and 1 K for V polarisation across the whole range of brightness temperatures simulated.

To quantify the accuracy of all three normalisation methods, the bias and Root-Mean-Squared Error (RMSE) was calculated for the entire grid by comparing the truth observations ($T_{obs}$) with the normalised observations ($S_{norm}$). To minimize any impact from the synthetic experiment design, the analysis was repeated for 20 realisations of soil moisture, vegetation water content, and surface roughness conditions. The mean ($\mu$) and standard deviation ($\sigma$) of the bias and RMSE in all 20 realisations were calculated and are listed in Table 4.2. The CDF-based method had a mean RMSE of 2.64 K in horizontal polarisation and 0.93 K in vertical polarisation under tested land surface conditions, which closely approximated the theoretical maximum accuracy shown previously. The small bias implies that an insignificant error may be induced when aggregating the whole grid to one pixel.

### 4.5 Verification using microwave radiometer

The capacity of the CDF-based method to deal with the striping problem was further verified using airborne brightness temperature data collected over Patch 09 during an ~5 hours flight in the AACES-1 experiment. Over each patch during the AACES experiments, about 12 km of the first flight line was

![Figure 4.3: Error of the three normalisation methods and standard deviation of the truth of normalised brightness temperature from the synthetic experiment, when normalising from 21.5° to 38.5°.](image-url)
repeated at the end of the flight in order to assess the temporal variation of brightness temperature observations, which was up to 5 K. This variation was corrected by multiplying the ratio of effective soil temperature at the SMOS nominal overpass time of 6am (local time) to that at the time of each observation. The effective temperature was derived from a time series of top 5 cm soil moisture and physical temperature at 2.5 cm and 40 cm soil depth, which were measured and recorded by temporal monitoring stations installed in each patch during the sampling. After the temporal correction, the brightness temperature difference for the repeat flight line was reduced to ~1 K, implying a negligible temporal impact compared with the SMOS radiometric sensitivity of 4 K (Kerr et al., 2010b).

After temporal correction, brightness temperature observations collected during the mapping flight at incidence angles 7°, 21.5°, and 38.5° ±7.5° were normalised to the reference angle of 38.5° using the three different methods. Due to a small number of viewing angles of the PLMR, the land surface of

![Figure 4.4: The brightness temperature maps [K] of AACES-1 Patch09 at H (top) and V (bottom) polarisation, normalised to the reference angle (38.5°) using the three normalisation methods. Also shown is the directly observed brightness temperature observations from cross flight used for independent verification.](image)
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fields viewed by each beam is assumed to be representative of the entire study area, and thus Eqn. (4.5) was used in the CDF-based normalisation method. The normalised brightness temperature observations were then mapped to a 1-km grid using the “drop-in-bucket” technique, as shown in Figure 4.4. Compared with the two linear normalisation methods, it can be clearly seen that the CDF-based method is minimally affected by striping.

To independently verify the angular normalised brightness temperatures, results were compared with the brightness temperature observations measured by the PLMR outer beams (being the 38.5° reference angle) on either side of the flight track during the transit flights that crossed the Patch 9 study area as shown in Figure 4.4. The normalised brightness temperature observations from the mapping flight are compared with the direct observations from the crossing flights over the same pixels in Figure 4.5. Amongst the three methods, the CDF-based approach had the highest accuracy with a RMSE of 4.02 K in horizontal polarisation and 2.68 K in vertical polarisation, under land surface condition of Patch09 during the AACES-1. Similar results were obtained over other study patches during the AACES-1 and AACES-2 that up to 5 K improvement on RMSE was achieved by using the CDF-based method. It can

![Image of graphs comparing different methods](image)

**Figure 4.5:** Comparison between directly observed cross-flight brightness temperature at 38.5° and normalised scan-flight brightness temperature of Patch 9 in the AACES-1, as shown in Figure 4.4.
be seen that the CDF-based method improvements on the normalisation accuracy are generally higher in V polarisation than in H polarisation due to the increased nonlinearity of angular relationship in V polarisation as shown in Figure 4.2.

The airborne multi-angle brightness temperature observations over the Lake Eyre were also normalised to the reference angle of 38.5° using all three methods individually. Figure 4.6 shows the normalised brightness temperature data and the original observations collected from the reference incidence angle during the cross flight. Due to the land surface over the Lake Eyre being characterised by hyper saline salt pan with super-saturated highly organic material and dry silty material with low salt content, the observed brightness temperature ranged from 50 K to 300 K. It is clear in Figure 4.6 that the brightness temperature observations normalised using linear methods retain a stripe pattern along the north-south flight direction, while the CDF-based method results in a better visual performance. The accuracies of normalisation

![Figure 4.6: The brightness temperature maps [K] of Lake Eyre at H polarisation, normalised to the reference angle (38.5°) using the three normalisation methods, and directly observed brightness temperature observations from cross flight used for independent verification.](image-url)
methods were quantified by comparing normalised data to the cross flight observations of individual pixels made at the respective incidence angle. Taking the cross flight observations as the truth, the three panels of Figure 4.7 illustrate the true brightness temperature versus the normalised value for each pixel using all three normalisation methods. The Root-Mean-Squared Error (RMSE) of each method was calculated showing that the CDF-based method had an improvement of ~2 K in accuracy, compared with the ratio-based and histogram-based methods, in addition to the more pleasing visual characteristics.

### 4.6 Verification using microwave radar

In this study, the CDF-based normalisation method (Eqn. (4.8)) was verified using the HH polarised PLIS data collected from twenty ~2 km wide swaths over the entire study area of the SMAPEx-3 experiment. Due to the almost full overlap of the left swaths of F6 and F7, normalised backscatter observations in the left swath of F7 were used as independent data to evaluate the accuracy of normalisation methods applied to F6 and the remaining 18 swaths; these 19 swaths can still make a full coverage over the SMAPEx-3 study area. The backscatter data were normalised to the mid-swath viewing angle of 30° using the three normalisation methods respectively, and the normalisation applied to the entire swath without using land surface classification information.

Figure 4.8 shows the CDF of original observations $S_{\text{obs}}$ in subset a, the smoothed mean CDF of backscatter observations over all the 19 swaths.

![Image](image.png)

**Figure 4.7:** Comparison between directly observed cross-flight brightness temperature at 38.5° and normalised scan-flight brightness temperature of Lake Eyre, as shown in Figure 4.6.
\( \overline{f_{\text{smooth}}} \), the CDF of pre-normalised observations \( S_{\text{pre-norm}} \), and that of the normalised observations \( S_{\text{norm}} \) over the left swath of F6. It is clear that the CDF of \( S_{\text{pre-norm}} \) varies with incidence angle and in response to land surface heterogeneity. The rough pattern seen in the CDF of raw observations is the signature of land surface heterogeneity in the given swath. Applying Eqn. (4.5) using \( \overline{f_{\text{smooth}}} \) (Figure 4.8(b)), the angular impact was corrected whilst maintaining the heterogeneous land surface signature in the CDF of \( S_{\text{pre-norm}} \) (Figure 4.8(c)). In this study, \( 4 \times 4 \) coefficient matrices \( A_{a,b} \) were used with \( S_{\text{pre-norm}} \). According to Figure 4.8(c) and (d), the CDF of optimized \( S_{\text{norm}} \) has a small difference to that of \( S_{\text{pre-norm}} \), confirming that \( \overline{f_{\text{smooth}}} \) is the general angular relationship. Thus Eqn. (4.6) can correct the primary angular impact on backscatter observations.

\[ \text{Figure 4.8: } (a) \text{ The CDF of backscatter observations over the left swath of the 6th flight line (F6) in HH polarisation on 23rd September 2011 during the SMAPEX-3; (b) the smoothed mean CDF of PLIS backscatter for all twenty swaths observed; (c) the pre-normalised CDF of (a) using (b); and (d) the adjusted (c) by comparing with adjacent swaths.} \]
The normalised backscatter observations over the left swaths of F6 and the adjacent left swath of F8 are taken as an example to demonstrate the performance of the CDF-based method on stripe removal in radar data. As shown in Figure 4.9(e), raw backscatter observations in the left swath of F6 and F8 have a mean difference of 7.3 dB within their overlapped area, and more than 90% of overlapped pixels had backscatter differences larger than 4 dB. After applying the CDF-based normalisation method, the mean of

![Diagram showing normalised backscatter observations](image)

**Figure 4.9:** PLIS backscatter [dB] at HH polarisation observed on 23rd September 2011 during the SMAPEX-3 over (a) the left swath of the eighth flight line F8 and (b) the left swath of the sixth flight line F6; (c) combined image of (a) and (b) showing incidence angle induced variations; (d) combined image of angle normalised (a) and (b) using the CDF-based method; and absolute difference between the two swaths in their overlapped area (e) before normalisation and (f) after normalisation.
difference reduced to 2.1 dB, with 90% of pixels having differences less than 4 dB, as shown in Figure 4.9(f). However, the backscatter of furrowed areas (very bright areas mostly in the top left of Figure 4.9(b)) has a considerable sensitivity on and an unpredictable relationship to, incidence angle, making it much higher than natural land surfaces at low incidence angles. Consequently, this unusual angular relationship results in ~25 dB difference between the adjacent swaths when using the CDF normalisation method.

To further evaluate the accuracy of the CDF-based method, the backscatter observations collected at the reference angle of 30° in the left swath of F7 were taken as the truth, and compared with backscatter data normalised using the three methods individually, over the overlapped pixels in the left swath of F6, as shown in Figure 4.10. The correlation coefficient (R) and RMSE between the independent reference and normalised observations were calculated for each method. The RMSE of all three methods are 4.44 dB for the ratio-based method, 4.52 dB for the histogram-based method, and 4.26 dB for the CDF-based method with ~0.2 dB lower than the linear methods. However, the accuracies of three methods are different in terms of correlation coefficient. The CDF-based method has the highest R of 0.73, which reduced to 0.53 for the ratio-based and histogram-based methods. Similar conclusions were drawn from normalisation results of the PLIS observations in other polarisation configurations, sampling day, and reference angle between 15° to 45°.

**Figure 4.10:** Comparison between HH polarised backscatter observed at 30° incidence angle in the left swath of F7 and normalised backscatter of the overlapped pixels in the left swath of F6 using the three normalisation methods respectively.
4.7 Chapter summary

This chapter presented a nonlinear method for incidence angle normalisation of push-broom instruments which was developed to deal with a striping problem observed when using existing normalisation methods over heterogeneous land surfaces. This CDF-based method normalises multi-angle observations by matching the CDF of data viewed at non-reference angles. Its performance was verified using L-band airborne radiometer and radar observations collected during three Australian field experiments. The normalisation accuracy can be improved by up to ~10 K using the CDF-based method, which is considerable when compared with the brightness temperature uncertainties induced by surface rock, urban areas, and standing water, if not accounted for. This new normalisation methodology has been used to produce the data sets that form the basis for analysis in the subsequent chapters.
5 The effect of rock cover fraction

5.1 Chapter introduction

Rock is an impermeable material that absorbs almost no water and thus has a very different microwave response to that of soil. Consequently, this chapter demonstrates the effect of surface rock using both synthetic and observational data collected from the SMOS Arid Zone Experiment outlined in Chapter 3. First, the impacts of surface rock on brightness temperature and soil moisture retrieval error are simulated using a soil moisture retrieval model. Then the simulated results are verified using airborne brightness temperature observations and ground soil moisture measurements during the central Australia field experiment. Finally, a rock cover fraction threshold is obtained, and the threshold applied to a global rock cover map to identify the global SMOS and SMAP pixels expected to be adversely affected by rock cover fraction world-wide.

5.2 Data sets and study areas

The airborne passive microwave observations, ground sampling data, and monitoring stations measurements collected during the central Australia field experiment (Rüdiger et al., 2013) were used in this study to validate the rock fraction effect determined from model simulation. The field experiment was conducted in August 2009 over three 50 km × 50 km study areas in central Australia, aiming to identify vicarious calibration sites for the on-orbit calibration of SMOS using airborne passive microwave data and in-situ measurements. The study area known as Wirrangula Hill is characterized by very sparse vegetation and up to 0.9 fraction of rock pavement known as “gibber”, ranging in diameter from 2 cm to 20 cm, as shown in Figure 5.1. Passive microwave observations were collected over the study area using the Polarimetric L-band Multi-beam Radiometer (PLMR) mounted on a scientific aircraft. On the single sampling day over the Wirrangula Hill study area, 12
August 2009, the airborne passive microwave observations were collected at 1000-m resolution over the entire study area and at ~100 m over a 700 m × 3000 m focus area.

Coincident with the flight, top ~5 cm soil moisture was sampled on the ground at a spacing of ~50 m across the focus area using the HDAS (Panciera et al., 2006). The HDAS was developed to make point measurements of water content in the top 5 cm soil using the TDR technique. The soil moisture was measured and stored together with the latitude and longitude of the sampling spot automatically using a handheld computer that forms part of the HDAS.

**Figure 5.1:** Location of the Wirrangula Hill study area within Australia (top left), the focus area (red box, middle left), temporal monitoring stations (black triangles, middle left), and the HDAS measurements (black dots, bottom left). Also shown are ground level photographs of the land surface at the monitoring stations as labelled in the top left corner of each picture.
system. Ancillary data about the vegetation type, vegetation height, and rock cover fraction were estimated by the participants and manually recorded in the HDAS. A volumetric soil moisture accuracy of 0.035 m$^3$/m$^3$ was determined from an independent calibration check of the universal calibration equation determined by (Merlin et al., 2007) using the thermo-gravimetric technique.

The field measurements of soil moisture were used as the reference for comparing brightness temperature derived soil moisture, in order to validate the rock fraction impact under very dry bare soil conditions. In addition, four monitoring stations were installed throughout the Wirrangula Hill area for the duration of the flight. These included i) ThetaprobeS installed vertically at the surface (top 6 cm) and horizontally at 25 cm depth to give temporal variation of soil moisture, ii) thermocouples for measuring soil temperature at depths of 2.5 cm, 5 cm, 15 cm, 25 cm, and 40 cm for estimating effective soil temperature, iii) leaf wetness sensor for indicating the presence of dew, iv) a thermal infrared radiometer for estimating skin temperature, and v) a pluviometer for measuring rainfall. Surface roughness measurements were made for a continuous 2 m long soil profile in north-south and east-west directions at each monitoring station by measuring surface height variations using a pin profiler, together with a ground level photograph.

**5.3 Approach**

The effects of rock fraction on SMOS brightness temperature observations and soil moisture retrieval accuracy were investigated in three steps as follows:

i) simulate the rock induced error in brightness temperature observations and retrieved soil moisture based on the very dry bare soil assumption and a radio transfer model;

ii) validate the model simulation results using brightness temperature observations and ground soil moisture measurements collected during the central Australia field experiment; and

iii) identify the SMOS pixels potentially affected by surface rock globally, using a rock fraction threshold for the SMOS target accuracy of 0.04 m$^3$/m$^3$. 
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5.4 Synthetic study of rock fraction impact

The effect of surface rock on soil moisture retrieval accuracy was simulated under four soil moisture and vegetation scenarios, including typical dry and wet bare soil and soil covered with medium vegetation. A land surface representation consisting of soil and rock components with a rock cover fraction of $f_R$ was used to assess the soil moisture retrieval error induced solely by rock. Subsequently, the mean soil moisture of the entire medium is defined as the bulk soil moisture

$$SM_B = (1 - f_R) \cdot SM_s,$$  \hspace{1cm} (5.1)

where $SM_s$ is the water content of the soil component alone. Similarly, it is assumed that the brightness temperature observation of the bulk medium ($TB_B$) is the sum of brightness temperatures for soil ($TB_s$) and rock ($TB_R$) components, weighted by their cover fractions as

$$TB_B = f_R \cdot TB_R + (1 - f_R) \cdot TB_S.$$  \hspace{1cm} (5.2)

In each scenario, the brightness temperature of the soil component was estimated using the $\tau$-$\omega$ model based on assigned soil moisture, vegetation water content, roughness parameters, and other parameters required by the $\tau$-$\omega$ model, as shown in Table 1. According to a previous study on the dielectric constant of a wide range of rock types at 400 MHz and 35 GHz, the real part of the rock dielectric constant ranges from 2.4 to 9.6 (Ulaby et al., 1986). Subsequently, a dielectric constant of $5.7 - j \times 0.074$ was suggested for rock by

Table 5.1: The soil moisture ($SM$), roughness parameter ($HR$), soil temperature ($TS$), vegetation optical depth ($\tau$) and vegetation albedo ($\omega$) used for the four synthetic scenarios.

<table>
<thead>
<tr>
<th></th>
<th>$SM$ \ [m$^3$/m$^3$]</th>
<th>$HR$ \ [-]</th>
<th>$TS$ \ [K]</th>
<th>$\tau$ \ [-]</th>
<th>$\omega$ \ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bare dry soil</td>
<td>0.02</td>
<td>0.5</td>
<td>300</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Bare wet soil</td>
<td>0.2</td>
<td>0.5</td>
<td>300</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Dry soil covered with vegetation</td>
<td>0.02</td>
<td>0.5</td>
<td>300</td>
<td>0.12</td>
<td>0</td>
</tr>
<tr>
<td>Wet soil covered with vegetation</td>
<td>0.2</td>
<td>0.5</td>
<td>300</td>
<td>0.12</td>
<td>0</td>
</tr>
</tbody>
</table>
Kerr et al. (2010a). Thus, in this study the rock component was assumed to behave like a very dry bare soil with a fixed dielectric constant of $5.7 - j \times 0.074$ and roughness parameter $HR$ of 0.3 which is the maximum of ground surface height measurements.

Dual-polarised multi-angular brightness temperatures of the entire medium were obtained by estimating brightness temperatures at incidence angles from $0^\circ$ to $60^\circ$ with $10^\circ$ steps. The soil moisture and vegetation water content of the land surface representation were then retrieved simultaneously from the simulated multi-configuration brightness temperatures using the $\tau-\omega$ model without accounting for the presence of rock. By comparing the retrieved soil moisture with the original “truth” bulk soil moisture, the impacts of rock fraction on soil moisture retrieval accuracy was quantified.

![Figure 5.2: Rock fraction impact on the brightness temperature according to incidence angle for four synthetic scenarios, with rock fraction from 0 to 1 with 0.2 steps.](image)
Rock was found to have a considerable impact on the overall brightness temperature response of the land surface (Figure 5.2), with every 0.1 increase in rock fraction introducing up to 2 K difference in brightness temperature. The dielectric constant of rock is relatively consistent compared with that of the surrounding soil, the sign and magnitude of rock impact on brightness temperature ($TB_s - TB_b$) varies with soil moisture and vegetation water content. When rock is mixed with very dry soil, having a lower dielectric constant than rock (dry bare and vegetated soil scenarios), the rock yields an underestimation of the overall brightness temperature. However, it yields an overestimation when mixed with wet soil having high dielectric constant (wet bare and vegetated soil scenarios). Due to the attenuation and emission effects of the vegetation canopy on the overall brightness temperature response,

![Figure 5.3: Rock fraction impact on the soil moisture retrieval accuracy for bare and vegetated soil scenarios. The curves show bulk soil moisture against retrieved soil moisture for rock cover fraction ranging from 0 to 0.90 with 0.15 steps. The star and circle symbols indicate the 0.02 m$^3$/m$^3$ and 0.2 m$^3$/m$^3$ water contents of the soil component respectively.](image)
vegetated soil has an increased brightness temperature compared with bare soil. Consequently, the underestimation induced by rock in dry soil and overestimation in wet soil is increased or reduced when the surface is covered with a layer of vegetation, respectively.

The rock induced brightness temperature error is roughly constant with incidence angle, with the exception of the wet vegetated scenario where rock has minimum impact on horizontally polarised brightness temperature at an incidence angle of \(\sim 40^\circ\). This is a result of the similar angular relationship between rock and wet soil covered with dense vegetation, where rock has a smaller impact across the entire range of incidence angle than in other scenarios. As shown in Figure 5.2, rock has the highest brightness temperature impact in the dry vegetated soil scenario and the lowest impact in the wet vegetated soil scenario. Therefore, the impact of rock fraction on brightness temperature error depends primarily on soil moisture and vegetation water content, and secondarily on incidence angle. During the estimation of rock impacts on SMOS and SMAP later in this chapter, the dependence of rock

![Graph](image)

**Figure 5.4:** The relationship between rock cover fraction classified from land surface photographs and gray scale intensity of corresponding pixels in the Google Earth image where the photographs were taken.
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Table 5.2: Land surface parameters used in the soil moisture retrieval algorithm for the Wirrangula Hill study area.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand Content [%]</td>
<td>41.8</td>
</tr>
<tr>
<td>Clay Content [%]</td>
<td>9.0</td>
</tr>
<tr>
<td>Bulk density [g/cm³]</td>
<td>0.92</td>
</tr>
<tr>
<td>Surface soil temperature [K]</td>
<td>289</td>
</tr>
<tr>
<td>Deep soil temperature [K]</td>
<td>291</td>
</tr>
<tr>
<td>Vegetation water content [kg/m³]</td>
<td>0</td>
</tr>
<tr>
<td>Roughness $H_r$ [-]</td>
<td>0.03</td>
</tr>
<tr>
<td>Roughness exponent $\text{NR}_H$ [-]</td>
<td>1</td>
</tr>
<tr>
<td>Roughness exponent $\text{NR}_V$ [-]</td>
<td>0</td>
</tr>
</tbody>
</table>

impact on incidence angle is assumed insignificant and consequently ignored.

Due to the dependence of rock impact on water content of the soil component, multi-angular (0° to 60° with 10° steps) brightness temperature in dual-polarisation was simulated across a wide range of water content of soil component, varying from 0.0 m³/m³ to 0.5 m³/m³. Soil moisture and

Figure 5.5: The relationship between incidence angle and brightness temperature according to rock fraction.
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vegetation water content of the land surface representation were retrieved simultaneously. Figure 5.3 illustrates the curves of retrieved soil moisture and vegetation water content against the truth bulk soil moisture for rock cover fraction ranging from 0 to 0.9 with 0.15 steps. It is clear that without accounting for the presence of rock, the soil moisture retrieval model overestimates the bulk soil moisture under dry soil conditions and underestimates it under wet soil conditions. According to Eqn., the range of bulk soil moisture is limited by the range of water content possible for the soil component and the rock fraction. Under medium-range bulk soil moisture conditions, rock presence typically induces soil moisture retrieval errors below 0.04 m$^3$/m$^3$ for most rock cover fractions. However, under extreme dry and wet conditions, soil moisture retrieval could result in an error exceeding the 0.04 m$^3$/m$^3$ error budgets of SMOS and SMAP for rock cover fraction larger than 0.4, if the presence of rock is not considered in the soil moisture retrieval.

Compared with bare soil, vegetated soil has a larger rock-induced soil moisture retrieval error, especially under wet soil conditions. The plots in the bottom
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row of Figure 5.3 illustrate the retrieved vegetation water contents corresponding to retrieved soil moisture shown in the top row. It can be seen that as rock cover fraction is increased, the retrieved vegetation water content is decreased. There are two reasons for this result. First, the rock component in the land surface representation was assumed to behave as bare soil without any vegetation coverage, such that the average vegetation water content of the entire pixel was reduced. Second, the difference between horizontally and vertically polarised brightness temperatures was increased by the presence of rock. Thus, during the soil moisture and vegetation water content retrieval, the retrieved vegetation water content was reduced in the iterative optimization scheme in order to fit both horizontally and vertically polarised brightness temperature inputs with an increased gap, due to the higher sensitivity of vegetation water content to the polarisation difference of brightness temperature than soil moisture.

In the context of the SMOS and the SMAP soil moisture retrieval target accuracy of 0.04 m$^3$/m$^3$, soil with medium water content was found to be within the target accuracy while very dry and wet soil only satisfied this accuracy requirement when the rock cover fraction was less than 0.4. Consequently, it is proposed that this threshold can be used to identify the SMOS and SMAP pixels globally where rock-induced soil moisture error may potentially exceed the error budget.

5.5 Validation of rock fraction impact

The rock impact on soil moisture retrieval accuracy determined from the model simulations are validated here under dry bare soil condition using airborne brightness temperature and ground data collected over the Wirrangula Hill study area. Because of the high variation in rock cover fraction at pixel (100 m) scale across the study area, the first step was to estimate the rock fraction variation across the study area. From the field photographs over the rock soil surface, it was found that the colour of rock was darker than that of soil. Assuming that the darkness of rock and soil is consistent within the study area, the rock fraction was estimated from visible imagery over the entire study
area using a relationship between rock fraction and gray-scale intensity. In this study, a Google Earth image over Wirrangula Hill collected in 2010 was used for the gray-scale intensity. From the ground photographs of rock soil surfaces, the rock fractions were estimated from an un-supervised classification. Using the GPS coordinates of photograph locations, a relationship between rock fraction and the gray-scale intensity of the corresponding pixels in the geo-referenced Google Earth image was established (Figure 5.4). A linear relationship was fitted to the rock fractions and gray intensities with a standard deviation of 0.15. This relationship was then used to estimate the rock fraction within the entire Wirrangula Hill study area, with an uncertainty of ±0.15.

The focus area in the south was divided into a 7 × 30 grid with a resolution of 100 m × 100 m which is the scale of the high resolution brightness

![Figure 5.7](image)

**Figure 5.7:** The relationship between estimated rock fraction \( f_R \) and \( H_R \) calculated from ground pin profiler measurements. Ground measurements (dots) were fitted by a second order polynomial function (dashed line).
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Table 5.3: Rock impact level.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rock fraction</td>
<td>0</td>
<td>0 ~ 0.05</td>
<td>0.05 ~ 0.1</td>
<td>0.1 ~ 0.2</td>
<td>0.2 ~ 0.4</td>
<td>&gt; 0.4</td>
</tr>
<tr>
<td>Rock induced TB$_h$ error [K]</td>
<td>0</td>
<td>0 ~ 1</td>
<td>1 ~ 2</td>
<td>2 ~ 4</td>
<td>4 ~ 8</td>
<td>&gt; 8</td>
</tr>
<tr>
<td>Rock induced TB$_v$ error [K]</td>
<td>0</td>
<td>0 ~ 0.5</td>
<td>0.5 ~ 1</td>
<td>1 ~ 2</td>
<td>2 ~ 4</td>
<td>&gt; 4</td>
</tr>
<tr>
<td>Rock induced SM error [m$^3$/m$^3$]</td>
<td>0</td>
<td>0 ~ 0.005</td>
<td>0.005 ~ 0.01</td>
<td>0.01 ~ 0.02</td>
<td>0.02 ~ 0.04</td>
<td>&gt; 0.04</td>
</tr>
</tbody>
</table>

Temperature observations. Each pixel was assumed to be homogeneous and its rock fraction estimated from the average gray scale intensity of all Google Earth image pixels within it; rock fraction estimates were also compared against the more subjective field observations recorded by the HDAS. Using the drop-into-bucket approach, the multi-angular brightness temperature observations at the high resolution were grouped for each 100-m pixel without incidence angle normalisation or brightness temperature integration. Since the focus area was sampled by four repeat overpasses of the aircraft at different altitude and attitude, brightness temperature observations were collected at a range of incidence angle from 0 to 60°.

Figure 5.5 illustrates the angular relationship of the observed and simulated brightness temperature data in dual-polarisation, with observations coloured according to the estimated rock fraction of the corresponding pixel. It is clear that there is a good agreement between the observed and simulated brightness temperature data, and that both observed and simulated brightness temperatures decrease with increasing rock fraction. This result not only confirmed the rock cover fraction estimates, but also illustrated the joint impact of rock fraction on brightness temperature. Compared with soil component in the Wirrangula Hill, rock has darker colour, larger particle size and higher dielectric constant where the first two factors result in an increase in brightness temperature via higher physical temperature and surface roughness, and the last factor leads a decrease. According to Figure 5.5, rock fraction has a negative joint impact on brightness temperature, meaning that
the dominated factor of rock impact is higher dielectric constant under very
dry bare soil conditions.

To obtain the rock fraction impact on brightness temperature, the brightness
temperature data were averaged across all incidence angles in the range of 0° to
60° for each rock fraction, as the rock induced brightness temperature was
found to be insensitive to incidence angle. The average brightness temperature
is then compared with corresponding rock fraction in Figure 5.6. According to
the fitted functions of observed and simulated data, each 0.1 increase of rock
fraction causes a decrease of ~2 K and ~1 K in horizontally and vertically

Figure 5.8: Comparison of truth soil moisture and soil moisture retrieved
from L-band passive microwave observations in dual-polarisation, without
accounting for the presence of rock. The rock cover fraction of data was
indicated by colour. The dots show the retrieved soil moisture from the
airborne brightness temperature observation against the ground measured soil
moisture using the HDAS, and the whiskers show the standard deviation of
HDAS measurements within the pixel (horizontal) and the variation of
retrieved soil moisture derived from the uncertainty of $H_R$ (vertical). The
curves show the model simulated rock effect on soil moisture retrieval
accuracy, with rock cover fraction from 0 to 1 with 0.1 steps.
polarised brightness temperatures, respectively. In the context of SMOS 4-K brightness temperature error budgets, a rock fraction of ~0.2 may induce brightness temperature effect in excess of 4 K in horizontal polarisation, while a rock fraction of ~0.4 is required in vertical polarisation to have the same effect.

To validate the impact of rock fraction on soil moisture retrieval accuracy, soil moisture of each 100-m pixel was retrieved from the multi-angular observations over the associated pixel using the \( \tau-\omega \) model. The roughness parameter \( H_R \) was determined according to (Kerr et al., 2010a)

\[
H_R = (2k\sigma_r)^2, \tag{5.3}
\]

where \( k \) is the wave number and \( \sigma_r \) is the surface Root-Mean-Squared height calculated from the pin profiler measurements. Figure 5.7 shows the relationship between \( H_R \) calculated from surface height measurements and the rock cover fraction estimated from ground photos. According to Zribi et al. (2003), the mean of the squared heights of the surface increases linearly with the cover fraction of rock when rock fraction is less than approximately 0.3 with a moderate mean height of < 25 mm. Similarly, in the Wirrangula Hill study area the measured \( H_R \) was found to have a linearly increasing relationship to rock fraction estimate while the rock fraction was less than 0.4. Beyond this the \( H_R \) decreased again with full rock cover behaving like a relative flat “pavement”. A second order polynomial function was established between rock fraction and \( H_R \) roughness parameter, and subsequently used to estimate \( H_R \) roughness parameter for brightness temperature simulation and soil moisture retrieval.

To validate the model simulated rock fraction impact on soil moisture retrieval accuracy, the soil moisture of each pixel was retrieved from the airborne observations using the \( H_R \) roughness parameter estimated from rock cover fraction, and then compared with the mean of HDAS water content measurements over the soil component of the corresponding pixel. The bulk
soil moisture of each pixel was also retrieved from brightness temperature simulated from truth water content of the soil component and for the rock fraction, without accounting for the presence of rock. Figure 5.8 shows the comparison between observed and simulated soil moisture retrieval results under different rock cover fractions. The whiskers in horizontal and vertical directions indicate the standard deviation of HDAS water content measurements within the pixel and the variation of retrieved soil moisture when accounting for a ±0.15 uncertainty in rock cover fraction. A good agreement between simulated and observed impact of rock fraction on soil moisture retrieval accuracy was found in the comparison of Figure 5.8. Moreover, ignoring even a 0.1 rock fraction in the retrieval model was found to induce error in the retrieved soil moisture of 0.01 m³/m³ over bare soil, with a soil moisture content of approximately 0.04 m³/m³. In the context of the SMOS and SMAP soil moisture target accuracy of 0.04 m³/m³, it was confirmed that approximately 0.4 rock cover fraction can be tolerated under dry bare soil conditions before unacceptable errors occur.

5.6 Rock impact map

In the SMOS Level 2 soil moisture retrieval algorithm, ECOCLIMAP (Masson et al., 2003) is used as the reference land cover dataset, due to its high resolution and fine land surface classification (Kerr et al., 2010a). Due to the

![Figure 5.9: Distribution of rock impacted pixels of SMOS over global land mass.](image)
lackage of global rock map, the ECOCLIMAP was developed to initialize the soil-vegetation-atmosphere transfer schemes (SVATs) in meteorological and climate models. Two hundred and fifty ecosystems with homogeneous vegetation were derived from a combination of two global land cover datasets (IGBP/DIS and University of Maryland database; Hansen et al., 2000, Loveland and Belward, 1997, Loveland et al., 2000), the map of the terrestrial climates (Koepp and De Long, 1958), and the Normalised Difference Vegetation Index (NDVI) data of the Advanced Very High Resolution Radiometer (AVHRR) satellite. The global surface parameter at a resolution ranging from 30 second to 1 degree can be extracted from the ECOCLIMAP by integrating the 30-second data. Consequently, the rock distribution data at the resolution of 30 second were extracted from the ECOCLIMAP 2004, and the cover fraction of barren rock in the SMOS DGG re-sampled 43-km footprints and the SMAP 36-km EASE grid were calculated. All SMOS and SMAP pixels over the global land mass were categorized based on rock fraction impacts on brightness temperature and soil moisture retrieval accuracy, to six levels: i) rock free pixels with no rock-induced brightness temperature impact or subsequent soil moisture retrieval errors; ii) pixels with rock fraction less than 0.05, interpreted as rock induced brightness temperature contribution less than 1 K for horizontal polarisation and 0.5 K for vertical polarisation, and rock induced soil moisture retrieval error less than 0.005 m$^3$/m$^3$; iii) pixels with rock fraction less than 0.1, interpreted as rock induced brightness temperature contribution less than 2 K for horizontal polarisation and 1 K for vertical polarisation, and rock induced soil moisture retrieval error less than 0.01 m$^3$/m$^3$; iv) pixels with rock fraction less than 0.2, interpreted as rock induced brightness temperature contribution less than 4 K for horizontal polarisation and 2 K for vertical polarisation, and rock induced soil moisture retrieval error less than 0.02 m$^3$/m$^3$; v) pixels with rock fraction less than 0.4, interpreted as rock induced brightness temperature contribution less than 8 K for horizontal polarisation and 4 K for vertical polarisation, and rock induced soil moisture retrieval error less than 0.04 m$^3$/m$^3$; and vi) pixels with rock fraction greater than 0.4, interpreted as rock induced brightness temperature contribution greater than 8 K for horizontal polarisation and 4 K for vertical polarisation.
polarisation, and rock induced soil moisture retrieval error greater than 0.04 m$^3$/m$^3$ (Table 5.3).

Due to the similar pixel size of SMOS and SMAP, this chapter only shows a single plot of rock affected pixels (Figure 5.9). The fraction of rock affected pixels of both the SMOS and SMAP missions were calculated for the main continents and listed in Table 5.4. It can be seen that rock is not homogeneously distributed across the globe. There are more than 1.5% SMOS and SMAP pixels with a rock cover fraction exceeding the 0.4 threshold globally, potentially inducing a soil moisture retrieval error exceeding the target accuracy of 0.04 m$^3$/m$^3$ under very dry or wet conditions. In Asia, more than 3% of SMOS and SMAP pixels may be affected by the presence of rock induced soil moisture retrieval errors in excess of the soil moisture error budgets. There are 80 SMOS pixels over Asia, Africa and South America having full rock coverage and the largest expected error of 0.1 m$^3$/m$^3$ in retrieved soil moisture. These rock impact maps can be used to mask affected pixels or flag the rock induced uncertainty in the absence of accounting for rock effects in the soil moisture retrieval of SMOS and SMAP.
5.7 Chapter summary

This chapter has examined the assumption that rock behaves like a very dry bare soil with a fixed dielectric constant of $5.7 - j \times 0.074$, and investigated the impacts of surface rock using airborne brightness temperature observations and ground soil moisture measurements during the central Australia field experiment. The brightness temperature of a mixed rock-soil surface representation was simulated for various rock cover fractions and land surface conditions, using the $\tau_\omega$ model. The simulated brightness temperature had a good agreement with airborne multi-angular brightness temperature observations, verifying the assumption that rock behaves like very dry bare soil. However, it was also found that the impact of surface rock on soil moisture retrieval accuracy is dependent on the water content of the surrounding soil component, with rock inducing a wet bias of up to $\sim 0.08 \, \text{m}^3/\text{m}^3$ in retrieved soil moisture under very dry conditions, and dry bias of up to $\sim 0.10 \, \text{m}^3/\text{m}^3$ under wet conditions, if not accounted for in the soil moisture retrieval models. Based on the SMOS and SMAP target soil moisture retrieval accuracy of $0.04 \, \text{m}^3/\text{m}^3$, a rock cover fraction threshold of 0.4 was obtained and used to identify SMOS and SMAP pixels likely to have a rock induced soil moisture error above $0.04 \, \text{m}^3/\text{m}^3$. Approximately 1.5% of SMOS and SMAP pixels globally are expected to have a significant rock induced impact on soil moisture.
Chapter 6

6 The effect of urban cover fraction

6.1 Chapter introduction

Apart from anthropogenic emissions, the passive microwave response of urban areas is expected to be a significant contribution to the overall microwave emission from natural surfaces, due to the high proportion of paved surfaces and dwellings made from a range of construction materials. Consequently, this chapter uses the airborne brightness temperature observations collected over eight Australian cities to investigate the effect of urban area on measured brightness temperature and thus soil moisture retrieval accuracy. First, urban extent datasets are assessed for accuracy in estimating the urban cover fraction of corresponding pixels. Applying a moving window technique, the airborne brightness temperature observations at 1-km are integrated to lower spatial resolutions to yield a range of urban cover fractions. Comparing the brightness temperature against the background brightness temperature the urban induced impact is correlated with urban fraction, and an urban cover fraction threshold determined. Finally, this threshold is applied to the global urban extent dataset to estimate the SMOS and SMAP pixels expected to be adversely affected by urban cover world-wide.

6.2 Datasets and study areas

Airborne brightness temperature observations and monitoring station data collected during three Australian airborne field experiments were used to establish the relationship between urban-induced brightness temperature contribution and urban fraction. The NAFE'06 (National Airborne Field Experiment in 2006; Merlin et al., 2008), AACES-1 and AACES-2 (Australian Airborne Cal/val Experiments for SMOS; Peischl et al., 2012b) were conducted in the Murrumbidgee River catchment in south-eastern Australia, during the Australian summers of 2006 (29th Oct. 2006 to 20th Nov. 2010) and 2010 (18th Jan. 2010 to 21st Feb. 2010), and the winter of 2010 (8th Sep. 2010 to
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26th Sep. 2010), respectively. Figure 6.1 shows the location of the study areas, monitoring stations, studied cities, the SMAP EASE (Equal-Area Scalable Earth) 36-km grid, and SMOS overlapped footprints which are re-constructed to ~43-km resolution on the SMOS DGG (Discrete Global Grid).

In this study, data collected over 13 sampling days across eight SMOS and SMAP sized areas were analysed (see Table 6.1). The brightness temperature over seven medium-to-large cities across the catchment (listed in Table 6.1) was measured using the Polarimetric L-band Multibeam Radiometer (PLMR) mounted on a scientific aircraft.

The urban area is a combination of manmade structures (e.g. buildings and roads) and natural land surfaces (e.g. parks and gardens), where only manmade structures are expected to have a distinct microwave response from natural soil targets. To qualify the impact of urban areas, the manmade structures in the Murrumbidgee River Catchment were identified using the Land Use New South Wales (LUNSW; New South Wales Department of Environment &

![Figure 6.1: Location of the NAFE, AACES-1, and AACES-2 study areas in the Murrumbidgee River catchment in south-eastern Australia (inset). SMOS DGG re-sampled pixels within each AACES flight patch and SMAP EASE pixels over the entire catchment as well as the long-term soil moisture network sites (OzNet) and temporary monitoring stations of AACES campaigns are indicated on the map.](image)
Climate Change, 2007) product due to its high resolution of better than 15 m. The LUNSW is a regional land use dataset mapped in polygon format over the State of New South Wales (NSW), Australia. The land use classification and mapping was undertaken directly from satellite imagery and aerial photography with assistance from existing data sets, local knowledge, and field checking. According to an independent verification conducted by checking the satellite imagery and aerial photographs, the LUNSW has a positional accuracy of 50 m and an attribute accuracy of 0.92~0.99 (New South Wales Department of Environment & Climate Change, 2007). In the LUNSW, urban land use is classified as a combination of 29 subclasses, including industrial/commercial, residential, recreational, landfill, and other urban facilities. The subclasses of urban class in the LUNSW were re-grouped into manmade structures dominated by built-up environment and rural areas dominated by natural land surface. Moreover, the other land surface classes in LUNSW were re-categorized to cropping, grazing, tree or woodland, water surface and mining.

\[ \text{Figure 6.2: Comparison between LUNSW and MODIS 500-m in terms of urban fraction of SMOS DGG re-sampled pixels (gray symbol) and SMAP EASE 36-km pixels (black symbol) over the Murrumbidgee River Catchment.} \]
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To identify global SMOS and SMAP pixels with urban induced brightness temperature error in excess of the respective error budgets, a global urban map with appropriate resolution and accuracy is required. There are currently ten different global urban and urban-related land surface maps available, as listed in Table 6.2. Different types of data were used in the classifications, thus they differ in terms of their definition of “urban”, spatial resolution and accuracy. For example, the urban maps that are derived from census data and night-time lights relate to population and income level, while the urban maps derived from multispectral data relate more to built-up areas (Potere and Schneider, 2007, Potere et al., 2009). Compared with natural land surfaces, the difference of microwave behaviour of urban areas is due to the distribution of manmade structures not population or other factors. Consequently, only the maps that define urban as built-up or impervious area and have a spatial resolution better than 1 km were considered in this study (i.e. Maps 1 to 6 in Table 6.2).

The accuracies of these maps were assessed in Schneider et al. (2010) by comparing urban maps over 140 randomly sampled cities globally, by manual interpretation using 30-m Landsat data. The assessment result showed that the MODIS (Moderate Resolution Imaging Spectroradiometer) 500-m urban land

---

**Table 6.1:** The list of flights made over seven cities across the Murrumbidgee River Catchment.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sampling date</th>
<th>Flight patch</th>
<th>Reference time (local)</th>
<th>Studied city</th>
<th>City size derived from the LUNSW (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAFE</td>
<td>30th, Oct. 2006</td>
<td>Kyeamba</td>
<td>12.00pm</td>
<td>Wagga Wagga</td>
<td>30.60</td>
</tr>
<tr>
<td></td>
<td>6th, Nov. 2006</td>
<td>Kyeamba</td>
<td>12.00pm</td>
<td>Wagga Wagga</td>
<td>30.60</td>
</tr>
<tr>
<td></td>
<td>20th, Nov. 2006</td>
<td>Kyeamba</td>
<td>12.00pm</td>
<td>Wagga Wagga</td>
<td>30.60</td>
</tr>
<tr>
<td>AACES-1</td>
<td>22nd, Jan. 2010</td>
<td>1</td>
<td>6:00 am</td>
<td>Balranald</td>
<td>1.61</td>
</tr>
<tr>
<td></td>
<td>28th, Jan. 2010</td>
<td>3</td>
<td>6:00 am</td>
<td>Hay</td>
<td>2.60</td>
</tr>
<tr>
<td></td>
<td>12th, Feb. 2010</td>
<td>6</td>
<td>6:00 am</td>
<td>Narrandera</td>
<td>4.90</td>
</tr>
<tr>
<td></td>
<td>10th, Feb. 2010</td>
<td>7</td>
<td>6:00 am</td>
<td>Wagga Wagga</td>
<td>30.60</td>
</tr>
<tr>
<td></td>
<td>15th, Feb. 2010</td>
<td>8</td>
<td>6:00 am</td>
<td>Junee</td>
<td>3.48</td>
</tr>
<tr>
<td></td>
<td>18th, Feb. 2010</td>
<td>9</td>
<td>6:00 am</td>
<td>Tumut</td>
<td>4.49</td>
</tr>
<tr>
<td></td>
<td>18th, Feb. 2010</td>
<td>10</td>
<td>6:00 pm</td>
<td>Canberra</td>
<td>170.31</td>
</tr>
<tr>
<td>AACES-2</td>
<td>19th, Sep. 2010</td>
<td>6</td>
<td>6:00 am</td>
<td>Narrandera</td>
<td>4.90</td>
</tr>
<tr>
<td></td>
<td>21st, Sep. 2010</td>
<td>7</td>
<td>6:00 am</td>
<td>Wagga Wagga</td>
<td>30.60</td>
</tr>
<tr>
<td></td>
<td>22nd, Sep. 2010</td>
<td>8</td>
<td>6:00 am</td>
<td>Junee</td>
<td>3.48</td>
</tr>
</tbody>
</table>
cover (MODIS 500-m) dataset had the highest accuracy at pixel level (0.93) and in overall urban size ($R^2 = 0.90$). The MODIS 500-m is a global urban land use map with a spatial resolution of 500-m, generated using a supervised decision tree algorithm based on MODIS Collection 5 data between 2001 and 2002. In the MODIS 500-m dataset, urban areas are defined as pixels having more than 50% built-up land surface with a minimum size of 1 km$^2$ (Schneider et al., 2010).

To apply the urban fraction threshold derived from the LUNSW globally, a global urban map was required to calculate the urban fraction of global SMOS and SMAP pixels, which should be classified based on manmade structures and consistent with the LUNSW at the scales of SMOS and SMAP. Consequently, the cover fractions of manmade structures and urban areas in the SMOS DGG pixels with approximately 43-km resolution and SMAP EASE 36-km pixels over the Murrumbidgee River catchment were calculated using the LUNSW and each of the global urban maps respectively. Figure 6.2 shows the urban fractions calculated using each of the global Maps 1 to 5 against the cover fractions of manmade structures using the LUNSW over the corresponding SMOS and SMAP pixels in the Murrumbidgee Catchment.

Due to its lower resolution than its upgraded version (MODIS 500-m dataset), the MODIS 1-km urban land use dataset (Map 6) was discarded in the comparison. It is clear that the GRUMP, GLC2000, and GlobCover datasets overestimate the urban area as compared with manmade structures in the LUNSW, while the ISA dataset provides an underestimate. The mean ratio of pixel urban fraction calculated using each of Maps 1 – 5 to the cover fraction of manmade structure derived from the LUNSW is listed in the last column of Table 6.2, confirming that the MODIS 500-m has the best agreement with manmade structures in the LUNSW, having an urban extent ratio of 0.93. In the context of 0.11 to 0.20 urban fraction threshold obtained from the previous simulation studies (Kerr et al., 2010a, Loew, 2008), the difference between the LUNSW manmade structures and MODIS 500-m is approximately 1% at the SMOS and SMAP scale, which was considered to be negligible. Consequently the MODIS 500-m urban map was selected for
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Table 6.2: Key characteristics of ten global urban maps (adapted from Schneider, et al. 2010).

<table>
<thead>
<tr>
<th>ID</th>
<th>Abbreviation</th>
<th>Map</th>
<th>Factor defining urban or urban-related feature</th>
<th>Resolution</th>
<th>Main source of data</th>
<th>Urban fraction ratio to the LUNSW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GLC2000</td>
<td>Global Land Cover 2000</td>
<td>Artificial surfaces and associated areas</td>
<td>~1 km</td>
<td>SPOT-Vegetation, Nighttime lights data</td>
<td>1.36</td>
</tr>
<tr>
<td>2</td>
<td>GlobCover</td>
<td>GlobCover v2.2</td>
<td>Artificial surfaces and associated areas</td>
<td>~300 m</td>
<td>MERIS</td>
<td>1.37</td>
</tr>
<tr>
<td>3</td>
<td>GRUMP</td>
<td>Global Rural–Urban Mapping Project</td>
<td>Urban extent</td>
<td>~1 km</td>
<td>VMAP, census data, Nighttime lights maps</td>
<td>3.68</td>
</tr>
<tr>
<td>4</td>
<td>ISA</td>
<td>Global Impervious Surface Area</td>
<td>Impervious surface area</td>
<td>~1 km</td>
<td>Landscan, Nighttime lights data Landset data for training</td>
<td>0.31</td>
</tr>
<tr>
<td>5</td>
<td>MODIS 500-m</td>
<td>MODIS Urban Land Cover 500 m</td>
<td>Urban and built-up areas</td>
<td>~500 m</td>
<td>MODIS and Landsat-based map for training and assessment</td>
<td>0.93</td>
</tr>
<tr>
<td>6</td>
<td>MODIS 1-km</td>
<td>MODIS Urban Land Cover 1 km</td>
<td>Urban and built-up areas</td>
<td>~1 km</td>
<td>MODIS, Landsat-based map for training and assessment and LITES</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>HYDE</td>
<td>History Database of the Global Environment v3</td>
<td>Urban and built-up areas</td>
<td>~10 km</td>
<td>Landscan, UN census data, city gazetteers</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>VMAP</td>
<td>Vector Map Level Zero</td>
<td>Population</td>
<td>1:1 million</td>
<td>Aeronautical charts, maps</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>Lights</td>
<td>Nighttime Lights v2</td>
<td>Nighttime Lights</td>
<td>~1 km</td>
<td>DMSP-OLS dataset</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>LandScan</td>
<td>LandScan 2005</td>
<td>Population</td>
<td>~1 km</td>
<td>Geocover maps, VMAP0, MODIS 1-km, Landsat, census data, high-resolution imagery</td>
<td>-</td>
</tr>
</tbody>
</table>

calculating urban fraction of all SMOS and SMAP pixels globally. A key assumption of this step is that the microwave behaviour of the studied cities represents that of urban areas world-wide.
6.3 Approach

The impact of urban fraction on soil moisture retrieval was investigated in four steps, as illustrated in Figure 6.3:

i) the airborne brightness temperature observations at 1 km resolution were used to simulate SMOS and SMAP scenes for a wide range of scene urban fraction \( f_u \), and the average brightness temperature of urban-free pixels \( TB_{\text{non-urban}} \) and that of all pixels \( TB_{\text{all}} \) calculated for the corresponding scene. To achieve a wide range of scene urban fraction, a 40 km rectangle window was moved within the study area. However, according to the size of the studied cities as listed in Table 6.1, the maximum cover fractions at 40 km are less than the 0.11% to 0.20 urban fraction threshold obtained from the simulation studies of Kerr et al. (2010a) and Loew (2008). To obtain results for a greater range of urban fraction thresholds, the scene was centred on the studied cities and the window size gradually decreased, assuming that the brightness temperature integrated from smaller scales is the same as that at the SMOS and SMAP scales (Panciera et al., 2007). The re-categorized LUNSW dataset was used to determine the urban fraction and identify the urban-free brightness temperature pixels in the 1-km PLMR data.
ii) the SMOS and SMAP radiometric sensitivity of 4 K and 1.3 K (Entekhabi et al., 2010, Kerr et al., 2010b) were used as brightness temperature error budgets to determine the thresholds for urban cover fraction in SMOS and SMAP pixels, below which an urban induced brightness temperature error can be ignored as part of the overall instrument uncertainty. The urban induced brightness temperature error ($TB_{err}$) is defined hereafter as the difference between $TB_{non-urban}$ and $TB_{all}$ which represent space-borne brightness temperature observations both with and without correcting for the contribution of urban area respectively. Based on the relationship between $f_U$ and $TB_{err}$, urban fraction thresholds were derived for the SMOS and SMAP brightness temperature error budgets respectively, ignoring the differences of the pixel shape and size between the SMOS and SMAP;

iii) the MODIS 500-m urban land use map was used to calculate urban fraction of SMOS and SMAP pixels globally. The SMOS mission uses the Icosahedral Snyder Equal Area (ISEA) based Aperture 4 hexagon DGG in Resolution 9, which maps the Earth surface into $\sim 2.6 \times 106$ hexagon cells with an equal area of $\sim 194$ km$^2$ and an equal distance of $\sim 15$ km between the centre points of adjacent cells (Sahr et al., 2003). Although the centre points of SMOS L1 and L2 data are fixed on the DGG points, the size and orientation of the pixels vary for the $\sim 1000$ km partly overlapped SMOS scenes in the Murrumbidgee River catchment, and the SMOS footprints were simplified to overlapping circles with a diameter of 43 km, being the average SMOS pixel size (Kerr et al., 2010a) centred on the SMOS DGG points. Similarly, the Equal-Area Scalable Earth (EASE) Grid 2.0 (Brodzik et al., 2012), was used for application to SMAP. The EASE grid is defined in three projections: northern and southern hemisphere (Lambert azimuthal equal-area projections) and full global (a cylindrical equal-area projection with standard parallels at $\pm 30^\circ$). The global EASE grid at 36-km resolution has been selected for the SMAP radiometer products. Consequently, the urban fractions ($f_U$) in the SMOS DGG re-sampled 43-km circles and the SMAP 36-km EASE grid were calculated using the MODIS 500-m urban land surface map;
iv) the urban fractions of SMOS and SMAP pixels at global scale were then used together with the thresholds obtained for the SMOS and SMAP radiometric sensitivities obtained in step ii), and then applied to the urban fractions obtained in step iii), to produce global maps of urban effected pixels. A key assumption of this step is that the microwave behavior of the studied cities represents that of urban areas world-wide.

It is important to note that this study does not consider radio-frequency interference contributions from urban areas on the brightness temperatures, but rather the emissions due to changed land surface conditions from impervious surfaces and building materials. Although the use of L-band microwave frequencies is protected, it has been found that SMOS observations were adversely affected by Radio-Frequency-Interference (RFI) in some parts of the world, as shown in Figure 2.8. However, since SMOS was launched in November 2009, a large effort has been made to switch off RFI sources. When all RFI has been removed in the future, urban areas are expected to still impact the brightness temperature observations at SMOS and SMAP scale due to their unique microwave response compared to that of soil, and subsequently confound soil moisture retrieval if their presence is not accounted for. Consequently, this study aims to investigate the impacts of urban areas other than those from RFI.

6.4 Verification using real observations

A range of scenes were simulated for the SMOS and SMAP pixels by moving the window of a scene at SMOS and SMAP scale within the study area, and by reducing the extent of a scene centred on the studied cities. As an example, Figure 6.4 shows the land use, as well as horizontally and vertically polarised brightness temperature maps of scenes within the Kyeamba study area using airborne observations collected on 6th November 2006 during the NAFE’06 campaign. According to the re-categorized LUNSW classification, this area is dominated by cropping and grazing land, intermixed with manmade structures, rural areas, trees, water bodies and mining area. Compared to brightness temperature maps, the non-soil targets have a distinctive microwave response.
The urban area and open water have $\sim30$ K lower brightness temperature than the surrounding grass and cropping land surfaces, while the brightness temperatures of trees were $\sim10$ K higher. The impact of forest and water bodies was removed by discarding the pixel with more than 0.05 cover fraction of forest and/or water bodies.

Figure 6.4 has a good spatial agreement between the manmade structures and very low brightness temperature pixels, implying a good correlation between re-categorized manmade structures and urban-affected brightness temperature pixels. From Column (a) to (c) in Figure 6.4, a 40 km $\times$ 40 km scene was moved from the southernmost part of the study area towards the studied city (Wagga Wagga) in the north, with the urban fraction ($f_U$) of the scenes varying from 0.001 when the studied city was almost outside of the scene to 0.021 when the studied city was fully in the scene. To obtain a higher range of urban fractions, the scene was positioned over the urban area and the extent of the scene reduced from 40 km to 20 km and then to 10 km (Columns (c) to

**Figure 6.4:** LUNSW and dual-polarised brightness temperature ($TB_h$ and $TB_v$) maps at 38.5° incidence angle in the scenes with different urban fractions over the city of Wagga Wagga on 6 November 2006.
(e)), resulting in urban fractions up to 0.265 in this example.

The brightness temperature observations of all pixels in each scene were then averaged to $TB_{so}$ and the equivalent urban free brightness temperature estimated as $TB_{free-air}$ by discarding all pixels classified as urban. The assumption being that the surrounding brightness temperature response is representative of what would have been observed had the urban area not been there. The corresponding scene urban fraction $f_U$ is also calculated.

This analysis was repeated for a total of 13 flights across the three airborne field experiments. Being opposite to the previous dry bare soil assumption on the microwave behaviour of urban areas, the studied cities were observed to

Figure 6.5: The relationship between urban fraction and urban induced brightness temperature error at 38.5° incidence angle for Horizontal (top) and Vertical (bottom) polarisations during summer (left) and winter (right) campaigns. Symbol colour reflects the average soil moisture measurement collected using monitoring stations within the corresponding flight patch.
have a considerable (up to 50 K) lower brightness temperature than surrounding natural grass and cropping lands under most conditions. This phenomenon is also found from the airborne HUT-2D observations collected in December 2006 over the Porvoo area, southern Finland (Rautiainen et al., 2008). A reasonable explanation is that residential buildings usually having tail roofs are expected to behave like dry bare soil, while industrial buildings sometimes having metal roofs have a very low emissivity.

The urban induced brightness temperature $T_{B_{err}}$ calculated from $T_{B_{non-urban}}$ and $T_{B_{all}}$ is plotted against $f_U$ for summer and winter seasons separately in Figure 6.5, with results coded by the average top ~5 cm soil moisture according to monitoring station measurements. As expected, the magnitude of $T_{B_{err}}$ increases as $f_U$ is increased. During the summer campaigns (NAFE’06 and AACES-1), urban areas induced a positive $T_{B_{err}}$, and the ratio between $T_{B_{err}}$ and $f_U$ was shown to be dependent on the soil moisture condition, with a lower $T_{B_{err}}$ induced by urban area as the soil moisture increased. For soil moisture lower than 0.15 m$^3$/m$^3$, the brightness temperature difference between urban

![Figure 6.6: Cumulative Distribution Functions (CDF) of urban fraction of SMOS (brown) and SMAP (green) pixels over land mass and the percentage of land pixels that is likely to be adversely affected by urban areas under different conditions.](image)
and urban-free areas was 25 K to 60 K for horizontal polarisation, and 25 K to 50 K for vertical polarisation under warm summer conditions. Similar to urban effects under wet (soil moisture larger than 0.15 m$^3$/m$^3$) summer conditions, the impact of urban area was found to be much less in the winter campaign (AACES-2) than that under dry summer conditions. Due to a small soil moisture variation captured during the AACES-2, no clear relationship between $TB_{err}$ and soil moisture was found.

One anomaly to the above results was for the airborne data collected over the city of Canberra on 18 February 2010. In this case a negative relationship between $TB_{err}$ and $f_U$ was obtained, during the flight undertaken around 6pm rather than at 6am. This negative brightness temperature error resulted from two aspects: i) the ratio of industrial buildings drops from $\sim$0.25 for the other studied cities to $\sim$0.1 for the Canberra, while the ratio of residential buildings leaps from $\sim$0.65 to $\sim$0.9 (Table 6.2). Thus the effective emissivity of manmade structures in Canberra is lower than the other studied cities; ii) the physical temperature of urban area should be higher than that of the surrounding natural area in late afternoon due to the solar heating and lower thermal capacity of manmade structures.

To meet the target soil moisture retrieval accuracy of the SMOS and SMAP,
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their brightness temperature error budgets of 4 K for the SMOS and 1.3 K for the SMAP were used as benchmarks for accurate soil moisture retrievals and subsequently urban fraction thresholds for the target soil moisture retrieval accuracy were obtained for the SMOS and SMAP respectively. Thus, urban fraction thresholds of 0.066 for horizontal polarisation and 0.079% for vertical polarisation were obtained for SMOS 4-K error budgets under warm and dry conditions. Similarly, for the lower SMAP 1.3-K error budget, permissible urban fraction thresholds dropped to 0.022 and 0.026 for horizontal and vertical polarisations respectively. Additionally, urban fraction thresholds of 0.168 and 0.052 were obtained for SMOS and SMAP brightness temperature error budgets respectively under cold and/or wet conditions. For the purpose of simplicity, 0.066 and 0.168 were selected as urban fraction thresholds for SMOS brightness temperature at both polarisations, under warm dry conditions and cold and/or wet conditions respectively. These values reduce to 0.022 and 0.052 for SMAP.

6.5 Urban impact map

These urban fraction thresholds have been applied globally, to understand the extent of the urban effect. Consequently the urban fraction at SMOS and SMAP scales over the global land mass were calculated using the MODIS 500-

### Table 6.3: Statistics of urban impact on the SMOS and SMAP pixels.

<table>
<thead>
<tr>
<th>Urban impact</th>
<th>Fraction of the SMOS and (SMAP) pixels expected to exceed allowed brightness temperature error [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Africa</td>
</tr>
<tr>
<td>*</td>
<td>0.0</td>
</tr>
<tr>
<td>**</td>
<td>(0.0)</td>
</tr>
<tr>
<td>***</td>
<td>0.0 – 6.6</td>
</tr>
<tr>
<td></td>
<td>(0.0 – 2.2)</td>
</tr>
<tr>
<td>****</td>
<td>6.6 – 16.8</td>
</tr>
<tr>
<td></td>
<td>(2.2 – 5.2)</td>
</tr>
<tr>
<td>*****</td>
<td>&gt; 16.8</td>
</tr>
<tr>
<td></td>
<td>(&gt; 5.2)</td>
</tr>
</tbody>
</table>

*: no urban-induced brightness temperature error;
**: with urban-induced brightness temperature error less than the error budgets;
***: with urban-induced brightness temperature error less than the error budgets under cold and wet conditions and may larger than the budgets under warm and dry conditions;
****: with urban-induced brightness temperature error may be larger than the error budgets under cold and wet conditions and larger than the budgets under warm and dry conditions.
m dataset. The urban land use raster of the MODIS 500-m dataset were converted to polygon format without any approximation or simplification, and then clipped with the SMOS DGG re-sampled 43-km circles and SMAP EASE 36-km pixels. The areal ratio between clipped area and the corresponding pixel is defined as the urban fraction of the given pixel.

Based on the relationship between the urban-induced error and urban fraction, the maximum brightness temperature error that could be introduced by ignoring the presence of urban is estimated from the calculated urban fraction of SMOS and SMAP pixels. The maximum estimation of urban-induced errors over the global are grouped and showed in Figure 6.6. It is clear that over highly urbanized areas, such as Europe, east China, and U.S, a brightness temperature error of over 4 K may be potentially induced over urban areas where soil moisture retrieval error could exceed the target soil moisture retrieval accuracy.

Figure 6.6 shows the cumulative frequency curves of pixel urban fraction for the SMOS and SMAP missions individually. Due to their similar scales, SMOS and SMAP have similar cumulative distribution curves of urban fraction. Compared with their urban fraction thresholds, there are about 2% of SMOS pixels having urban-induced brightness temperature error in excess of the 4 K

![Figure 6.8: Distribution of urban impacted pixels of SMAP over global land mass.](image)
budget under warm dry conditions, reducing to \( \sim 0.5\% \) under cold and/or wet conditions, while urban induced brightness temperature potentially exceeds the 1.3 K budget over \( \sim 5\% \) SMAP pixels under warm dry conditions, and over \( \sim 2\% \) SMAP pixels under cold and/or wet conditions. According to the distribution of urban impacted pixels of SMOS (Figure 6.7) and SMAP (Figure 6.8), the urbanization ratio is not globally uniform and the area with higher density of urban area has more significant urban impact on soil moisture retrieval. The fraction of urban affected pixels were calculated for each individual continent and listed in Table 6.3. For more developed and populated areas, such as Europe, up to 4.5\% of SMOS and 14\% of SMAP pixels are expected to have urban-induced brightness temperature errors in excess of their radiometric error budgets.

### 6.6 Chapter summary

This chapter has examined airborne brightness temperature observations over seven cities that have been imaged during three field experiments. Their urban induced brightness temperature impact from the natural background brightness temperature was compared with an urban extent map, showing that urban areas can lead to a brightness temperature of 20 to 50 K lower than the surrounding soil does under dry (with soil moisture less than 0.15 m\(^3/m^3\)) and warm conditions, while this brightness temperature difference reduces to less than 20 K under wet or cold conditions. Subsequently, the urban cover fraction thresholds were obtained for the radiometric error budgets of SMOS and SMAP, and these thresholds used to identify the SMOS and SMAP pixels globally that are expected to possibly have non-negligible urban induced brightness temperature impacts under the assumptions of this analysis.
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7 The effect of water cover fraction

7.1 Chapter introduction

Since the microwave emission from standing water is significantly different to that of natural land surfaces, standing water within a passive microwave footprint is expected to have a big impact on the observed microwave response. Moreover, standing water has a high temporal variability, due to events such as floods and seasonal variation of lake levels, and in some places there are many small ponds that are not mapped but cover a substantial fraction of the land surface. If the water fraction is known it can be corrected, but how well does this dynamic land surface characteristic need to be known before substantial errors in the derived soil moisture will arise? Consequently, this chapter investigates the water fraction effects on brightness temperature and soil moisture retrieval accuracy, using airborne L-band brightness temperature data collected during three Australian field experiments. The water induced brightness temperature effect and water fraction are compared under different resolutions, sampling days, and land surface conditions, and an water fraction threshold determined. Subsequently, this threshold is applied to a MODIS derived water fraction dataset for Australia over the period 2001 to 2010 to estimate the SMOS pixels expected to be adversely affected by dynamic water fraction deviations from a static water fraction map.

7.2 Data sets and study areas

This study uses airborne passive microwave observations at L-band together with coincident ground sampling data collected during three field experiments. The National Airborne Field Experiment in 2006 (NAFE’06; Merlin et al., 2008) and Australian Airborne Cal/val Experiments for SMOS (AACES-1 and -2; Peischl et al., 2012b) were conducted in the Murrumbidgee River Catchment, southeast of Australia and described in Chapter 3. Figure 7.1
shows the location of the study areas, monitoring stations, flight lines, and calibration lakes of all three experiments, which are relevant to this study. In the calibration lakes of these experiments, Tombullen water storage for NAFE'06 and Lake Wyangan for AACES, a floating monitoring station was installed in the centre of the lake for continuous measurement of surface water temperature and salinity during the whole period of each campaign. The middle panels of Figure 7.2 and Figure 7.3 illustrate the time series of water

![Map of study areas and calibration lakes](image)

**Figure 7.1:** Location of the NAFE'06 and AACES study areas in the Murrumbidgee River Catchment, southeast of Australia. Location of calibration lakes is shown in the lower panels.
salinity and temperature. Additionally, the spatial variability of surface water temperature and salinity was examined by making point-based measurement transects from a boat. This transect sampling was conducted once a week during the NAFE’06 and the AACES campaigns. The transect measurements showed small variations of water surface temperature ($\pm 2$ K) and salinity ($\pm 4$ ppm) across the calibration lakes, which could induce a brightness temperature uncertainty of less than 3 K on brightness temperature of water bodies. Given the up to 100 K brightness temperature difference between water and soil contributions, this could be ignored for the analysis conducted in this chapter, and so the calibration lakes were assumed as homogeneous water bodies in this study.

To investigate the effects of water fraction, the information about distribution

![Figure 7.2: The NAFE’06 time series of spatially averaged soil moisture and rainfall measurements across all OzNet monitoring stations within the Yanco study area (upper panel), time series of water surface salinity and water surface temperature of Tombullen water storage, together with soil temperature measurements collected from Y2 site (middle panel), and timetable of Landsat overpass, MODIS overpasses, and PLMR flights at multiple resolutions (lower panel).]
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of open water bodies is required. Currently, a number of methods have been developed to extract inland water extent using remotely sensed visible/infrared (e.g., Landsat, Moderate-Resolution Imaging Spectro-radiometer (MODIS), and Systeme Probatoire d’Observation de la Terre (SPOT)) and SAR observations (e.g. RADARSAT, JERS-1, and ERS) (Brakenridge et al., 2005, Mertes, 2002, Papa et al., 2006, Prigent et al., 2001, Smith, 1997). Although microwave sensors are able to penetrate clouds and vegetation layer, the application of SAR (active microwave remote sensing) to discriminating water targets is adversely affected by the wind roughening effect (Alsdorf et al., 2007), and space-borne passive microwave sensors suffer from their coarse spatial resolution (Sippel et al., 1994, Smith, 1997). In contrast, mapping open water bodies is more straightforward using visible/infrared observations, and four methods have been developed including: thematic classification method, linear unmixing model, single-band thresholding method, and spectral water index method (Ji et al., 2009).

The spectral water index is one of most widely used water detection methods, which defines an index derived from the ratio, difference, or normalised difference of reflectance observations at two or more visible/infrared bands (Ji et al., 2009). A threshold of the index is then set to distinguish inland water bodies from other land surface targets based on the spectral signature of water. McFeeters (1996) proposed a Normalised Difference Water Index (NDWI) to delineate inland open water, given as

\[
\text{NDWI} = \frac{R_{\text{green}} - R_{\text{NIR}}}{R_{\text{green}} + R_{\text{NIR}}},
\]  

(7.1)

where \( R \) is reflectance, and the subscripts \textit{green} and \textit{NIR} indicate green and near infrared bands. Since the reflectance of water is higher at green band than at near infrared band, which is usually opposite to soil and vegetation, water targets usually have positive NDWI values while those for soil and vegetation targets are negative. However, the NDWI of built-up areas were also found positive, which confuse the separation of water bodies from urbanized areas using the NDWI method (Xu, 2006). Therefore Xu (2006) modified Eqn. (7.1)
by replacing near infrared reflectance $R_{NIR}$ to shortwave infrared reflectance $R_{SWIR}$ as

$$MNDWI = \frac{R_{green} - R_{SWIR}}{R_{green} + R_{SWIR}}.$$  \hfill (7.2)

The Modified NDWI (MNDWI; Xu, 2006) was found to have a better performance than the NDWI on delineating water body from built-up areas, soil, and vegetation targets, as the MNDWI of built-up areas is negative and the MNDWI is more distinguishable than the NDWI for water bodies. The MNDWI method also showed a higher classification accuracy and kappa statistics than the NDWI method over lake water, sea water, and river water (Xu, 2006). Generally, the thresholds of spectral water indices, including the NDWI and MNDWI, are location specific depending on the sub-pixel non-

Figure 7.3: The AACES-1 time series of soil moisture and rainfall measurements collected from the monitoring stations in Patch 05 site (upper panel), time series of water surface salinity and water surface temperature of Lake Wyangan, together with soil temperature measurements from M7 site (middle panel), and timetable of the AACES-1 flights (lower panel).
water component, and need to be manually adjusted for each scene. According to a synthetic analysis on the dynamic of water index thresholds (Ji et al., 2009), MNDWI has more stable thresholds than other water indices. Therefore, the MNDWI method was applied in this study to extract water cover information over the Yanco study area from a 30-m Landsat image acquired on November 7th, 2006.

Although the MNDWI data derived from high resolution space-borne visible/infrared observations have high classification accuracy, their applications are limited by their low revisit frequencies (~30 days on average). For the purpose of estimating the effect of the standing water dynamic spatial distribution, an 8-day cloud free water fraction dataset were used (Guerschman et al., 2011). This MODIS water fraction dataset was developed by the Commonwealth Scientific and Industrial Research Organisation (CSIRO) in Australia. The water fraction in a ~500-m grid was estimated from the MODIS visible/infrared data using a classification method which was developed by performing a series of simultaneous classifications using higher resolution Landsat TM data, via on a image segmentation algorithm (Mueller and Lymburner, 2010). The 500-m water fraction data are available over the entire Australia since the launch of the MODIS in 2000, and the data for ten years (2001 to 2010) were used in this study.

7.3 Approach

The effects of water fraction on SMOS and SMAP brightness temperature observations and soil moisture retrieval accuracy were investigated in three steps as follows:

i) assess the accuracy of the MNDWI derived water cover map from a Landsat image along with the MODIS water fraction data, using the High and Regional resolution brightness temperature observations collected from the NAFE’06 and AACES;

ii) examine the effect of water fraction on brightness temperature, using the multi-resolution and multi-temporal observations collected from the NAFE’06,
as well as the AACES observations collected from multiple land surface conditions; and

iii) identify the SMOS pixels potentially affected by standing water over Australia, using a water fraction threshold for the SMOS/SMAP target accuracy of 0.04 m$^3$/m$^3$.

### 7.4 Assessment of water cover and fraction maps

The multi-angular brightness temperature observations over water-free areas and the High resolution brightness temperature observations over Tombullen water storage collected during the entire NAFE'06 were grouped for incidence

![Graph](image)

**Figure 7.4:** The angular relationship of dual-polarised brightness temperature observed over water-free areas during the multi-angular flights and over Tombullen water storage during the Regional flights within the entire period of the NAFE'06. The brightness temperature observations are grouped in 5° steps. The box and whisker illustrate the distribution of brightness temperature observations in each incidence angle step. The central mark and the edges of the box are the median, the 25th and 75th percentiles. The whiskers show the most extreme data points without consideration of outliers.
angles from 0° to 50° in 5° steps and plotted in Figure 7.4. It is clear that a
brightness temperature difference of ~150 K exists between water bodies and
a nominal land surface. While Figure 7.2 shows the soil moisture, soil
temperature, water salinity and water temperature variation during the
NAFE’06, the box and whisker plot in Figure 7.4 shows the corresponding
brightness temperature impact for the water body and land surface over the
Yanco study area during the same period. Consequently, a conservative
brightness temperature threshold of 120 K in horizontal polarisation and 150
K in vertical polarisation was determined at the reference incidence angle of
38.5°, to distinguish homogeneous water pixels from those for soil surfaces.
Consequently, a binary (0 for water-free pixel or 1 for water fully covered
pixel) water cover map was generated from the NAFE’06 High resolution
brightness temperature observations, and used as the reference to assess the
accuracy of the water cover maps derived from the Landsat data using the
MNDWI method.

This threshold method is however unsuitable for the brightness temperature
observations at the Medium and Regional resolutions, due to the individual
open water bodies in the Yanco study area typically being on order of ~100 m
across, meaning that most of the pixels at these scales were either water-free or
only partially covered with standing water. Moreover, the limited sampling area
covered by the High resolution (50-m) brightness temperature observations
meant that its derived water cover map could not be used to assess the
accuracy of the 500-m resolution MODIS water fraction map. Thus, the
Landsat-derived water cover map acquired on November 7th, 2006 using the
MNDWI approach was used for validation of the MODIS water cover fraction
product. However, the Regional resolution brightness temperature observations
collected during the NAFE’06 and AACES were used to verifying the
accuracy of the MODIS water fraction indirectly, by assessing the
correlation between its water fraction and the water induced brightness
temperature offset.

According to the bottom panel of Figure 7.2, there is only one Landsat
overpass during the NAFE’06 campaign, being on November 7th, 2010 when
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no High resolution brightness temperature observations were collected. However, as the upper panel of Figure 7.2 shows that there was no rainfall event between November 7th and 8th, and that the open water bodies within the Yanco study area were understood to be temporally consistent during such short time periods, it was assumed that a water cover map derived from the Landsat image on November 7th would reflect the conditions on November 8th. Figure 7.5 shows the brightness temperature and Landsat-derived water cover maps. The gray colour indicates the areas where brightness temperatures were observed using the PLMR, and thus compared at pixel level using the two methods. The comparison shows a 98.25% agreement between observed pixels using the brightness temperature threshold and the MNDWI methods. Therefore, the accuracy of the water cover map derived from the Landsat data using the MNDWI method was confirmed and the water cover map on November 7th, 2006 used to identify pixels fully covered with standing water.

The Landsat derived water cover map was integrated to 500-m resolution, and used as the reference to access the accuracy of the MODIS water fraction dataset. The Landsat derived water cover map had a good agreement to the MODIS water fraction dataset at scales from 5 km to 40 km. The Regional

![Image](image-url)

**Figure 7.5:** The water cover maps derived from the airborne High resolution brightness temperatures using the threshold method and the Landsat visible/infrared data using the MNDWI method over the Yanco study area.
resolution brightness temperature observations made during the NAFE’06 and AACES campaigns were sampled to a 1-km grid that overlays the 500-m grid of the MODIS water fraction dataset. The corresponding MODIS water fraction data were also integrated to the same spatial resolution and compared with the corresponding brightness temperature data. Figure 7.6 shows an example brightness temperature map at horizontal polarisation together with the MODIS water fraction map for November 9th, 2006. It is clear that the two maps have a similar pattern between the pixels with standing water coverage and the pixels with lower brightness temperature values.

### 7.5 Verification using real observations

The water fraction effects on brightness temperature, and thus the derived soil moisture retrieval accuracy, were studied using brightness temperature observations collected under multiple scales, sampling dates, and land surface conditions during the NAFE’06 and AACES campaigns.

![Maps of airborne brightness temperature observations at horizontal polarisation and MODIS-derived water fraction data over the Yanco study area on November 9th, 2006.](image)

**Figure 7.6**: Maps of airborne brightness temperature observations at horizontal polarisation and MODIS-derived water fraction data over the Yanco study area on November 9th, 2006.
7.5.1 Water fraction effects at multiple scales

To decouple the impact of scale from those of other factors, multi-resolution brightness temperature observations were used for the same area and sampling day. However, only the Regional and Medium resolution flights were conducted on November 7th, 2006, when the Landsat-derived water cover data were available. However, as explained earlier the distribution of standing water can be assumed similar between November 7th and 8th. Additionally, the time series of top 5cm soil moisture measurements in Figure 7.2 show nearly consistent soil moisture measurements between these two days. The middle panel of Figure 7.2 also shows the similar diurnal variation of soil temperature at the depth of 5 cm and 15cm. Although the water temperature and salinity

Figure 7.7: Horizontally polarised brightness temperature observations at multiple resolutions, together with the Landsat derived water cover data using the MNDWI classification method. Data are plotted for the Medium resolution flight zone in the Yanco study area.
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measurements were missing between November 7th and 8th, the adjacent data suggest that it is reasonable to assume the salinity of the calibration lake was stable before November 17th, and the variation of surface water temperature similar, since its time series pattern was very close to that of 15-cm depth soil temperature. Hence, the High resolution PLMR observations collected on November 7th were assumed the same as what would have been observed on November 8th.

Subsequently, the multi-resolution brightness temperature observations were sampled to the nested grids, by selecting the brightness temperature of the closest observation to the centre point of the given pixel. The water cover fraction map for each scale was generated by sampling the 30-m Landsat-derived water cover map using the MNDWI method with a threshold of zero (Xu, 2006). However, when calculating the water fraction using high resolution Landsat data, it was found that the effect of PLMR footprint and antenna pattern had to be accounted for.

The field-of-view of the PLMR varies with viewing angle such that the field-of-view of inner beams (7°) is about 2 times smaller than that of outer beams (38.5°). Simply averaging the Landsat-derived water fraction within the brightness temperature observation grid generally induced an underestimation of the effective water fraction over the Yanco study area, especially at the Regional resolution and for inner beams. In addition, the antenna sensitivity is reduced from ~20 dB at the centre point of the nominal field-of-view to 3 dB at the edge. Therefore, a weight function was established in this study to account for the observation footprint and the antenna pattern during calculating water fractions of brightness temperature observation pixels. These issues are particularly significant here because of the large brightness temperature difference between water and the land surface.

The weighting method is as follows. For a given brightness temperature pixel with the centre point \((x_0, y_0)\), a Landsat-derived water fraction pixel \((x_{water}, y_{water})\) within the footprint should follow the condition that
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\[
\frac{(x_0 - x_{\text{water}})^2}{a_w^2} + \frac{(y_0 - y_{\text{water}})^2}{b_w^2} \leq 1, \tag{7.3}
\]

where \(a_w\) and \(b_w\) are the semi-major and semi-minor radii of the PLMR elliptic field-of-view in \(x\) and \(y\) directions respectively. According to the PLMR manual (i.e. ProSensing Inc., 2005), the amplitude of the PLMR antenna field-of-view ranges from 3 dB to 20 dB. Therefore, an elliptical weight \((W)\) function was determined as

\[
W = 10^{0.3} + (10^2 - 10^{0.3}) \cdot \sqrt{1 - \frac{(x_0 - x)^2}{a^2} - \frac{(y_0 - y)^2}{b^2}}. \tag{7.4}
\]

The water fraction of each PLMR brightness temperature pixel \((f_{\text{PLMR}})\) can then be calculated from 30-m Landsat-derived binary water cover data within the footprint, as

\[
f_{\text{PLMR}} = \frac{\sum W(x, y) \cdot f_{\text{Landsat}}(x, y)}{\sum W(x, y)}. \tag{7.5}
\]

![Diagram](image)

**Figure 7.8:** Relationship between pixel water fraction and mean brightness temperature for the overlapping areas of the High, Medium, and Regional resolution flights within the Medium and High resolution flight zones. The whiskers show the standard deviation of brightness temperature observations for each water fraction step.
Figure 7.7 shows the Regional, Medium, and High resolution brightness temperature observations at horizontal polarisation, and the water cover map derived from the Landsat data for November 7\textsuperscript{th}, 2006 over the NAFE’06 Medium resolution flight area. A good agreement between the distribution of brightness temperature and that of standing water was found, with the areas identified as water bodies having a very low brightness temperature compared to the surrounding water-free areas. Subsequently, the multi-resolution PLMR brightness temperature observations over the NAFE’06 Medium resolution flight area were compared with corresponding water fraction maps at pixel level. The comparison results are shown in Figure 7.8, with whiskers indicating the standard deviation of brightness temperature observations at each water fraction interval. Since the heterogeneity of brightness temperature increases with spatial resolution, the standard deviation of High resolution brightness temperature is significantly larger than those of Medium and Regional observations.

As expected, all four poly-lines representing the three resolutions within the overlapped areas show a decrease of the brightness temperatures with increasing pixel water fractions. Moreover, the slopes of brightness temperature to water fraction are similar among the Regional, Medium, and High resolution data with only a small bias between them, which might be due

![Graph showing the relationship between water fraction and water induced brightness temperature impact, using the NAFE’06 multi-temporal observations in dual-polarisation.](image)

**Figure 7.9:** The relationship between water fraction and water induced brightness temperature impact, using the NAFE’06 multi-temporal observations in dual-polarisation.
to the change of soil surface temperature between the different resolutions flights. Therefore, the effects of water fraction on brightness temperature, and thus the impact on soil moisture retrieval accuracy were shown to be independent of observation scale. Consequently, the effects of water fraction at the SMOS/SMAP scale can be studied using the Regional resolution brightness temperature observations hereafter.

### 7.5.2 Water fraction effects at multiple times

During the NAFE'06, a total of 11 Regional resolution flights were conducted over the entire Yanco study area, and used here to investigate the temporal variation of water fraction effects. Given the 500-m spatial resolution and 8 day composite of MODIS-derived water fraction data, the water fraction data were integrated to the 1-km Regional grid and compared with the Regional resolution brightness temperature observations collected on the same day or one day before/after, providing no rainfall event was recorded.

To obtain the relationship between water fraction and its effect on brightness temperature at SMOS/SMAP scale, a moving window technique was applied to simulate the SMOS and SMAP 40-km brightness temperature observations with varying water fractions. The Regional resolution brightness temperature

![Figure 7.10](image)

**Figure 7.10:** The relationship between water fraction and water induced brightness temperature impact, using the AACES multi-spatial observations in horizontal polarisation.
and MODIS water fraction of all 1-km pixels within a 40 km × 40 km window were averaged to simulate the SMOS/SMAP brightness temperature observations $T_{B_{SMOS}}$ and their water fractions $f_{water}$ respectively. Meanwhile, the mean brightness temperature of water-free pixels $T_{B_{free}}$ was assumed as the reference SMOS/SMAP brightness temperature observations without water fraction effects. Hence, a water induced brightness temperature offset ($\Delta T_{B_{water}}$) on the interpretation of brightness temperature observations can be defined as the difference between $T_{B_{SMOS}}$ and $T_{B_{free}}$. By moving the 40 km × 40 km window within the Yanco study area, a limited range of water fraction (< 0.003) were obtained, which is insufficient to cover the water fraction threshold for the SMOS/SMAP error budget. For a wider range of water fractions, the size of the moving window was reduced gradually to 5 km, assuming that the water fraction effects obtained from a smaller scale are the same as those at the 40-km scale. The reasonableness of this assumption has been confirmed from the multi-resolution study.

The Figure 7.9 presents the relationship between water fraction and water induced brightness temperature offset at horizontal and vertical polarisations using the NAFE’06 Regional resolution brightness temperature observations and MODIS water fraction data. The symbol colour indicates the mean soil moisture measurements across the OzNet monitoring stations within the Yanco study area. As expected, standing water induces a negative brightness temperature offset at both polarisations, whose magnitude varies linearly with increased pixel water fractions. Compared with vertically polarised brightness temperature, brightness temperature at horizontal polarisation is slightly more sensitive to standing water. Since these multi-temporal brightness temperature observations were collected over the same area during about three weeks, soil texture and vegetation water content can be assumed constant, and the variation of slope dependent mainly on soil moisture. The dryer the surrounding soil the larger the water induced brightness temperature offset observed, which is in agreement with the simulation results. According to Figure 7.9, approximately every 0.1 increase in water fraction results in a 10-K
brightness temperature offset under dry conditions. For a 4-K brightness temperature error budget, being the target for SMOS, a water fraction of 0.04 can be tolerated in soil moisture retrieval providing all other factors are minimal.

### 7.5.3 Water fraction effects for multiple land conditions

The effects of water fraction were further investigated under a wider range of soil and vegetation conditions, using the AACES Regional resolution brightness temperature observations. The moving window technique was again used to establish the relationship between MODIS-derived water fraction data and water induced brightness temperature offset for each AACES patch. To minimize the effect of land surface heterogeneity, only the patches with a water body larger than 1.25 km$^2$, taking a fraction of 0.05 in a 5 km × 5 km pixel, were considered. The water fraction effect on brightness temperature at horizontal polarisation was plotted in Figure 7.10. The soil moisture in the plot was taken as the mean soil moisture measurement across AACES monitoring stations within each patch. It is again clear that the ratio between water fraction and induced brightness temperature uncertainty decreases with increase in soil moisture. Compared with the NAFE’06, the effect of water fraction was larger under the AACES-1 hot summer conditions, where every 0.1 increase in water

<table>
<thead>
<tr>
<th>Water fraction range</th>
<th>Estimated water induced brightness temperature impact [K]</th>
<th>Percentage of pixels in range for the minimum water fraction mask [%]</th>
<th>Percentage of pixels in range for the maximum water fraction mask [%]</th>
<th>Percentage of pixels in range for the mean water fraction mask [%]</th>
<th>Percentage of pixels with a water fraction variation in the range [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.01]</td>
<td>[0]</td>
<td>89.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>0 – 0.01</td>
<td>0 – 0.005</td>
<td>5.9</td>
<td>0.0</td>
<td>3.0</td>
<td>0</td>
</tr>
<tr>
<td>0.01 – 0.1 0.005 – 0.05</td>
<td>3.6</td>
<td>0.0</td>
<td>55.5</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>0.1 – 1</td>
<td>0.05 – 0.5</td>
<td>0.9</td>
<td>20.4</td>
<td>34.7</td>
<td>22.4</td>
</tr>
<tr>
<td>1 – 5</td>
<td>0.5 – 2.5</td>
<td>0.0</td>
<td>57.7</td>
<td>5.2</td>
<td>57.3</td>
</tr>
<tr>
<td>5 – 10</td>
<td>2.5 – 5</td>
<td>0.0</td>
<td>9.8</td>
<td>0.7</td>
<td>9.1</td>
</tr>
<tr>
<td>10 – 20</td>
<td>5 – 10</td>
<td>0.0</td>
<td>6.3</td>
<td>0.5</td>
<td>5.9</td>
</tr>
<tr>
<td>20 – 40</td>
<td>10 – 20</td>
<td>0.0</td>
<td>3.7</td>
<td>0.3</td>
<td>3.5</td>
</tr>
<tr>
<td>40 – 60</td>
<td>20 – 30</td>
<td>0.0</td>
<td>1.3</td>
<td>0.1</td>
<td>1.1</td>
</tr>
<tr>
<td>60 – 100</td>
<td>30 – 50</td>
<td>0.0</td>
<td>0.9</td>
<td>0.0</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 7.1: Statistics of water fraction and induced brightness temperature offset of SMOS sized pixels over Australia according to Figure 7.11.
fraction would induce an approximately 20-K brightness temperature offset. During the AACES-2 when water vegetation content was higher and soil temperature was lower than in the AACES-1, the water fraction offset was still mainly dependent on soil moisture. Consequently, every 0.1 increase in water fraction can induce a brightness temperature offset ranging from 30 K under hot dry conditions to only 5 K under wet cold conditions. Accordingly, the water fraction threshold for the 4-K error budget varies from 0.013 to 0.08 for dry soil to wet soil conditions respectively.

### 7.6 Water impact map

Using the MODIS water fraction data for years 2001 to 2010, the water effects that would have been expected on brightness temperature, and thus derived soil moisture retrieval accuracy, over the entire Australia were estimated at the SMOS/SMAP scale. Due to the similar pixel size of the SMOS 45-km DGG (Discrete Global Grid; Sahr et al., 2003) and SMAP 36-km EASE (Equal-Area Scalable Earth; Brodzik et al., 2012) grid, only the results in the SMOS grid are presented. For the MODIS-derived water fraction data of each sampling day, the effects of water cover fraction

![Figure 7.11](image_url)

**Figure 7.11:** Maps of minimum (a), maximum (b), and mean (c) water fractions of 40-km sized pixels over Australia during the years from 2001 to 2010. Panel (d) shows the number of days when water fraction of each pixel exceeded the 0.08 water fraction threshold.
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the 500-m water fraction grid were re-sampled to the SMOS grid, assuming that the pixel was a circle centered on a DGG node with a diameter of 45 km. Due to the overlapping nature of the SMOS grid, the water fraction offset is plotted on a Voronoi polygon grid generated from the SMOS DGG points.

The panels (a), (b), and (c) of Figure 7.11 show the minimum, maximum, and mean water fraction respectively of each SMOS pixel during the period 2001 to 2010. It is clear that most of Australia had a maximum water fraction less than 0.05, while some areas experienced heavy rain events leading to over 0.4 of the land surface being flooded. If a static inland water fraction map was used in the soil moisture retrieval model, to correct or flag the effect of standing water, a large uncertainty on brightness temperature and thus retrieved soil moisture could be induced by ignoring the dynamic standing water contribution. Assuming the mean water fraction as the static inland water fraction map, the largest water fraction estimation error likely to be made was approximated by the maximum water fraction shown in Figure 7.11(b), as the mean water fraction was generally close to zero.

Table 7.1 provides a statistics summary of the minimum, maximum, and mean water fraction of SMOS pixels over Australia during the ten year period 2001 to 2010. In addition, the maximum variation from the mean water fraction was also counted for each water fraction interval, and the corresponding water induced brightness temperature offset estimated. Accordingly, a water fraction of 0.08 can be taken as a conservative threshold for the 4-K brightness temperature error budget of SMOS for general soil moisture and vegetation conditions. In the worst case of maximum water fraction there were 13.5% (5227 out of a total 38617) pixels expected to have a soil moisture retrieval

<table>
<thead>
<tr>
<th>Number of days</th>
<th>0</th>
<th>1</th>
<th>6</th>
<th>11</th>
<th>51</th>
<th>101</th>
<th>151</th>
<th>201</th>
<th>251</th>
<th>&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of pixels</td>
<td>33514</td>
<td>3426</td>
<td>550</td>
<td>779</td>
<td>96</td>
<td>29</td>
<td>46</td>
<td>21</td>
<td>33</td>
<td>123</td>
</tr>
<tr>
<td>Percentage of pixels [%]</td>
<td>86.8</td>
<td>8.9</td>
<td>1.4</td>
<td>2.0</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
</tr>
</tbody>
</table>
error that exceeds the target accuracy of 0.04 m³/m³, if the mean water fraction was used as the static water fraction map. Additionally, the number of days when water fraction exceeded the 0.08 water fraction threshold is shown in Figure 7.11(d) for each pixel. According to the summary of water affected pixels in Table 7.2, although 86.8% of pixels were not affected by the presence of standing water, the standing water induced error exceeded the target accuracy more than 10 times per year on average for 0.6% (252 out of a total 38617) of pixels.

7.7 Chapter summary

This chapter has examined the impacts of standing water on brightness temperature using airborne observations and monitoring stations data collected during three field campaigns. Using NAFE’06 multi-resolution brightness temperature observations, the relationship between water fraction and brightness temperature was found to be consistent across sampling scales, confirming that the impacts of non-soil targets derived from airborne observations with a high resolution can be applied to the scale of SMOS and SMAP. Moreover, the relationship between water fraction and brightness temperature was found be related primarily to the water content of sub-pixel soil component. Under dry warm conditions, an underestimation of water fraction of 0.1 was found to induce a brightness temperature error of up to 30 K. This was verified under a range of land surface conditions using the AACES-1 and AACES-2 dataset; it was also found that the impact of water fraction is reduced under wet cold conditions, with a water fraction underestimation of 0.1 introducing a brightness temperature error of only 5 K. Subsequently, the water fraction thresholds were obtained and used to identify water affected SMOS and SMAP pixels across Australia using MODIS derived water fraction data for the period 2001 to 2010. The number of days when water fraction exceeded the threshold was also counted, showing the occurrence frequency of non-negligible standing water problems, if only a static water map was used. It should be noted that SMAP radar observations are expected to provide a capability to identify water pixels and detect pixel water fraction with a tolerance level of 5% error when 10% of a 36km pixel is...
occupied by water bodies. This will potentially limit the impact of water on SMAP brightness temperature to within 2.5 K, based on analysis using a 5% water fraction uncertainty.
Chapter 8

8 Conclusions and future work

Passive microwave observations are widely accepted as the most promising approach to measure the near surface soil moisture at regional and global scales, due to its all-weather capability, direct relationship with soil moisture through soil permittivity, and reduced sensitivity to vegetation canopy and surface roughness. Therefore, the European Space Agency’s (ESA) Soil Moisture and Ocean Salinity (SMOS) mission, launched in November 2009, and the National Aeronautics and Space Administration’s (NASA) Soil Moisture Active and Passive (SMAP) mission, scheduled to be launched in 2014, both employ a L-band (1.41 GHz) radiometer to measure microwave emission from the land surface globally every 2-3 days, to retrieve the top ~5 cm soil moisture through a radiometric transfer model with a target accuracy of 0.04 m$^3$/m$^3$. However this technique suffers from its coarse spatial resolution, which is on the order of 40 km, due to technological limitations on current antenna technology. Moreover, the land surface is heterogeneous at such scales in most places in the world, with non-soil targets, such as urban area, standing water, and surface rock within the field-of-view. The concern is that such targets will confound the brightness temperature observations and potentially result in soil moisture retrieval error in excess of the SMOS and SMAP target accuracy if unaccounted for in retrieval algorithms.

This thesis has explored the effects of surface rock, urban area, and standing water on the accuracy of soil moisture retrieved from L-band brightness temperature observations at the scale of the SMOS and SMAP radiometers. Analysis was undertaken using airborne brightness temperature observations over SMOS and SMAP sized study areas during five field experiments across the last eight years. For each mixed-pixel, the spatially averaged brightness temperature of the soil component is defined as the reference value. Subsequently, the difference in brightness temperature between the entire pixel and the reference value is considered as the non-soil contribution, and thus the
brightness temperature contribute that is expected to adversely impact on the retrieved soil moisture.

Taking the SMOS and SMAP radiometric sensitivity of 4 K and 1.3 K respectively, and soil moisture retrieval target accuracy of 0.04 m$^3$/m$^3$ as the allowed error budgets, a cover fraction threshold was obtained for each non-soil target of interest. Finally, the SMOS and SMAP radiometer pixels with non-soil induced soil moisture retrieval error that is likely to exceed 0.04 m$^3$/m$^3$ were identified, demonstrating the possible extent of non-soil target impacts on soil moisture retrieval accuracy from space-borne L-band passive microwave observations if not appropriately accounted for in the soil moisture retrieval algorithms.

### 8.1 The CDF-based normalisation method

Before integrating airborne data to the scale of SMOS and SMAP pixels, the multi-angular brightness temperature observations collected in push-broom mode needed to be normalised to a fixed reference angle due to the strong dependency of microwave emission on incidence angle. However, the existing methods were found to suffer from a striping problem when applied over heterogeneous land surfaces due to their linear approximation assumptions. Consequently, a nonlinear normalisation method was developed and verified in this study using L-band airborne radiometer and radar observations collected during two Australian field experiments. The CDF-based method normalises multi-angle observations by matching the CDF of data viewed at non-reference angles. This method is based on the assumption that the observation sequence between incidence angles is consistent.

According to a synthetic study on microwave radiometer observations, the RMSE of the normalisation methods is limited to between 2 and 13 K depending on polarisation and land surface condition. The CDF-based normalisation method had the lowest RMSE of the three methods, with an accuracy which is close to the theoretical minimum. When verified on real microwave radiometer observations from two airborne field experiments (central Australia field experiment and AACES-1), the CDF-based method had
the least stripping and the highest accuracy with a RMSE improvement of up to \(~5\) K over the existing linear normalisation methods, when compared with independent reference data collected in transit flights. In the context of the SMOS brightness temperature error budget of \(4\) K, this improvement is significant when simulating space-borne observations over heterogeneous land surface with appropriate accuracy. Therefore, the CDF-based method was used to normalise all airborne brightness temperature observations used in this thesis.

### 8.2 The effect of rock cover fraction

The effects of surface rock on brightness temperature observations and soil moisture retrieval accuracy were examined using both synthetic data and observations collected during the central Australia field experiment. It was also confirmed that rock can be assumed as very dry bare soil with a fixed dielectric constant of \(5.7-j0.074\).

Using this assumption, the microwave emission from the land surface covered with a wide range of rock fraction was simulated for various soil moisture and vegetation content conditions using the \(\tau-\omega\) model. The simulation results showed that the effects of rock fraction on brightness temperature and soil moisture retrieval accuracy are dependent mainly on water content of the surrounding soil. Under dry soil conditions, rock decreases the brightness temperature resulting in an overestimation of soil moisture, while under wet soil conditions it causes an increase in brightness temperature and an underestimation on soil moisture, if the presence of rock is not accounted for in soil moisture retrieval models. Moreover, for the SMOS and SMAP target accuracy of \(0.04\) m\(^3\)/m\(^3\), a rock cover fraction threshold of \(0.4\) was obtained.

The rock effect simulations were validated using airborne passive microwave observations and ground in-situ soil moisture measurements collected from the Wirrangula Hill study area. The L-band (1.413 GHz) brightness temperature at \(~100\) m and top \(~5\) cm soil moisture point measurements within a \(700\) m \(\times\) \(3,000\) m focus area was characterized as bare soil covered with sparse bush, and rock fractions of up to 1. Using a Google Earth image and ground level
photographs over the study area, a relationship between gray intensity and rock fraction was established and used to estimate the cover fraction within the focus area. Subsequently, the rock cover fraction impacts on brightness temperature and soil moisture retrieval accuracy were compared with results from the synthetic rock simulation. The comparison results showed a good agreement between observed and simulated rock effects, verifying the very dry bare soil assumption on rock and rock cover fraction threshold of 0.40 for the 0.04 m$^3$/m$^3$ error budget.

To identify the global SMOS and SMAP pixels with expected urban-induced soil moisture error in excess of the 0.04 m$^3$/m$^3$, the obtained rock fraction threshold was applied to the global rock distribution map extracted from the ECOCLIMAP dataset, which is the land surface map for the SMOS L2 retrieval algorithm. Over the land mass, approximately 1.5% of all SMOS and SMAP pixels may have significant rock induced soil moisture errors during the retrieval. Moreover, these results might be conservative as it has been assumed that the entire soil moisture error budget can be attributed to rock induced effects alone.

### 8.3 The effect of urban cover fraction

This study demonstrated the effect of urban area on the SMOS and SMAP brightness temperature observations using data acquired from three airborne field experiments (NAFE’06, AACES-1, and AACES-2) conducted in the Murrumbidgee River Catchment, in south-eastern Australia. The airborne brightness temperature observations at 1 km resolution over seven medium-to-large cities were used together with the Land Use: New South Wales dataset on urban areas to establish the relationship between urban-induced brightness temperature error and urban fraction.

As expected, urban induced brightness temperature error increased with urban fraction and was a function of soil moisture and temperature conditions. Moreover, a threshold of urban fraction was identified for SMOS and SMAP based on their radiometric error budgets of 4 K and 1.3 K. Under warm dry (top ~5cm soil moisture < 0.15 m$^3$/m$^3$) conditions, SMOS pixels with more
than 0.066 urban fraction and SMAP pixels with more than 0.022 urban fraction are expected to have brightness temperature impacts in excess of their error budgets. However, under cold and/or wet conditions the tolerance increased to 16.8% for SMOS and 5.2% for SMAP respectively. Notably, these tolerances are much tighter than the 0.11 ~ 0.20 tolerance suggested by earlier studies based on model simulation.

Using these thresholds, global SMOS and SMAP pixels expected to exhibit non-negligible urban-induced brightness temperature contributions in excess of the tolerated amount were identified, assuming similar microwave behaviours between the studied cities and urban areas in the other parts of the world. Using the MODIS 500-m global urban extent map, the urban fraction of SMOS and SMAP pixels were calculated globally, and the thresholds applied. Over land, approximately 2% of all SMOS pixels may have significant urban induced brightness temperature impacts, reducing to about 0.5% of pixels under cold and/or wet conditions. Similarly, SMAP is expected to have up to 5% of pixels with significant urban-induced brightness temperature impacts, reducing to about 2% under cold or wet conditions.

The study also found that for more populated continents such as Europe, there may be as many as 14% of pixels that have significant urban induced impacts, leading to soil moisture errors greater than 0.04 m$^3$/m$^3$ if urban is not accounted for in the retrieval algorithm. However, results have been extrapolated globally based on the microwave behaviour of only seven medium to large sized Australian cities, which may not be representative of the microwave response from urban areas elsewhere. Consequently, further studies of this nature should be conducted over different types of cities in other places of the world in order to validate the applicability of these results globally. Conversely, these results might be conservative as it has been assumed that the entire radiometric error budget can be attributed to urban induced effects alone.
8.4 The effect of water cover fraction

This study investigated the effect of water fraction on space-borne L-band passive microwave observations using data acquired from three airborne field experiments (NAFE’06, AACES-1 and AACES-2), conducted over the Murrumbidgee River Catchment in southeast of Australia. The airborne brightness temperature observations were used together with water fraction estimates from a Landsat-derived water mask using the MNDWI method and a MODIS-derived water fraction.

The multi-resolution brightness temperature observations in the NAFE’06 dataset were used to examine the effects of water fraction at different scales, showing an independent relationship between water induced brightness temperature uncertainties and the scale of observations. Consequently, it could be assumed that the effects of water fraction at the SMOS and SMAP scale are the same as those at smaller scales. The effect of water fraction on brightness temperature was studied at the SMOS and SMAP scale using the NAFE’06 multi-temporal brightness temperature observations. Over the same study area under consistent vegetation conditions, an obvious relationship between the water content of the soil component and the effect of water fraction on brightness temperature was obtained.

To further validate water fraction effects under a wider range of soil moisture and vegetation water content conditions, the multi-spatial brightness temperature observations collected during the AACES experiments were used. The relationships of water induced brightness temperature uncertainties and pixel water fraction obtained from both AACES summer and winter campaigns showed a high dependence of water fraction effects on soil moisture. The thresholds of water fraction obtained from field experiment data under the conditions from dry bare soil to wet vegetated soil ranged from 0.01 to 0.08.

The dynamics of water fraction effects were also investigated using MODIS-derived water fraction data for a ten year period from 2001 to 2010. The water fraction of each SMOS pixel over Australia was calculated using MODIS water
fraction data. The map of mean water fraction for SMOS pixels across the ten years was used to evaluate the effects of standing water dynamic. Taking 0.08 as a conservative threshold of water fraction to achieve the SMOS and SMAP 0.04 m$^3$/m$^3$ target accuracy under general land surface conditions, there were 13.5% pixels that may be significantly affected by water bodies in the assumed worst case when all pixels reached their maximum water fraction simultaneously. However, 86.8% of pixels were not affected by the presence of standing water, while only 0.6% of pixels had a water induced brightness temperature uncertainty that would have exceeded the threshold more than 100 times during the 2001 and 2010 period.

### 8.5 Recommendations for future work

The potential impact of non-soil targets on soil moisture retrieval has been demonstrated in this thesis through analysis of Australian field campaign data and modelling. The following section discusses some future work that will augment that presented in this thesis.

#### 8.5.1 Verification in other parts of world

Since non-soil targets have different microwave responses from soil, their presence within a sensors’ field-of-view might confound the brightness temperature observations, and thus degrade the soil moisture retrieval if not carefully accounted for. The impacts of surface rock, urban area, and standing water on the brightness temperature and soil moisture retrieval accuracy were demonstrated using airborne brightness temperature at L-band collected during several Australian field experiments. It was found that the magnitude of brightness temperature and soil moisture uncertainties induced by non-soil targets are related to the land surface characteristics of the surrounding area, and are highly dependent on the temperature and water content of the soil component. However, the relationship between non-soil target cover fraction and induced brightness temperature was developed under typical Australian conditions, which might not correctly represent other parts of the world, particularly in terms of urban areas. As these thresholds have been used to
extrapolate the potentially impacted SMOS and SMAP pixels globally, under the assumption that the microwave responses of non-soil targets are similar across the world, it is important that more field experiments be undertaken and/or analysed globally to validate this result under a wider range of land surface conditions.

8.5.2 Study on joint impacts of non-soil targets

The impacts of each non-soil target were obtained individually in this thesis, and consequently the maps of SMOS and SMAP pixels where such impacts are expected to exceed tolerable limits identified individually using the cover fraction map of the given non-soil target accordingly. However, in reality more than one type of the studied non-soil targets may co-exist within the same pixel. The impacts of different non-soil targets may accumulate and induce increased uncertainties of brightness temperature and soil moisture, or counteract to reduce the induced uncertainties. For example, the presence of surface rock could result in underestimation under wet conditions, while standing water induces overestimation, meaning that the combination of surface rock and standing water impacts may cancel each other out. Therefore, the joint impacts of non-soil targets need to be examined based on the results presented in this thesis.

8.5.3 Modeling the microwave responses of non-soil targets

For better understanding the impacts of non-soil targets, the microwave characteristic of each non-soil target needs to be carefully studied, and models established to simulate their brightness temperatures. For non-soil targets with a consistent distribution and characteristics, such as rock, their microwave response could be modelled from land surface classification maps and understanding their dielectric constant and surface roughness. For non-soil targets with a varying distribution and relatively consistent characteristics, such as standing water, the modelling of their microwave contribution is fairly straightforward and depends primarily on accurate knowledge of the cover fraction. In this case the real-time distribution information can be obtained
either from another high resolution sensor on the same platform, or from other high resolution satellites. However, to estimate the microwave contribution of other non-soil targets with varying distribution and characteristics, such as urban areas, more ground-based and airborne field experiments are required to understand their microwave response such that it can be modelled. Moreover, there is a need to develop better techniques to estimate the distribution of the individual component contributors.

8.5.4 Extension of soil moisture retrieval algorithm

This thesis has shown that the presence of surface rock, urban areas, and standing water could confound the soil moisture interpretation of SMOS and SMAP pixels, and introduce additional error in soil moisture if not accounted for in the retrieval models. The SMOS and SMAP pixels identified as having a potential soil moisture retrieval error greater than 0.04 m$^3$/m$^3$ can be easily masked. However, the soil moisture over those pixels could technically be retrieved by simulating the microwave contribution of non-soil targets, and then removing it from the SMOS and SMAP brightness temperature observations. Though, such an approach has not been applied or tested.
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