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Abstract—Microwave remote sensing has been widely acknowl-
edged as the most promising technique to measure the spatial
distribution of near-surface soil moisture. However, due to a strong
incidence angle dependence in microwave radiometer and radar
data, airborne observations typically have an across-track varia-
tion in incidence angle that needs to be normalized to a fixed angle
for the purposes of data visualization and aggregation to spatial
resolutions that mimic spaceborne data. There are two normal-
ization methods commonly used, often resulting in a noticeable
stripe pattern along the flight direction. This paper develops a
2-D cumulative distribution function (CDF)-based normalization
method, which normalizes the variable-angle observations to a
reference angle by matching the CDF of observations for each
nonreference angle, using the information content from multiple
partially overlapped swaths. The performance of this method
is tested using an airborne microwave radiometer and radar
observations collected during three Australian field experiments.
The normalization results show that the stripe pattern problem
over heterogeneous land surfaces when not any prior knowledge
of land surface types is primarily attributed to the linearity of
the commonly used normalization methods, and that the nonlin-
ear 2-D CDF-based method produced the least noticeable stripe
pattern and the highest normalization accuracy when compared
with independent data. Compared with the two linear methods, a
root-mean-squared error improvement of up to 2 K was obtained
using 1-km radiometer data, and a correlation coefficient improve-
ment of 0.2 and RMSE improvement of ~(0.2 dB were achieved for
the 7-m resolution radar data.

Index Terms—Active and passive microwave remote sensing,
incidence angle normalization.

I. INTRODUCTION

UE to its direct relationship with soil moisture, the ability
to penetrate clouds, and the reduced impact by vegetation
cover, microwave remote sensing has been widely acknowl-
edged as the most promising technique to measure the high
variability of near-surface soil moisture in time and space
at regional and global scales [1]-[6]. However, many of the
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airborne and spaceborne microwave radiometers and radars
used to measure the surface soil microwave emission and
backscatter yield a range of across-track viewing angles
(e.g., the L-band Push-Broom Microwave Radiometer (PBMR)
[7], the Electrically Steered Thinned Aperture Radiometer
(ESTAR) [8], the Salinity Temperature And Roughness Remote
Scanner (STARSS) [9], the Polarimetric L-band Multibeam
Radiometer (PLMR) [10], the Polarimetric L-band Imaging
Synthetic Aperture Radar (PLIS) [11], the Cooperative Air-
borne Radiometer for Ocean and Land Studies (CAROLS)
[12], the Advanced Synthetic Aperture Radar [13], and the
Phased Array L-band Synthetic Aperture Radar (PALSAR)
[14]). Consequently, such observations often need to be normal-
ized to a fixed reference angle for the purpose of visualization,
interpretation, and/or simulation of satellite missions, due to the
strong sensitivity of microwave signal to incidence angle.

There are two methods widely used for incidence angle
normalization, referred to here as the ratio-based [15] and
histogram-based [16] methods. Nevertheless, use of these
methods over heterogeneous land surfaces has often resulted
in a noticeable stripe pattern when producing geo-referenced
maps of angle-normalized microwave observations from
multiple swaths. It is shown in this study that this striping
results (in part) from an assumption of linearity in microwave
response across incidence angles. Although the stripe pattern
can be reduced by separately applying these methods for
each land surface type [16], this is particularly limiting over
heterogeneous land surfaces. Consequently, use of a 2-D cu-
mulative distribution function (CDF)-based method is proposed
for normalizing variable-angle microwave observations from
multiple swaths in order to minimize stripping by avoiding
the linearity assumption. This approach is based on the CDF
matching technique, which has been routinely applied to scal-
ing of remotely sensed observations to modeled soil moisture
data [17], establishing relationships between radar reflectivity
and rainfall [18], [19], and blending of multiple microwave
radiometer-derived soil moisture products [20].

Each of these previous CDF studies has merged two or more
data sets by matching their temporal CDFs over the same area
based on an assumption of the same temporal variation. In con-
trast, the 2-D CDF-based incidence angle normalization method
developed here is based on matching the spatial CDF of obser-
vations measured at each incidence angle. It is assumed that
the sorted brightness temperature or backscatter sequence of all
observed land surface types is consistent across all incidence
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Fig. 1.
verification.

angles. Consequently, for a given land surface, the cumulative
frequency is independent of incidence angle and can be used to
transfer observations at nonreference angles to the reference
angle. However, when the land surface observed at the reference
angle is significantly different from that observed at the angle to
which it will be normalized, the CDF of the normalized data
must be forced to fit that of observations at the reference angle
for this approach to be applied without specific consideration of
land surface heterogeneity. Accordingly, earlier studies on the
normalization of single swath radar backscatter data by
Menges et al. [21], [22] found a considerable overfitting error in
normalized data using the CDF-based method and abandoned
the approach [16]. Consequently, the 2-D CDF-based normali-
zation method presented here takes account of this issue by
considering the normalized observation difference in the over-
lapped area of adjacent swaths to force the fit. This new 2-D CDF-
based method is tested using a microwave radiometer, and radar
observations collected during three airborne field experiments.

II. DATASETS

Airborne microwave radiometer and radar observations col-
lected during three Australian field experiments are used to
develop and test the 2-D CDF-based method of this paper.
Results are also compared with the two existing normalization
methods, both in terms of visual occurrence of stripping and
quantitative normalization accuracy when compared with inde-
pendent data. These experimental data are from the AACES-1
[the first Australian Airborne Cal/val Experiments for Soil
Moisture and Ocean Salinity (SMOS) in summer 2010] [23],
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Location of study areas, flight lines, and transit (cross-) flights used in this study. Transit flights that cross the study area are used for independent

the central Australia experiment in summer 2008 [24], and the
SMAPEX-3 (the third SMAP Experiments in Spring 2011) [11].
The study locations and flight lines are shown in Fig. 1.

The AACES experiments were designed to provide concur-
rent radiometric observations with the SMOS [25] mission at
the scale of ~43 km, for the purpose of SMOS calibration
and validation. These experiments (AACES-1 and AACES-2)
were conducted over ten 50 km by 100 km flight patches across
the Murrumbidgee River catchment in southeast of Australia
in January/February, and September of 2010, respectively. The
L-band microwave radiometer observations were measured
across 19 flight days using the (1.413 GHz) PLMR mounted in
push-broom configuration on a scientific aircraft. Both horizon-
tally (H) and vertically (V) polarized brightness temperatures
were measured through six across-track beams of the PLMR
with viewing angles of +7°, 21.5°, and 38.5° from nadir, each
having a beam width of 17° along-track and 14° across-track.
By flying the aircraft along the designed northwest—southeast
flight lines at an altitude of ~3000-m above ground level,
brightness temperature observations at 1-km resolution over the
entire study area were measured at the three incidence angles.
To simulate the brightness temperature observation of SMOS,
the variable-angular brightness temperature observations need
to be normalized to a fixed angle and integrated over the SMOS
pixel-sized areas. While the three normalization methods were
applied to all sampled patches, only the brightness temperature
observations for Patch 09 on February 18, 2010 are shown in
this paper. Results are tested using an independent cross-flight
line (see Fig 1), which is from the aircraft transit route back to
the airport at the end of the flight.
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The central Australia experiment was conducted over central
Australia in November 2008 [24]. The main objective was to
provide airborne microwave brightness temperature observa-
tions at L-band over SMOS-sized areas, which could be used
for SMOS on-orbit vicarious calibration [24]. Totally, three
50 km by 50 km areas were sampled using the PLMR with
the same configuration as in the AACES. One of the sampled
areas, i.e., Lake Eyre, was included as a test area in this paper,
since the land surface was characterized by extreme variations
in brightness temperature, ranging from ~50 to ~300 K. This
provided an opportunity for an extreme test of the proposed
CDF-based normalization method.

The 2-D CDF-based method was also applied to normal-
ization of radar observations collected during the SMAPEx-3.
The SMAPEx experiments were conducted over a 36 km by
38 km agricultural area in the Murrumbidgee River catchment
(see Fig. 1), which is a test bed of the Soil Moisture Active
and Passive (SMAP) mission [26] to develop and validate
soil moisture retrieval algorithms using a combined L-band
radiometer and radar system. The L-band microwave backscat-
ter observations were collected using the polarimetric L-band
(1.26 GHz) imaging synthetic aperture radar (PLIS), whose
antennas were mounted on the scientific aircraft with a 30°
angle from the horizontal, yielding viewing angles ranging from
15° to 45° on both sides of the flight lines. More than 300
across-track backscatter observations in HH, VV, HV, and VH
polarizations were measured within ~2 km wide swaths on
each side of flight lines, resulting in a spatial resolution of
~7 m. Consequently, backscatter data were obtained over the
entire SMAPEX-3 study area from ten consecutive north—south
flight lines (F1 to F10) resulting in a total of 20 swaths. Each
swath was partially overlapped with adjacent swaths in order to
provide a full coverage over the study area. Since the SMAP
is designed to operate in a conical scan mode with a fixed
incidence angle of 40°, the PLIS backscatter data collected at
variable incidence angles need to be normalized to the SMAP
incidence angle. In this paper, the HH polarized backscatter
data collected on September 15, 2011 is used as an example to
test the performance of the CDF-based normalization method
on radar data.

III. NORMALIZATION METHODS

The normalization function is an approximation of the corre-
sponding relationship between the observations at an incidence
angle and what would be observed at a given reference angle
over the same pixels. Two commonly used normalization meth-
ods exist in the literature: the ratio-based [15] and histogram-
based [16] methods. The ratio-based method was initially used
to normalize multibeam brightness temperature at any observed
incidence angle (65 ) to the reference angle (6, ¢ ), expressed as

2l

_ Qo .- 7ref 1
b (L

Qno’r‘m

where () represents radiometer brightness temperature 7'B or
radar backscatter o observation hereafter in this paper. The
Qops and €,,0,, are the observed microwave observation and
its normalized value, whereas Q55 and Q.. ¢ indicate the mean
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values of all observations at 0,,s and 0,.¢, respectively. The
histogram-based normalization method was developed for the
incidence angle normalization of radar backscatter observations
by also accounting for the standard deviations of backscatter
observations at each incidence angle step. The normalized
observation in the histogram-based method is determined by

oY A Qo s ﬁo S
Qnorm = Qref + Qref : # )

obs

where Qobs and Qre ¢ indicate the standard deviations of all
observations at 0., and 0,.f, respectively. Additionally, the
CDF-based method used for normalizing the backscatter data
from a single swath in the earlier studies of Menges ef al. [21],
[22] normalized the original observation €, to the observation
at the reference angle 2,..; with the same cumulative probabil-
ity as ,ps, such that

Cdfref (Qnorm) = Cdfobs (Qobs) (3)

where cdfrey and cdfy,s are CDFs of observations at the
reference angle and the angle to be normalized, which can be
calculated by sorting the observations for each incidence angle
step. As for the ratio-based and histogram-based methods, the
CDF-based normalization method assumes that the full cross-
section of land surface conditions was observed at all incidence
angles. However, the land surface composition of the fields
viewed by the reference angle can be different from that of the
other angles, such that (3) will force the CDF of normalized
observations at all incidence angles to overfit that at the refer-
ence angle, and induce a nonnegligible error in the normalized
data [16].

It can be noticed that both the ratio-based and histogram-
based normalization functions are linear between the origi-
nal observations (,p5) and their normalized values (2,071 )-
While this linear assumption may be satisfied over homoge-
neous land surfaces, since the angular relationship of land
surface components over homogeneous land surfaces are the
same or parallel to each other, the observations at a specific
incidence angle linearly correspond to those observed from
a different angle over the same area. However, it may not
be reasonable over highly heterogeneous land surfaces. Con-
sequently, in the absence of using land surface classification
information, a noticeable stripe pattern has been observed from
multiple swath data when using linear normalization meth-
ods over inhomogeneous land surfaces, as shown in the left
plots of Fig. 4. This study hypothesizes that the relationship
between microwave observations at different incidence angles
is nonlinear over a heterogeneous terrain, and that the linear
normalization methods are responsible for the stripe pattern
in maps of normalized observations (see Figs. 4 and 6). Ac-
cordingly, a nonlinear 2-D CDF-based normalization method is
proposed to deal with the stripe pattern and overfitting problems
for microwave observations collected from multiple partially
overlapped swaths.

In the 2-D CDF-based normalization method, a CDF cdf; of
incidence angle 6,5, ; and microwave observation €2, ; can be
established for each swath 7 as according to cdf; (Oobs.i,, Qobs,i)-
The variation of microwave observations between incidence
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angles is considered as the combined effect of the microwave
angular response over the same land surface and land surface
heterogeneity between fields of view, where the former effect
is assumed similar across swaths, and the latter is assumed
independently random. By averaging the cdf; across swaths, the
effect of land surface heterogeneity on the corresponding rela-
tionship can be reduced, with only the angular effect retained
in the mean CDF cdf of all swaths. In addition, as the angular
relationship of microwave observations is a continuous smooth
curve over the same area, the E was further smoothed in the
dimension of incidence angle using a moving average filter, and
the smoothed function cdf ,,,,,., taken as the normalization
equation, according to

Wsmooth (0T€f7 Qnm“myi) = Wsmooth(aObS,i,v Qobs,i) (4)

where €2,0,m,; is the normalized observation of 2,5 ; at the
incidence angle of 0,5 ; in Swath 7.

For instruments with a small number of beams and a big
beamwidth, such as the PLMR having three beams with a
beamwidth of ~15° on each side of the aircraft, the obser-
vations of the entire study area are collected at three discrete
viewing angles. Over a study area, a big part (about one-third)
of the area can be observed at each viewing angle, and all land
cover types are typically collected from all viewing angles.
Consequently, the land surface conditions of the study area
viewed at each viewing angle can be assumed representative
to the entire study area and also similar between each other. In
this case, the similar land surface assumption of the CDF-based
normalization method can be satisfied, and (4) can be applied
to normalize the observations with a reasonable reliability.
However, for instruments with a large number of beams of
narrow beamwidth, such as the PLIS having over 300 azimuthal
beams within the incidence angles range of 15° to 45°, the
land surfaces viewed by these very fine beams are generally
inhomogeneous between incidence angles, and not all types of
land cover responses are captured by each beam and swath.
Thus, the land surface heterogeneity of field view between
incidence angles and swaths should also be considered during
the normalization. If (4) is directly applied in this case, the CDF
of original observations at each incidence angle step has been
found to overfit to the cdf ;.01 at the reference angle. As a re-
sult, the natural land surface feature is removed and a significant
difference can be found over the overlapped area of adjacent
normalized images. Therefore, a modification to (4) is proposed
for sensors with a large beam number, which will retain the
effect of land surface heterogeneity. Accordingly, (4) is used to
prenormalize the first-order angular effect, with the remaining
second-order angular effects corrected by minimizing the dif-
ference of prenormalized observations in the overlapped areas
of adjacent swaths. Due to the heterogeneity between swaths,
the second-order angular effect correction is specifically under-
taken for each swath, with a 2-D polynomial function Acdf;

used to correct cdf 00+ fOr swath ¢ according to

m—1n—1

Acdfi(Oobsi, Qobei) = D Y Aai - Uy 00 (5)

a=0 b=0
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where A, p; is a m by n coefficient matrix for ath power of
observation ), ; and bth power of incidence angle 0,5 ;
for swath . The values of m and n determine the freedom
of Acdf; in dimensions of observation and incidence angle.
The higher the value used, the better the fit between swaths
obtained, but the probability of inducing larger normalization
error also increases. A default value of 4 is suggested for both
m and n in general cases. The A, ;; is determined by fitting
the CDF of normalized observations in the overlapped area of
each pair of adjacent swaths, according to

Wsmoﬂ(gobs,i,v Qobs,i) + ACdfi(eobs,i,, Qobs,i)
= Cdfsmooth (aobs,j,a Qobs,j) + ACdfj (aobs,j,a Qobs,j) (6)

where subscripts ¢ and j indicate adjacent swaths. The left
part of (6) is the CDF of a normalized observation at the
incidence angle of 0, ; in swath 4, whereas the right part is
that of the same pixel in swath j with incidence angle of O ;.
The coefficient matrices A, ; of all swaths can be obtained
simultaneously using an iterative optimization by satisfying (6)
for all adjacent swaths pair. Consequently, (4) is modified for
swath 7 using Acdf; with the optimized A, 3 ;, according to

wsmo()ﬂereﬁ Qnorm,i) + ACdf'L' (G'r"ef7 5 Qnorm,i)
= Cdfsmooth (eobs,i; Qobs,i) + ACdfz (eobs,i,y Qobs7i)~ (7)

IV. VERIFICATION USING SYNTHETIC DATA

This section explores the normalization function linearity
and the theoretical accuracy of all three normalization methods
using synthetic microwave radiometer observations over a con-
sistent type of land surface. To satisfy the similar land surface
assumption, a 500 by 500 grid was generated to simulate bright-
ness temperature observations over a native grass surface. It was
assumed that odd and even columns of the grid were taken as
the reference columns observed at the incidence angle of 38.5°
(0rer) and test columns at the incidence angle of 21.5° (fops),
respectively, with the intention to normalize the brightness
temperature at the nonreference angle to the reference angle
using each of the three normalization methods. The L-MEB
[27], [28] model was used to simulate dual-polarized brightness
temperatures of each pixel at the predetermined incidence angle
(I'Byey for the reference columns and T'B,,s for the test
columns). For the purpose of this demonstration, the brightness
temperature of the test columns were also simulated at the
reference angle (6,.r), and subsequently used as the “truth”,
referred as T'B; ., for evaluating the three normalization
methods.

The L-MEB model is the basis for the SMOS Level 2
retrieval algorithm, which retrieves soil moisture and vegetation
water content simultaneously from dual-polarized brightness
temperature observations by minimizing the differences be-
tween observed and simulated brightness temperature using
the 7 —w model [29]. According to the 7 —w model, the
microwave emission from a vegetated soil surface is defined as
the sum of: i) the upward radiation from the vegetation layer;
ii) the downward radiation from the vegetation layer reflected
by the soil surface and attenuated by the vegetation layer; and
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TABLE 1
LAND SURFACE PARAMETERS USED IN THE L-MEB (AFTER [10])
FOR DERIVING THE SYNTHETIC VERIFICATION DATA SET

Soil moisture 0-0.6-m/m>  Vegetation structure 7t 1
Vegetation water 0—2-Kg/m? Vegetation structure 7, 1
content
Roughness Hg 0-0.6 Vegetation parameter b 0.15
Sand content 67% Scattering albedo wy, 0
Clay content 15% Scattering albedo w, 0.05
Bulk density 1.1-g/cm? Surface soil temperature  300-K
Roughness N, 0 Deep soil temperature 292-K
Roughness Ng, 0 Vegetation temperature ~ 300-K

iii) the upward radiation from the soil layer attenuated by the
vegetation layer. Thus

TBp:(l_wp) (1- ’Yp) : (H"Yprp) 'Tv+(1_rp) “Yp - T
(3)

where T, and T, are the effective vegetation and soil tem-
peratures [K]. w, and +, are the single scattering albedo and
transmissivity of the vegetation layer, and I',, is the reflectivity
of a rough soil surface. Subscript p refers to the polarization
(either horizontal or vertical). The transmissivity of the vegeta-
tion layer -y, is a function of the vegetation optical depth at nadir
TN AD, the vegetation structure parameter ¢t,, and the incidence
angle 0, given by

Yp = exp [~Tnap - (ttp - sin*(0) + cos®(0)) - cos™ ' (6)]
9)

where the vegetation optical depth at nadir 7y 4 p is assumed to
be the product of the vegetation water content and parameter
b [30], [31]. The reflectivity of a rough soil surface I', is
dependent on the roughness parameters Hp and V. R, [28], [32]
according to
Lp=T, exp [—HR - cogNVrr (9)] (10)
as a function of the incidence angle # and the smooth soil
surface reflectivity I'Y, which can be calculated through the
Fresnel equations. In this paper, the Dobson et al. [33] mixing
model was used to estimate the relative dielectric constant of
the soil, a main input in the Fresnel equations, from information
about soil water content, soil texture, and soil bulk density.
The heterogeneous grass land surfaces were simulated by
randomly assigning soil moisture, vegetation water content, and
roughness parameter H p of each pixel of the 500 x 500 grid
within the typical ranges. The ranges and values of other pa-
rameters for natural grass land surfaces required by the L-MEB
are listed in Table I. For the test columns, the simulated
brightness temperature observations (7' B,ps) against the truth
of normalized observation (T'B;,,.,,,) are plotted together with
curves of the three normalization functions in Fig. 2. It can be
clearly seen that T" B, has a nonlinear relationship to 7B}, .,
for both horizontal and vertical polarizations, confirming that
the hypothesis of a nonlinear transformation requirement for
incidence angle normalization is correct over the same type of
land surface with heterogeneous soil moisture, vegetation water
content, and surface roughness distribution. Consequently, a
nonlinear normalization method should be used for general
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Fig. 2. Comparison of brightness temperatures observed at the incidence angle
of 21.5° () against the truth data at the reference incidence angle of 38.5° ()
from the synthetic experiment. Results are for the three normalization methods
tested.

heterogeneous land surfaces, even for a single land surface type
such as when using a land surface classification. To quantify
the accuracy of the three normalization methods, two best-
fit fifth-order polynomial curves to the relationships between
TBus and T'B;, .., were used as the best possible normal-
ization function scenario for horizontal and vertical polariza-
tions, respectively. However, due to the integrated effect of soil
moisture, vegetation water content, and surface roughness on
the angular relationship, the 7' B, versus T' B, ... plot shows
a scattering around the truth curves with a standard deviation
of a few kelvins, demonstrating the theoretical uncertainty of
normalization methods. While all three methods fit the main
trend of the truth of normalized brightness temperature in
Fig. 2, it can be seen from the difference between 1'B,, -, and
TB;,,,, in Fig. 3 that errors as large as 10 K were observed
at the warm and cool ends of the observations. It is this large
difference that results in the striping pattern in geo-referenced
brightness temperature maps. In contrast, the 2-D CDF-based
method was able to achieve an error of less than 3 K for H
polarization and 1 K for V polarization across the whole range
of brightness temperatures simulated.

To further quantify the accuracy of all three normalization
methods under diverse soil moisture, vegetation water content,
and surface roughness conditions, the bias and root-mean-
squared error (RMSE) was calculated for the entire grid by
comparing the truth observations (T'B;;_,.,,,) with the normal-
ized observations (7' Bj,orm ). To minimize any impact from
the synthetic experiment design, the analysis was repeated
for 20 realizations of soil moisture, vegetation water content,
and surface roughness conditions. The mean () and standard
deviation (o) of the bias and RMSE in all 20 realizations
were calculated and are listed in Table II. The 2-D CDF-based

method had a mean RMSE of 2.64 K in horizontal polarization
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Mean and standard deviation of error in normalized brightness temperature according to brightness temperature value for each of the three normalization

methods. Results are from the synthetic experiment when normalizing from 21.5° to 38.5°.

TABLE 11
BiAS AND RMSE OF THE THREE NORMALIZATION METHODS WHEN
USING A SYNTHETIC DATA SET OF BRIGHTNESS TEMPERATURES [K].
THE MEAN (M) AND STANDARD DEVIATION (X) OF TB BIAS AND
RMSE FOR 20 REPLICATES ARE ALSO GIVEN. THE BEST-FIT
POLYNOMIAL RESULTS PROVIDE THE THEORETICAL
BEST BENCHMARK

Ratio-  Histogram- 2D Best-fit
based based CDF-  polynomial
method method based (o)
o) o) method
o)
Bias -0.008 -0.008 -0.008 0.000
Horizontal (0.151)  (0.151)  (0.152) (0.000)
polarization RMSE 3.764 2.722 2.643 2.643
(0.023) (0.006) (0.006) (0.004)
Bias -0.009 -0.009 -0.009 0.000
Vertical (0.113) (0.113) (0.113) (0.000)
polarization RMSE 3914 1.187 0.941 0.931
(0.012) (0.007) (0.007) (0.002)

and 0.93 K in vertical polarization under the tested land surface
conditions, which closely approximated the theoretical maxi-
mum accuracy shown previously. The small bias implies that an
insignificant error may be induced when aggregating the whole
grid of observations to one single pixel value.

V. VERIFICATION USING MICROWAVE
RADIOMETER OBSERVATIONS

The capacity of the 2-D CDF-based method to deal with
the striping problem was further verified using airborne bright-
ness temperature data collected over Patch 09 during an ~5-h
flight in the AACES-1 experiment. Over each patch during the
AACES experiments, about 12 km of the first flight line was
repeated at the end of the flight in order to assess the temporal
variation of brightness temperature observations, which was up
to 5 K. This variation was corrected by multiplying the ratio of
effective soil temperature at the SMOS nominal overpass time
of 6 A.M. (local time) to that at the time of each observation.
The effective temperature was derived from a time series of
top 5-cm soil moisture and physical temperature at 2.5-cm
and 40-cm soil depth, which were measured and recorded by
temporal monitoring stations installed in each patch during the

sampling [23]. After the temporal correction, the brightness
temperature difference for the repeat flight line was reduced to
~1 K, implying a negligible temporal impact compared with
the SMOS radiometric sensitivity of 3.95 K [25].

After temporal correction, brightness temperature observa-
tions collected during the mapping flight at incidence angles
7°, 21.5°, and 38.5° with an across-track beamwidth of 7.5°
were normalized to the reference angle of 38.5° using the three
different methods. Due to a small number of viewing angles
of the PLMR, the land surface of fields viewed by each beam
is assumed to be representative of the entire study area, and
thus (4) was used in the 2-D CDF-based normalization method.
The normalized brightness temperature observations were then
mapped to a 1-km grid using the “drop-in-bucket” technique, as
shown in Fig. 4. Compared with the two linear normalization
methods, it can be clearly seen that the 2-D CDF-based method
was minimally affected by striping.

To independently verify the angular normalized brightness
temperatures, results were compared with the brightness tem-
perature observations measured by the PLMR outer beams
(being the 38.5° reference angle) on either side of the flight
track during the transit flights that crossed the Patch 9 study
area, as shown in Fig. 4. The normalized brightness temperature
observations from the mapping flight are compared with the
direct observations from the crossing flights over the same pix-
els in Fig. 5. Amongst the three methods, the 2-D CDF-based
approach had the highest accuracy with a RMSE of 4.02 K
in horizontal polarization and 2.68 K in vertical polarization,
under the land surface condition of Patch09 during the AACES-
1. Similar results were obtained over other study patches during
the AACES-1 and AACES-2, such that up to 5 K improvement
on RMSE was achieved by using the 2-D CDF-based method
over other methods. It can be seen that the 2-D CDF-based
method improvements on the normalization accuracy were gen-
erally higher in V polarization than in H polarization due to the
increased nonlinearity of angular relationship in V polarization,
as shown in Fig. 2.

Airborne variable-angle brightness temperature observations
over the Lake Eyre were also normalized to the reference angle
of 38.5° using all three methods individually. Fig. 6 shows the
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Fig. 4. Brightness temperature maps [K] of AACES-1 Patch(09 at H (top) and V (bottom) polarization, normalized to the reference angle (38.5°) using the three
normalization methods. Also shown is the directly observed brightness temperature observations from the cross flight used for independent verification.
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Brightness temperature observations at 38.5° collected during the independent cross flight [K]

Fig. 5.
AACES-1, as shown in Fig. 4.

normalized brightness temperature data and the original obser-
vations collected from the reference incidence angle during the
cross flight. Due to the land surface conditions at the time data
were collected over the Lake Eyre being characterized by a
hyper saline salt pan with supersaturated highly organic ma-
terial and dry silty material with low salt content, the observed
brightness temperature ranged from 50 to 300 K. It is clear in
Fig. 6 that the brightness temperature observations normalized
using linear methods retain a significant stripe pattern along

Comparison between directly observed cross-flight brightness temperature at 38.5° and normalized scan-flight brightness temperature of Patch 9 in the

the north—south flight direction, whereas the 2-D CDF-based
method results in a much better visual performance. The ac-
curacy of normalization methods was quantified by comparing
normalized data to the cross-flight observations of individual
pixels made at the respective incidence angle. Taking the cross-
flight observations as the truth, the three panels of Fig. 7
illustrate the true brightness temperature versus the normalized
value for each pixel using all three normalization methods. The
RMSE of each method was calculated, showing that the 2-D
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Fig. 6. Brightness temperature maps [K] of Lake Eyre at H polarization, nor-
malized to the reference angle (38.5°) using the three normalization methods,
and directly observed brightness temperature observations from the cross flight
used for independent verification.

CDF-based method had an improvement of ~2 K in accuracy,
as compared with the ratio-based and histogram-based meth-
ods, in addition to the more pleasing visual characteristics.

VI. VERIFICATION USING RADAR OBSERVATIONS

In this paper, the 2-D CDF-based normalization method (7)
was tested using the HH polarized PLIS data collected from
20-2-km wide swaths (left and right swaths of ten flight lines)
over the entire study area of the SMAPEx-3 experiment. Due
to the almost full overlap of the left swaths of the sixth and
seventh flight lines (F6 and F7), normalized backscatter obser-
vations in the left swath of F7 were retained as independent
data to evaluate the accuracy of normalization methods applied
to F6 and the remaining 18 swaths, which can still make a
full coverage over the SMAPEX-3 study area. The backscatter
data were normalized to the midswath viewing angle of 30°
using the three normalization methods, respectively, and the
normalization applied to the entire swath without using land
surface classification information.

Fig. 8 shows the 2-D CDF of original observations o,ps,
the smoothed mean CDF of backscatter observations over all
19 swaths (cdf 5,00t )» the CDF of prenormalized observations
Opre-norm Using (4), and that of the normalized observations
(0norm) over the left swath of F6. It is clear that the CDF of
Opre-norm Vvaries with incidence angle and in response to land
surface heterogeneity. The rough pattern seen in the CDF of raw
observations is the signature of land surface heterogeneity in
the given swath. Applying (4) using cdf ,,,,0:5 [see Fig. 8(b)],
the angular impact was corrected while maintaining the het-
erogeneous land surface signature in the CDF of opre-norm
[see Fig. 8(c)]. In this paper, 4 by 4 coefficient matrices A were
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used with 0p.c-porm. According to Fig. 8(c) and (d), the CDF
of optimized 0,4, had a small difference to that of op,c-norm.,
confirming that cdf ,,,,.;;, i the general angular relationship.
Thus, (4) can correct the primary angular impact on microwave
observations and has a sufficient accuracy for sensors with a
small number of beams.

The normalized backscatter observations over the left swaths
of F6 and the adjacent left swath of F8 are taken as an
example to demonstrate the performance of the 2-D CDF-
based method on stripe removal in radar data. As shown in
Fig. 9(e), backscatter observations in the left swath of F6 and F8
have a mean difference of 7.3 dB within their overlapped area
before correcting for incidence angle, and more than 90% of
overlapped pixels had backscatter differences larger than 4 dB.
After applying the 2-D CDF-based normalization method, the
mean difference reduced to 2.1 dB, with 90% of pixels having
differences less than 4 dB, as shown in Fig. 9(f). However,
the backscatter of furrowed areas [very bright areas mostly
in the top left of Fig. 9(b)] has a considerable sensitivity on,
and an unpredictable relationship to, incidence angle, making
it much higher than natural land surfaces at low incidence an-
gles. Consequently, this unusual angular relationship results in
~25-dB difference between the adjacent swaths when using the
2-D CDF-based normalization method. The result also implies
that land surface classification data are required to improve the
accuracy of radar incidence angle normalization, as the study of
Mladenova [16].

To further evaluate the accuracy of the 2-D CDF-based
method, the backscatter observations collected at the reference
angle of 30° in the left swath of F7 were taken as the truth,
and compared with normalized backscatter data using the three
methods individually, over the overlapped pixels in the left
swath of F6, as shown in Fig. 10. The correlation coefficient (R)
and RMSE between the independent reference and normalized
observations were calculated for each method. The RMSE of all
three methods was 4.44 dB for the ratio-based method, 4.52 dB
for the histogram-based method, and 4.26 dB for the 2-D CDF-
based method. While the RMSE for the 2-D CDF-based method
was only ~0.2 dB lower than the linear methods, there was
a much larger impact in terms of correlation coefficient. The
2-D CDF-based method had the highest R of 0.73, with only
0.53 for the ratio-based and histogram-based methods. Similar
conclusions were drawn from normalization results of the PLIS
observations in other polarization configurations, sampling day,
and reference angle between 15° to 45°.

VII. CONCLUSION

The radiometer and radar instruments working at microwave
frequency were widely used to measure soil moisture in the top
few centimeters. Due to the sensitivity of microwave signals
to incidence angle, microwave data measured by push-broom
instruments having a wide range of incidence angles often need
to be normalized to a single reference angle. However, the two
commonly used methods typically suffer from a striping prob-
lem when applied over heterogeneous land surfaces due to their
linear approximation assumptions. Consequently, a nonlinear
normalization method was developed for observations collected
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Fig. 7. Comparison between directly observed cross-flight brightness temperature at 38.5° and normalized scan-flight brightness temperature of Lake Eyre, as

shown in Fig. 6.
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Fig. 8. (a) The CDF of backscatter observations over the left swath of the
sixth flight line (F6) at HH polarization on September 23, 2011 during the
SMAPEX-3; (b) the smoothed mean CDF of PLIS backscatter for all 20 swaths
observed; (c) the prenormalized CDF of (a) using (b); and (d) the adjusted
(c) by comparing with adjacent swaths.

from multiple swaths and tested in this study using L-band air-
borne radiometer and radar observations collected during three
Australian field experiments. This method was based on the
CDF approach, which normalizes variable-angle observations
by matching the CDF of data viewed at nonreference angles.
When applied to narrow beam observations, the effects of land
surface heterogeneity and the overfitting problem identified in
earlier literature were reduced by considering the observation
difference in the overlapped area of adjacent swaths. Therefore,
this 2-D CDF-based method can only be applied to observations
with partially overlapped swaths.

According to a synthetic study on microwave radiometer
observations, the RMSE of current normalization methods is
limited to between 2 and 13 K depending on polarization
and land surface condition. The 2-D CDF-based normalization
method had the lowest RMSE in the three methods, with
an accuracy that is close to the theoretical minimum. When
verified on real microwave radiometer observations, the 2-D
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Fig. 9. PLIS backscatter [dB] at HH polarization observed on September 23,
2011 during the SMAPEX-3 over (a) the left swath of the eighth flight line F8
and (b) the left swath of the sixth flight line F6; (c) combined image of (a) and
(b) showing incidence angle induced variations; (d) combined image of angle
normalized (a) and (b) using the CDF-based method; and absolute difference
between the two swaths in their overlapped area (e) before normalization and
(f) after normalization.

CDF-based method had the least stripping and the highest or
second highest accuracy with a RMSE improvement of up to
2-5 K over the existing linear normalization methods, when
compared with independent reference data collected in transit



YE et al.: CDF METHOD FOR NORMALIZING VARIABLE-ANGLE MICROWAVE OBSERVATIONS

Ratio-based method

[
S

Histogram-based method

3915

CDF-based method

-30

-30

[-—-R=053 RMsE=444d8]

[-——-R=0s3RMsE=452dB] .

/

[———R=073RMSE=4.26 4B s

N
)

25

20 -20

e
/ 25

=20

o observed at 30" in the left swath of F7 [dB]

- . -
0 5 -10 -15 20 25 1) 5 -10

-30 -15 -20 -25 -30 1)
Normalized o of overlapped pixels in left swath of F6 [dB]

Fig. 10. Comparison between HH polarized backscatter observed at 30° incidence angle in the left swath of F7 and normalized backscatter of the overlapped

pixels in the left swath of F6 using the three normalization methods, respectively.

flights under diverse land surface conditions. In the context
of the SMOS brightness temperature error budget of 3.95 K,
this improvement is significant when simulating spaceborne ob-
servations over heterogeneous land surfaces. Verification with
radar data over two partially adjacent swaths produced a nor-
malized backscatter correlation coefficient of 0.73 and RMSE
of 4.26 dB for the 2-D CDF-based method when compared
with independent data with an improvement of 0.2 and 0.2 dB
from the other methods, which is significant for soil moisture
retrieval and downscaling algorithm applications. However, a
difference of up to 25 dB remained over furrowed surfaces, due
to inconsistent backscatter responses from mixed furrow areas.
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