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a b s t r a c t 

Most Direct Numerical Simulation (DNS) of turbulent flow of generalized Newtonian (GN) fluids pre- 

sented to date have shown significant discrepancy between experimental measurement and simulation. In 

addition to DNS, empirical correlations using different rheology models fitted to the same shear rheogram 

have also shown to give significantly different results. Important to note is that for turbulent flow predic- 

tions it is a common practice to use a shear rheogram which is measured at shear rates well below the 

values encountered in turbulent flows. This paper highlights the importance of obtaining high shear rate 

rheology in reducing these discrepancies. Further, it is shown that if high shear rate rheology is used in 

rheology characterisation, the choice of rheology model has little influence on the results. An important 

aside is that accurate prediction of laminar flow gives absolutely no confidence that a rheology model 

is acceptable in modelling the turbulent flow of the same fluid. From an analysis of instantaneous shear 

rates in the predicted turbulent flow field, the probability distribution of the non-dimensionlised shear 

rates in the near-wall region appears to collapse onto a universal curve. Based on this, we propose that 

the maximum shear rate required in rheology characterisation should be at least twice the shear rate 

corresponding to the mean wall shear stress. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

Many fluids in industrial applications and nature show non-

ewtonian behaviour i.e. they do not show a uniform viscosity un-

er isothermal conditions. Generalised Newtonian (GN) fluids are a

lass of non-Newtonian fluids for which the shear stress tensor τ
an be expressed as a product of a non-constant viscosity and the

train rate tensor: 

= 2 μ( ˙ γ ) S (1) 

Here, ˙ γ is the second invariant of the strain rate tensor S =
1 
2 [ ∇v + ( ∇v ) T ] determined as ˙ γ = 

√ 

(2 S : S ) and μ is a scalar vis-

osity usually called an effective or apparent viscosity. The GN as-

umption assumes an instantaneous response of the fluid to the

pplied shear stress and therefore, the viscosity of a GN fluid can

e expressed as a function of shear rate ˙ γ as in Eq. 1 . Note that the

ffective viscosity of a GN fluid can also depend on temperature,

ut we do not consider the effect of temperature in the current

tudy. In practice, the effective or apparent viscosity of a GN fluid
∗ Corresponding author. Tel.: +61409033037. 
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s determined by dividing the shear stress measured in a rheome-

er by the shear rate at which the stress is measured. These mea-

urements are performed in a uni-directional flow in a rheometer.

ine particle suspensions, sewage sludges, molten lava, some poly-

er solutions, some bodily fluids and paints are examples of fluids

hat are well approximated by the GN assumption. Although the

pparent viscosity of these fluids is often very high, industrially

elevant flows can be turbulent at sufficiently high flow rates or in

ipes with sufficiently large diameters. Despite their wide applica-

ions, there have been only a few studies dedicated to the funda-

ental understanding of turbulent flow of GN fluids, the majority

f which have been experimental [1–6] with the primary objective

ften to derive a general correlation for the friction factor. 

Unlike Newtonian fluids where the kinematic viscosity can be

easured very accurately, non-Newtonian fluids are far more diffi-

ult to characterise. Despite this, the assumption of GN behaviour

s a constitutive model appears to work well for a range of fluids.

owever, the constitutive equation relating the shear stress and

hear rate is usually determined by fitting a particular mathemati-

al rheology model to the experimental measured shear rheogram.

here are many rheology models available for GN fluids [7,8] ,

ut the Herschel–Bulkley [9] and the Hallbom rheology models

http://dx.doi.org/10.1016/j.jnnfm.2016.03.013
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[10] have been found to represent the rheology of fluids such as

mining and waste water slurries quite well [10–12] . The Herschel–

Bulkley model defines the effective viscosity as: 

μ = τy / ̇ γ + K( ˙ γ ) n −1 (2)

Here, the yield stress τ y , consistency K and flow index n are the

model parameters. This model reduces to the power-law rheology

model giving μ = K( ̇ γ ) n −1 when τy = 0 and the Bingham model

μ = τy / ̇ γ + K when n = 1 , both of which are commonly used in

application. Unlike the Herschel–Bulkley model which has no theo-

retical basis [10] , the Hallbom rheology model ( Eq. 3 ) is derived by

considering the behaviour of solid particles in homogeneous shear-

thinning mineral suspensions and relates the viscosity and shear

rate via the following equation: 

μk = (τ0 / ˙ γ ) k + (μ∞ 

) k (3)

In this equation the model parameters are known as the yield

stress τ 0 , the infinite shear viscosity μ∞ 

and the scaling factor k .

The benefit of the Hallbom model in approximating (for example)

a fine particle suspension is that as ˙ γ → ∞ , the carrier fluid rheol-

ogy is recovered, unlike the Herschel–Bulkley model in which the

predicted viscosity drops below that of the carrier fluid. This is not

physically possible. 

Rheograms used for determining rheology model parameters in

industrial application are typically measured over shear rates that

would rarely exceed 500 s −1 (and often significantly less). This

range is well below the shear rates that could be encountered in

turbulent flow. Another way of determining the model parameters

for the rheology models discussed here is via the use of analytical

expressions that relate the bulk velocity (volumetric flow rate per

unit cross-sectional area) and pressure gradient under laminar flow

conditions to the model parameters [7,8] . These relationships can

be (and often are) used for determining rheology parameters from

the measured laminar flow curve (i.e. flow rate versus pressure

drop), often in a small scale laboratory pipe loop. The shear rate

range over which laminar flow is appropriate will depend on the

fluid and pipe diameter. For laboratory experiments it is typically

less than 300 s −1 and sometimes much smaller. It has been shown

that constitutive equations based on different rheology models de-

termined from the same laminar pipe data when used with the-

oretical or empirical correlations for determining the friction fac-

tor give barely distinguishable results in the laminar region as ex-

pected. However, the discrepancy in the turbulent regime can be

as large as 50% [12,13] . Regardless, it is a common practice in hy-

draulic conveying to use such measurements. 

Numerical techniques such as Reynolds Averaged Navier–

Stokes(RANS), large eddy simulation (LES) and direct numerical

simulations (DNS) require a constitutive equation for estimating

viscosity. Although simulation of turbulent flow of GN fluids us-

ing these numerical techniques, particularly DNS, show encourag-

ing outcomes [14–16] , the most fundamental flow prediction (flow

rate versus pressure drop, or equivalently friction factor) is usually

in error. In DNS of pseudo–plastic fluids, Rudman et al. [14] found

that for a given pressure gradient the bulk velocity predicted by

DNS was 25% lower than the experimental value. Given that the

same code at a similar resolution was able to predict the turbu-

lent flow of a Newtonian fluid to within a few percent, this level

of error is unacceptable. The discrepancy between DNS and exper-

iments could be due to the following factors: 

1. Inaccurate experimental measurements; 

2. Poor choice of simulation method and parameters in terms of

method accuracy, simulation resolution, computational domain

length and time duration over which results are averaged; 

3. The rheology measurements and/or data fitting; 
4. The assumption of a GN rheology model. o  
Given that the experimental techniques used for the pipe flow

easurements reported in Rudman et al. are standard and were

alidated against well characterised water data, experimental er-

or is believed to be far smaller than the observed discrepancy.

hus, the first point is unlikely to be the cause. A spectral element-

ourier method which is exponentially convergent [17] was used

n that study and domain length and mesh convergence were en-

ured, therefore, the second point is also unlikely to be the cause.

n their simulations, Rudman et al. observed that the instanta-

eous, local shear rates spanned many orders of magnitude and

ere predicted to be significantly higher than those values used in

he rheological characterisation. They suggested that the extrapo-

ation of the shear rheogram for estimating viscosity beyond the

ange of shear rate where it was measured lead to the observed

iscrepancy between simulation and experiment. Thus the third

oint remains a possibility. The assumption that a GN model is ap-

ropriate is a difficult one to demonstrate conclusively. Although it

emains a possibility that the GN assumption is not valid, we do

ot consider this as an alternative here. We agree with the argu-

ent in Rudman et al. , and later demonstrate, that the majority

f the discrepancy arises due to poor rheology characterisation at

igh shear rates. It is worth noting that for turbulent flow pre-

ictions using empirical correlations (for example Dodge & Met-

ner [2] and Wilson & Thomas [18] ), the importance of high shear

ate rheology has also been advocated by other researchers [2,7,19] .

hook & Roco [19] suggest that for turbulent flow predictions, the

hear rheogram used in rheology characterisation should be mea-

ured to shear rates at least as high as those corresponding to the

ean wall shear stress τw 

. 

The objectives of the present study are three-fold. First we aim

o show that shear rheograms determined using traditional ap-

roaches such as laminar pipe flow curves or rheometry measured

t low shear rates, when extrapolated to shear rates relevant to

urbulent flows can deviate significantly from the actual rheology.

y including the high shear rate rheology of the fluid in rheolog-

cal characterisation, discrepancies between experiments and pre-

ictions using DNS or empirical turbulent flow correlations can be

ignificantly reduced. Second, if an appropriate range of shear rates

s considered in the rheology characterisation, the choice of the

heology model has a very small effect on turbulent flow predic-

ions of DNS or empirical correlations. The third objective of this

tudy is to define a criterion for the maximum shear rate (and

hear stress) to use in rheology characterisation in order for DNS to

roduce good results. In the process of determining this we analyse

he shear rate distribution in turbulent pipe flow field for the first

ime. The results suggest that in the near-wall region, the prob-

bility distribution of non-dimensionlised instantaneous shear rate

ollapses to a universal distribution for different models, fluids and

eynolds numbers. Based on this observation we propose that for

urbulent flow predictions of shear-thinning fluids, the rheology

haracterisation should use the rheogram measured at least up to

wice the mean wall shear stress. 

. Pipe flow measurements 

The pipe flow test apparatus is shown schematically in Fig. 1 .

t comprises a 14 m pipe loop ( ≈300 diameters) with an internal

iameter of 44.5 mm. A 400 litre agitated tank supplies a Warman

 × 1 1 2 AH variable speed pump for circulating fluids around the

oop. The pressure gradients in both the upper and lower horizon-

al lines are measured using differential pressure (DP) cells span-

ing straight sections of pipe. The volumetric flow rate is moni-

ored via a magnetic flow-meter. The rig instrumentation is data

ogged using a stand-alone LabVIEW application allowing the nor-

al transport flow characteristics to be obtained in real time. In

rder to test the instrumentation a water-only flow curve was
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Fig. 1. Schematic of pipe rig. 
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Table 1 

Details of the geometries used in the rheometry and corresponding shear rate 

range. 

Geometry Dimensions Shear-rate range 

Concentric cylinder Inner-Cylinder dia. = 38 mm, 0 . 01 − 100 s −1 

Outer-Cylinder dia. = 41 mm 

Parallel plate Plate-dia. = 60 mm,gap = 0.2 mm 10 − 150 0 0 s −1 
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btained and compared against the established values for a hy-

raulically smooth pipe (based on pipe Reynolds number and

arcy–Weisbach friction factor). The agreement was within ex-

ected variations; ± 5% at a bulk velocity U b = 0 . 2 m s −1 and ±
% at U b = 3 . 0 m s −1 . The majority of the measurement error arises

rom measuring at the low end of the pressure sensor. This implies

hat more accurate readings are probable for the Carbopol fluid un-

er investigation, as the Carbopol fluid requires much higher pres-

ure gradients than water. 

For the data used in this study, 300 litres of Carbopol 980 solu-

ion was made and allowed to stabilise. The nominal concentration

f the solution was 0.075 wt% and the solution was neutralised

sing sodium hydroxide to a pH between 6.5 and 7. The tests re-

uired a series of steady flow rate conditions to be established and

ressure drop on both legs to be recorded and time-averaged. The

ressure drop measurements were taken for flow rates from the

aminar region to the turbulent. They were sampled at 0.5 Hz over

 period of 300 s and time averaged. Spectral analysis was con-

ucted on the data and no significant frequencies were detected,

nsuring that the pressure readings are not affected by any unin-

ended flow phenomena. The DP cells were 2 m apart and had an

ccuracy of 0.15% of full scale deflection, with a further allowance

f 0.1% for ambient vibration effects. This equates to an uncertainty

n pressure drop readings of ± 7.5 Pa m 

−1 . For a measured pressure

radient of 2500 Pa m 

−1 this corresponds to an error of 0.3%. The

ow meter used had an accuracy of 0.25% which corresponds to an

ncertainty of 0.007 m s −1 at a bulk velocity U b = 2.9 m s −1 . The

emperature of the fluid in the pipe loop could not be controlled

ut was monitored via a Platinum Resistance Thermometer (PRT)

nserted in the stream outside of the pressure measurement zones

nd also in the tank. The PRT is able to measure reliably to ± 0.1 °C
nd a maximum variation of ± 0.2 °C was recorded in the course

f a single run. Any inaccuracy in the measured fluid density is

redominantly due to the temperature change. The fluid behaves

imilarly to water in this regard and the uncertainty in density is

herefore less than 0.01%. 

. Rheology measurements and characterisation 

.1. Measurement 

A wide range of shear rates is covered in the rheology measure-

ents by using two different measurement geometries; a concen-

ric cylinder and a parallel plate (see Table 1 ). Using different ge-

metries also provides a mean of confirming data where the mea-

urements overlap. A Haake Rheostress RS1 rheometer was used

hroughout and temperature control was maintained via a recircu-

ating water bath, with test temperatures matched to those in the

ipe flow measurements (see Section 2 ) within ± 0.1 °C. The con-

entric cylinder geometry was used to measure the rheology in low

o medium shear rate region (see Table 1 ). The larger surface area
f this geometry provided shear stress measurements that were

.9 times more sensitive than the parallel plate geometry. The up-

er range of the measurements in the concentric cylinder geom-

try was limited due to the inaccuracies caused by the onset of

aylor-Couette eddies, a secondary flow effect at high shear rates

20] . In the unaffected region the correct shear rate (allowing for

he non-Newtonian fluid effect) was obtained by using an integra-

ion approach for the Couette inverse problem [21] . This method is

enerally more successful than a differential approach due to the

nevitable noise present in real data. For the measurements in the

edium to high shear rate region, a parallel plate geometry was

sed. As high shear rate rheometry necessitate small measurement

aps the alignment of our parallel plate geometry was tested us-

ng a camera with a macroscopic lens calibrated against a 0.1 mm

raticule. The rheometer gap measurement consistently underesti-

ated the distance in the order of 0.01 mm when compared to

he optical technique. This would produce an error of the order

f 5% with the 0.2 mm gap used and the shear rate was recalcu-

ated accordingly. In this geometry, the calculation of the rim shear

tress corrected for non-Newtonian fluids required the differentia-

ion of measured instrument torque as a function of shear rate at

he rim [22] . Duplicate results from each geometry, after any nec-

ssary corrections, were combined and averaged in the overlapping

hear rate regions. 

.2. Characterisation 

To address the aims of the paper, a number of different rhe-

logy characterisations are performed on the measured data. The

odel parameters of these characterisations are shown in Table 2

nd the corresponding shear rheograms for the full shear rate

ange (0.01 to 15 0 0 0 s −1 ) are plotted in linear and log coordi-

ates in Fig. 2 . We use the term ‘model’ in two different contexts

elow. In the first, ‘model’ type refers to the mathematical form

f the rheological model we fit to (power–law, Herschel–Bulkley

tc.). In the second, ‘model’ means the mathematical form plus the

tted parameters that describe the best fit to the data. The mean-

ng should be clear from the usage. The curve fitting exercise to

etermine the rheology parameters from the measured data is car-

ied out using the lsqcurvefit function in MATLAB which de-

ermines a least-square fit to a non-linear data set. 
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a b

Fig. 2. Shear rheograms for different rheology models plotted in (a) linear and (b) log-log scales. Here ˙ γ + = ˙ γ / (u 2 τ /νw ) is the shear rate expressed in wall units. Low shear 

rate models 0 and I show large deviation from the measured rheology at high shear rates whereas high shear rate models I I −V deviate from each other at very low shear 

rates. 

Table 2 

Rheology models determined using the laminar pipe flow curve 

and the measured shear rheogram with differing shear rate ranges. 

The first column is the rheology identifier, and the second column 

specifies what data was used in determining the model parameters. 

Herschel–Bulkley τ y (Pa) K (Pa.s −n ) n 

0 laminar pipe flow data 1.33 0.067 0.88 

I [0.01, 500] s −1 0.14 0.389 0.53 

II [0.01,5 0 0 0] s −1 0.52 0.177 0.65 

III [0.01,15 0 0 0] s −1 0.72 0.129 0.69 

Power law K (Pa.s −n ) n 

IV [0.01, 15 0 0 0] s −1 – 0.15 0.68 

Hallbom τ 0 (Pa) μk 
∞ (Pa.s −k ) k 

V [0.01, 15 0 0 0] s −1 0.0526 0.311 0.169 
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Model 0 

In rheology model 0 , the Herschel–Bulkley model is fitted to

the laminar pipe flow curve (see Section 2 ) using the analytical

expression given in Eq. 4 . 

 b = nR 

(
τw 

K 

)1 /n 

(1 − φ) n +1 /n 

{
(1 − φ) 2 

3 n + 1 

+ 

2 φ(1 − φ) 

2 n + 1 

+ 

φ2 

n + 1 

}

(4)

Here, φ = τy /τw 

and τw 

is the mean wall shear stress calculated

from the axial pressure gradient ( τw 

= (D/ 4) d p/d z). As seen in

Fig. 2 a and b, the shear rheogram of fit 0 deviates significantly

from the measured data at both high and low shear rates. Worth

noting in this regard is that the maximum shear rate (estimated

from the analytical velocity profile) is ≈ 500 s −1 , however, rheol-

ogy fit 0 fails to represent the rheology of the fluid accurately for

shear rates ˙ γ > 100 s −1 . 

Models I–III 

The rheogram obtained using the rheology measurement tech-

niques described in Section 3.1 is used to fit the Herschel–Bulkley

model over three different shear rate ranges to give models I, II and

III , each with an increasing upper bound of maximum shear rate,

(500 s −1 , 5000 s −1 and 15000 s −1 ) and all with the lower bound

of 0.01 s −1 . 

The maximum shear rate considered in model I (500 s −1 ) is

typical of an industrial laboratory measurements and similar to the

maximum implied in model 0. As seen in Fig. 2 a, model I clearly

deviates below the measured rheology at shear rates ˙ γ > 10 0 0 s −1 

indicating that the viscosity estimates using this rheology fit will

be in error at high shear rates. 
Rheology model II used the measured shear rheogram in the

ange of shear rate ˙ γ = 0 . 01 − 50 0 0 s −1 . This maximum shear rate

s chosen based on an analysis of our DNS results where we ob-

erved that the instantaneous shear rates in the flow field were

sually less than 50 0 0 s −1 (see Section 5.3 ). This model deviates

rom the measured data for low shear ( ̇ γ < 10 s −1 ) and a little for

igher shear ( ̇ γ > 50 0 0 s −1 ). 

Model III used the shear rheogram over the full range of mea-

ured shear rate data, i.e. ˙ γ = 0 . 01 − 150 0 0 s −1 . 

Models IV and V 

Model IV is based on the power–law model and model V is

ased on the Hallbom model. Both use data over the full range of

easured shear rate, ˙ γ = 0 . 01 − 150 0 0 s −1 . We observed that the

hear rheogram of the Hallbom model is very sensitive to the pa-

ameter μ∞ 

(see Eq. 3 ) which is of order 10 −5 Pa s −k . Hence we

hoose μk ∞ 

as the fitted parameter. As seen in Fig. 2 a and b, the

heology predictions of models IV and V are good at high shear

ates, although the power–law model deviates below the measure-

ents for ˙ γ < 100 s −1 . The Hallbom model agrees well for all

hear rates ˙ γ > 1 . 0 s −1 . 

Summary 

Except at very low shear rates (or 100 s −1 in the case of model

V ), the rheograms of models II –V agree well with the measured

ata. Deviation, especially at quite low shear rates, highlights the

ifficulties associated with finding a universal model fit which can

epresent the rheology of a fluid over a very wide range of shear

ates. The Hallbom model comes closest to fulfilling the condition

f universality. For a given rheology model, the model parameters

ary with the shear rate range used in rheology characterisation

see I −I I I in Table 2 for the Herschel-Bulkley fits). This highlights

he fact that while a rheology model aims to capture the essence

f the fluid rheology, the parameters determined from the curve

tting exercise usually have no direct physical basis in themselves.

It is worth noting that at lower shear rates, model fits to the

heometric data (models I −V ) deviate significantly below model 0

the rheology fit determined from the laminar pipe flow curve).

iven that model 0 predicts the laminar flow behaviour very well,

t is clear that laminar flow rate predictions using any of models

 −V will likely be in error. An important corollary of this is that

ccurate prediction of laminar flow behaviour is no indicator of

odel performance in the turbulent flow through the same pipe

nd that such agreement cannot be used as validation data for

urbulent flow prediction. Indeed, poor prediction in laminar flow

oes not automatically invalidate the accuracy of a model in turbu-

ent flow, in direct contradiction to usually accepted practice with

ewtonian fluids. As a final comment, rheology measurements at



J. Singh et al. / Journal of Non-Newtonian Fluid Mechanics 232 (2016) 11–21 15 

l  

n  

a  

p

 

C  

s  

f  

d  

h  

c  

c  

s  

o  

a

4

4

 

s  

i

∂  

 

p  

s  

u  

p  

b  

t  

r  

v  

d  

t  

t

4

 

m

τ

H  

i  

t

w  

t  

w  

E

i

ν

F  

t  

l

ν

T  

γ
 

a  

u  

a  

b  

R

R  

4

 

o  

a  

d  

c  

i  

w  

w  

D

4

 

d

2  

s  

r  

l  

m

a

U  

H  

a  

g

A  

 

 

A

B  

t  

α

α

 

r  

b

5

 

t  

r  

t  

c  

c

 

a  

a  

i  

n

ow shear rates are difficult and most likely to be error-prone in

ormal measurement situations. We will later demonstrate that in-

dequacy of low shear rate rheology does not affect turbulent flow

redictions significantly. 

A note on visco-elasticity 

Peixinho et al. (2005) [23] measured the rheology of a 0.2 wt%

arbopol solution and observed visco-elastic effects for shear

tresses greater than approximately 110 Pa. The shear stress value

or which visco-elasticity becomes important will increase with

ecreasing Carbopol concentration. Because the concentration used

ere is approximately 0.075 wt%, visco-elastic effects will not be-

ome noticeable for us until the shear stresses becomes signifi-

antly higher than 110 Pa. Even at the highest shear rates we mea-

ure (15 0 0 0 s −1 ), the shear stress does not exceed 90 Pa. Thus

ur 0.075 wt% Carbopol solution can be confidently modelled as

n inelastic fluid. 

. Computational methodology 

.1. Numerical method 

A nodal spectral element-Fourier DNS code [15,17] is used to

olve the following governing equations written for the flow of an

ncompressible GN fluid. 

 v /∂t + v · ∇v = −∇ p + ∇τ + f , with ∇. v = 0 . (5)

Here v is the velocity vector, p is the modified or kinematic

ressure i.e. pressure divided by a constant density, τ is the shear

tress tensor given by Eq. 1 where the viscosity μ is calculated

sing the rheology model. In Eq. 5 , f is the constant body force

er unit mass. which is set equal to the pressure gradient divided

y density. The code uses Fourier expansions in the axial direc-

ion and thus strictly enforces axial periodicity. Simulations were

un until the calculated total wall shear stress is statistically con-

erged, usually it fluctuates a little about a mean value. Once this

ynamic steady state is reached, mean fields and turbulence statis-

ics are collected for approximately twenty domain wash-through

imes. 

.2. Non-dimensional units 

Results are non-dimensionalised in the standard manner. The

ean wall shear stress is related to the pressure gradient via 

w 

= 

D 

4 

∂P 

∂z 
. (6) 

ere, D is the diameter of the pipe. The mean axial velocity U

s expressed in wall units as U 

+ = U/u τ where u 2 τ = τw 

/ρ . Dis-

ance from the wall is expressed in wall units as y + = (R − r) u τ /νw 

here νw 

is the mean wall viscosity, r is the radial distance from

he centre of the pipe and R is the radius of the pipe. The mean

all viscosity is calculated directly from the pressure gradient via

q. 6 and the rheology model. For the Herschel–Bulkley model νw 

s determined from the mean wall shear stress as: 

w 

= 

K 

1 /n 

ρ

τw 

(τw 

− τy ) 1 /n 
. (7) 

or the power–law rheology model νw 

is easily recovered by set-

ing τy = 0 in Eq. 7 . For the Hallbom rheology model, νw 

is calcu-

ated using the following expression [8] : 

w 

= 

μ∞ 

ρ(1 − Z k ) 1 /k 
, with Z = 

τ0 

τw 

(8) 

he non-dimensional shear rate is expressed in wall units as ˙ γ + =
˙ / (u 2 τ /νw 

) . 

Because viscosity is not uniform in GN fluids, the definition of

 suitable Reynolds number is not immediately clear. Here we will
se the mean wall viscosity νw 

as the viscosity scale and define

 generalized Reynolds number Re G and a friction Reynolds num-

er Re τ using the bulk velocity U b and friction velocity u τ . These

eynolds numbers are: 

e G = 

U b D 

νw 

, and Re τ = 

u τ D 

νw 

. (9)

.3. Resolution and domain independence 

A grid resolution and domain independence study using rheol-

gy model III was performed to ensure that the mean flow profiles

nd turbulence statistics do not change with mesh refinement or

omain length. The final mesh had 16,500 grid points in the pipe

ross-section with 288 Fourier planes in the axial direction giv-

ng 5.6 M node points. The near-wall mesh spacings expressed in

all units (defined above) are �r + = 1 . 3 , r�θ+ = 7 and �z + = 25

hich correspond well to typical rules-of-thumb for wall resolving

NS [24] . 

.4. Wilson–Thomas correlation for friction factor 

There are several empirical correlations commonly used for pre-

icting the friction factor in turbulent flow of GN fluids [18,25–

7] . Our aim here is to understand if the predictive capability of

uch correlations is also improved by the use of high shear rate

heometry. We choose one correlation, the Wilson–Thomas corre-

ation [18] , because it is easily expressed for the three rheology

odels we consider. This correlation relates the bulk velocity U b 

nd friction velocity u τ = τw 

/ρ via: 

 b = 2 . 5 u τ ln 

(
Du τ

νw 

)
+ u τ (11 . 6(α − 1) − 2 . 5 ln (α)) . (10)

ere α is the ratio of the area of rheograms of the non-Newtonian

nd Newtonian fluids up to the mean wall shear rate ˙ γw 

. For a

iven rheology model, the area under the rheogram is given by 

 = 

∫ ˙ γw 

˙ γ =0 

μ( ˙ γ ) ̇ γ d ˙ γ (11)

Solving the above integration for a Newtonian fluid gives A =
1 
2 ˙ γw 

τw 

and with the Herschel–Bulkley rheology model this gives

 = ˙ γw 

(τw 

+ nτy ) / (n + 1) . Hence, the area ratio for a Herschel–

ulkley fluid can be written as α = (2 / (n + 1))(1 + nτy /τw 

) . For

he Hallbom rheology model a general expression for calculating

is written as [8] : 

= 

2 

˙ γw 

∫ ˙ γw 

˙ γ =0 

[(
τ0 

τw 

)k 

+ 

{
1 −

(
τ0 

τw 

)k }(
˙ γ

˙ γw 

)k ]1 /k 

d ˙ γ (12) 

For integer values of 1/ k the above integration can be solved di-

ectly, however, for non-integer values of 1/ k , this integration must

e carried out numerically. 

. Results and discussion 

We split the comparison of DNS and experimental results into

wo main parts. First is the effect that shear rate range used in the

heology characterisation has on the turbulent flow predictions. In

he second, the effect that the rheology model type has on the

omparison is considered, given the models are based on identi-

al shear rate data. 

The measured experimental flow data is shown in Fig. 3 . There

re two points in the transitional regime and two in the turbulent,

nd below we consider results primarily at the highest flow veloc-

ty, 2.90( ± 0.01) m s −1 , with some additional comparisons at the

ext highest velocity, 2.70( ± 0.01) m s −1 . 
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Fig. 3. Pressure gradient versus bulk velocity measured in (o) experiments and (x) 

predicted by DNS with rheology model III . The solid line is the laminar flow curve 

of model 0. The critical velocity of transition of flow from laminar to turbulent 

(identified as the point where the laminar flow curve deviates from the experimen- 

tal data) is ≈ 2.3 m s −1 . DNS are run for the two highest bulk velocities measured 

in experiments i.e. V = 2 . 70 m s −1 and V = 2 . 90 m s −1 . 

 

 

Table 3 

Flow Reynolds number Re G , Re τ and the error in bulk velocity predictions using 

DNS and the Wilson–Thomas correlation ( Eq. 10 ) at d p/d z = 2 . 72 kPa m 

−1 . 

Error in Wilson–Thomas 

Rheology Re τ Re G Error in DNS (%) ( Eq. 10 ) (%) 

0 241 3500 –13 –12 

I 887 16,0 0 0 8 .3 19 

II 666 11,300 1 .2 10 

III 633 10,600 0 .3 7 

IV 627 10,516 0 .4 7 .3 

V 638 10,844 1 .6 9 .4 
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l  
5.1. Effect of the shear rate range in rheology characterisation 

To consider the effect of shear rate range, we use models 0–

III which are based on the Herschel–Bulkley rheology model but

use different shear rate ranges. DNS are run using these mod-
a

c

Fig. 4. The effect of shear rate range used in rheology characterisation in predicting flow a

from the laminar pipe flow data and models I −I I I determined from increasing range o

turbulence statistics. Division of the flow region based on the distance from the wall y

Profiles of low shear rate models 0 and I can be seen deviating from those of high shear

profiles where a small offset between the profiles of models II and III can be seen in log-
ls for an axial pressure gradient d p/d z = 2 . 72( ±7) kPa m 

−1 . The

easured bulk velocity in experiments at this pressure gradient

as 2.90( ±0.01) m s −1 . Predictions of the bulk velocity U b us-

ng DNS and the Wilson–Thomas correlation are compared against

he experimental value in Table 3 . Given that rheology models 0

nd I showed poor agreement with the measured rheology data,

he large errors in predicted U b with these models is expected

see Table 3 ). DNS underpredicts the bulk velocity U b by 13% us-

ng model 0 whereas it overpredicts it by approximately 8% using

odel I . With high shear models II and III , DNS prediction of U b 

omes very close to the experimental value (within 2%). Similar

rends (although different magnitudes) are also seen in the predic-

ion of U b using the Wilson–Thomas correlation ( Eq. 10 ) with the

rror decreasing to 7% with fit III compared to 19% with fit I . 

Mean flow profiles are presented in Fig. 4 a and b. For ease of

iscussion, we divide the flow into a wall-region ( y + < 10 ), buffer-

ayer ( 10 < y + < 30 ), log-layer ( 30 < y + < 200 ) and core ( y + >
b

d

t d p/d z = 2 . 72 kPa m 

−1 . All are Herschel–Bulkley models, with model 0 determined 

f shear rate. Profiles of (a) mean axial velocity (b) mean viscosity and (c,d) the 

 

+ is shown in (b). The mean wall viscosity νw of fit III is used in calculating y + . 
 rate models II and III which agree well with each other except the mean viscosity 

layer and core-region. 
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a b

c d

Fig. 5. The effect of rheology model type on mean flow profiles. Model III is Herschel–Bulkley, model IV is power–law and model V is a Hallbom model. Profiles of (a) mean 

axial velocity (b) mean viscosity and (c,d) turbulence statistics of different high shear rate models I I I −V at d p/d z = 2 . 72 kPa m 

−1 . The dashed line in (a) shows the classical 

Newtonian log law U + z = 2 . 5 ln y + + 5 . 5 . The mean wall viscosity νw of model III is used to calculate y + . Except mean viscosity, profiles of all rheology models agree very 

closely with each other. 
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00 ). Note that at such low Reynolds number ( Re G ≈ 10 000) split-

ing the flow into regions based on these numbers is somewhat

rbitrary, however the results will later vindicate this choice. The

eneral picture for models I −I I I is similar with a linear near-wall

ayer, a small log-like region and core that lifts very slightly above

he log profile, not easily seen in the figure. 

Results from model 0 have the hallmark of being a transi-

ional flow without an obvious log-like region in the profile. This

s in agreement with the higher viscosity predicted by this model

t high shear rates. Consistent with the predictions of U b , the

ean axial velocity profiles of models II and III are close to

ach other and the profile of model I deviates ( Fig. 4 a). Note

hat νw 

of model III is used in non-dimensionalisation which en-

ures that if the profiles collapse in wall units, they will collapse

n the physical units too. Hence, the results of different rheol-

gy models can be compared directly. If we scale the profiles,

articularly of the mean axial velocity and viscosity, of differ-

nt rheology models with their respective νw 

, the profiles would

ollapse in the wall region making it difficult to interpret the

esults. 

The mean viscosity profile for each case is nearly uniform in the

all layer and appears to have a log-like region in part of the y + 

egion corresponding to the velocity log-region, but then increases

ignificantly toward the core of the flow. Rheograms of models II

nd III deviated from each other at low shear rates ( ̇ γ < 50 s −1 )

 Fig. 2 b) and this is reflected in the mean viscosity profiles in

he log-layer and core. Note that this difference in mean viscos-

ty does not affect the mean axial velocity profile to any notable

xtent. 
l  
Understanding the relationship between different rheology 

odels and the resulting predicted velocity profile (and value of

 b ) is straightforward. In a pipe flow, the total mean shear stress

at any radial location r is given by 

= τw 

(
r 

R 

)
. (13) 

In the wall region specifically, where the velocity fluctuations

ecay to zero, almost all of the stress is due to the mean viscosity.

s seen from Fig. 4 b the mean viscosity is nearly uniform in the

all layer. Together these two considerations allow us to write, 

w 

(
r 

R 

)
≈ ρνw 

∂U z 

∂r 
(14) 

r 

∂U z 

∂r 
≈ τw 

ρνw 

(
r 

R 

)
= ˙ γw 

(
r 

R 

)
. (15) 

For a given τw 

, the viscosity profile that predicts a higher vis-

osity at a given shear will also result in a lower wall shear rate.

rom Eq. 15 , lower shear rate equates to a lower increase in veloc-

ty with distance from the wall, at least within the wall region. Be-

ond the wall layer, the mean viscous shear stress decreases (and

he viscosity increases) and differences in mean shear play less of

 role in influencing the velocity profile and bulk velocity. The key

nfluence occurs in the near-wall region. Thus overestimation of

he viscosity by the rheology model will result in underestimation

f the mean axial velocity, as seen for model 0 in Fig. 4 a. Simi-

arly, underestimation of viscosity will result in overestimation of
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c d

a b

Fig. 6. Distribution of the conditional probability p( ̇ γ + | y + ) of a fluid with (a) Herschel–Bulkley rheology III at Re τ = 633 (b) power–law rheology IV at Re τ = 627 (c) New- 

tonian rheology at Re τ = 647 and (d) the power–law rheology at Re τ = 1457 . Contours are of % probability. The spread of the probability distribution of instantaneous shear 

rate near the wall when plotted in wall units is almost independent of the rheology and Re τ . 
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a  
the mean axial velocity, as seen for model I . This explains why the

difference in rheograms for models II and III at low shear rates is

reflected only in the mean viscosity profiles ( Fig. 4 b) and not in the

mean axial velocity profiles ( Fig. 4 a). Profiles of the rms velocity

fluctuations and Reynolds stress predicted using rheology models

II and III are shown in Fig. 4 c and d. They also agree well with each

other and deviate only slightly in the wall-region and the buffer-

layer. Again, the near-wall, high shear rheology of these two mod-

els is similar and results in similar turbulence statistics, despite the

differences in predicted viscosity at low shear rates that are typical

of the core region. 

Additional DNS were run using models II and III at a lower pres-

sure gradient of d p/d z = 2 . 33 kPa m 

−1 . The flow at this pressure

gradient is closer to transition. Similar results were observed to the

case of 2.72 kPa m 

−1 , with the error in DNS predictions of U b be-

ing -1% with model II and -1.77% with model III . The corresponding

errors obtained using the Wilson–Thomas correlation were 5% and

6.5%. 

Summary 

These results show that the error introduced in the rheology

characterisation by neglecting high shear rate data, can lead to

large discrepancies between experiments and predictions using

either DNS or the Wilson–Thomas correlation. Discrepancies be-

tween the results from DNS and experiments are largely due to

incorrect viscosity estimates in the wall-region. 

5.2. Effect of rheology model type 

As seen in Section 3 and Fig. 2 , it is possible to obtain consti-

tutive equations based on different rheology model types (models

I I I −V ) which agree closely with each other over most of the shear
ate range. These models only deviate from each other significantly

t shear rates ˙ γ < 100 s −1 . Based on the results in Section 5.1 , we

ypothesise that provided high shear rate rheology is used in rhe-

logy characterisation, the choice of rheology model type will have

 negligible effect on turbulent flow predictions using either DNS

r the Wilson–Thomas correlation. In order to test this hypothesis,

dditional DNS are run using rheology models IV (power–law) and

 (Hallbom) for a pressure gradient d p/d z = 2 . 72 kPa m 

−1 . 

As seen in Table 3 the bulk velocity predictions using DNS or

he Wilson–Thomas correlation with rheology fits I I I −V are close

o each other, validating our hypothesis. Similar agreement is seen

or the mean axial velocity profile and turbulence statistics where

he profiles of models I I I −V overlap each other ( Fig. 5 ). Again the

ffect of the deviation in the model rheograms is limited to the

redicted mean viscosity profiles in the log-layer and the core-

egion. The reason, also explained in Section 5.1 , is that the shear

ates are very low in the log-layer and the core-region. Therefore,

he shear stress tensor and hence the predictions of the mean ax-

al velocity and the turbulence statistics are affected notably by

he deviation in viscosity estimates in the log-layer and the core-

egion. 

.3. A criterion for the maximum shear rate needed in rheology 

haracterisation 

Results presented in Section 5.1 and 5.2 show that high shear

ate data is required in rheology characterisation in order to ob-

ain good agreement between the results from experiments and

NS. It has also been shown that it is relevant in obtaining better

greement in the use of empirical correlations, in particular the
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a b

c d

Fig. 7. Profiles of p( ̇ γ + | y + ) plotted as a function of ˙ γ + in (a) wall-region (b) buffer-layer (c) log-layer and (d) the core-region for the cases from Fig. 6 . Profiles of the 

probability distribution of different rheology and Re τ overlap each other in the wall-region and buffer-layer. In wall units, the profiles show rheology and Re τ dependence 

only in the log-layer and core-region. 
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ilson–Thomas correlation. However, the obvious question is yet

o be answered, “How high is high enough?”. 

To provide some rigour in developing an answer to this ques-

ion, instantaneous shear rate distributions in the turbulent flow

NS are analysed using conditional probability densities. This ap-

roach identifies the range of shear rates in different parts of the

ow volume. The conditional probability density function (pdf)

p( ̇ γ + | y + ) is defined as the probability that the shear rate is equal

o ˙ γ + given that the distance from the wall is given by y + . It is

ormalised such that 
 R + 

y + =0 

∫ ∞ 

˙ γ =0 

p( ˙ γ + | y + ) d ˙ γ + dy + = 1 . (16)

his definition then allows the marginal pdf to be written as a con-

tant 

p(y + ) = 

∫ ∞ 

˙ γ =0 

p( ˙ γ + | y + ) d ˙ γ + = 1 /R 

+ (17)

hus the probability density is weighted by distance (not by area).

his is not the only way to normalise the distribution, however

t allows more direct comparison with channel flow results by re-

oving the effect of the radial coordinate from the definition. 

The full conditional probability density function is calculated in

he current simulations for rheology models III and IV in which

e τ ≈ 630 (results for model V , the Hallbom model, are almost in-

istinguishable and are not shown). The pdf’s are compared with

hose from our unpublished DNS results of a Newtonian fluid at

e τ = 647 and a pseudo–plastic fluid modelled with the power–

aw rheology model at Re τ = 1457 in Fig. 6 . The qualitative pic-

ure is very similar for all cases. Decrease in the shear rate mag-

itude with distance from the wall can be seen clearly in the con-
our plots of p( ̇ γ + | y + ) . The distribution of shear rate is wider near

he wall and much narrower (and at lower shear rate) towards

he centre of the pipe where the probabilities are also significantly

igher. Considering the near-wall shear rates in particular, a large

egion of non-negligible probability exists for shear rates ˙ γ + > 1 .

his suggests that Shook’s criterion, (expressed here as ˙ γ + 
max = 1 ),

nderestimates the shear rates that bracket the relevant near-wall

alues, and is not high enough to capture around half of the range

hat is important. 

An alternative way of presenting the same information is to av-

rage the conditional pdf’s over ranges of y + corresponding to the

all, buffer, log and core regions of the flow. This more clearly

ighlights similarities and differences between the cases. Aver-

ged pdf’s are presented in Fig. 7 . In the wall region, profiles of

p( ̇ γ + | y + ) collapse quite well onto the same profile for different

heologies and at two different Re τ . The same is observed in the

uffer layer, although the profile is different to near-wall, with

igher probability and a lower value at which the probability peak

ccurs. Moving away from the wall, the distributions begin to sep-

rate in the log layer and become significantly different in the

ore. Most notable in the core is that the probability peak for

he Newtonian fluid is at a higher shear rate than the two non-

ewtonian fluids at similar Re τ . This behaviour is expected. Al-

hough the mean viscosities of the non-Newtonian cases match the

ewtonian case at the wall, viscosites are higher in the core for

hear-thinning fluids. Consequently shear rates will be lower. The

rofile for the higher Re τ power–law case is shifted to lower non-

imensional shear rate and demonstrates that shear rates in the

ore do not increase linearly with increasing mean wall shear (i.e.

ncreasing Re τ ). 
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In the near-wall region the profiles of the probability distribu-

tion in Fig. 7 a (i.e. p( ̇ γ + | y + < 10) ) spread as high as ˙ γ + ≈ 3 but

the value of the probability for ˙ γ + > 2 is less than 0.1, indicating

that the total flow volume with shear rates higher than this is very

small. The condition ˙ γ + > 2 corresponds to ˙ γ > 50 0 0 s −1 for Re τ
≈ 630. The collapse of these probability profiles in the near-wall

are suggestive of a universal near-wall shear rate distribution, al-

though further simulation are required to confirm this collapse for

a broader range of the rheologies (in particular with higher yield

stress) and for other values of Re τ . Based on these observations we

propose that the maximum shear rate ˙ γ + 
max in the rheology char-

acterisation should be 2. This criterion can further be expressed

in terms of shear stress using the constitutive equation of rheol-

ogy model. For the Herschel–Bulkley model it is straight forward

to show: 

τ/τw 

= τy /τw 

+ 

K 

ρU 

2(1 −n ) 
τ νn 

w 

( ˙ γ + ) n (18)

With ˙ γ + 
max = 2 this equation can be rewritten to give τmax as 

τmax /τw 

= 2 

n − (2 

n − 1) τy /τw 

(19)

For shear thinning Herschel–Bulkley fluids, Eq. 19 is a maxi-

mum when n approaches one and the yield stress approaches zero,

i.e. the maximum value it can take is 2. Hence, in terms of all shear

thinning Herschel–Bulkley fluids, using rheology characterisation at

shear stresses given by τmax = 2 τw 

will provide a margin of safety

in the measurements. 

6. Conclusions 

This study shows that choosing an appropriate shear rate range

in rheology characterisation is crucial in obtaining good turbu-

lent flow predictions using DNS and influences in a positive way

the results obtained from the Wilson–Thomas correlation. Standard

methods of determining rheology model parameters such as using

the laminar pipe flow curve or from low shear rate rheograms, can

result in large error in turbulent flow predictions. Fundamentally,

this study shows the familiar dangers associated with extrapolation

of data. It serves as a reminder to practitioners that extrapolating

rheology outside the range where it was measured can result in

unreliable predictions using DNS or empirical correlation. 

Results obtained with three simple rheology models namely

the power–law, Herschel–Bulkleyand the Hallbom models, which

are commonly used in applications, show that if an appropriate

range of shear rate is considered in the rheology characterisation,

the model type has a little effect on turbulent flow predictions.

This means that using a more complex rheology model or using a

piece-wise fit to the rheology data to improve the accuracy of the

model at lower shear rates will not have a significant effect on the

turbulent flow predictions using DNS or the Wilson–Thomas cor-

relation. The effect of errors introduced at low shear rates due to

poor rheology measurements or poor fitting were found to be lim-

ited to the mean viscosity predictions in the log-layer and core-

region. They do not affect the profiles of the mean axial velocity

or the turbulence statistics to any notable extent. 

In the near-wall region and the buffer-layer where shear

rates are highest, the conditional probability distributions of non-

dimensionalised, instantaneous shear rates are found to be essen-

tially independent of rheology and Reynolds number. Based on this

observation we propose that the maximum shear rate in rheology

characterisation should be at least twice the mean wall shear rate.

When expressed in terms of shear stress, Eq. 19 provides the same

criteria, although using the simpler value of twice the mean wall

shear stress will provide a margin of safety. 

The comparison between DNS and experiments presented in

the current study is based entirely on bulk velocity because ve-

locity profiles and turbulence statistics could not be measured in
he current experimental facility. However, the previous compar-

sons [14] to experimental mean flow profiles showed the DNS was

ble to predict the correct form (but not magnitude) of the profiles.

hen coupled to a demonstration of the correct integrated veloc-

ty, demonstrated in this paper, the results collectively suggest the

omplete picture is likely to be correct. However, only consistent

easurement will prove this conclusively. 

We note that Peixinho et al. [23] carried out pipe flow mea-

urements in the turbulent regime using a 0.2 wt% Carbopol so-

ution and measured the rheology at high shear rates. However,

he Carbopol fluid used in their study was acknowledged to show

iscoelastic effects at Reynolds numbers they considered i.e. the

uid showed a partial recovery when the applied shear stress is re-

oved. Therefore, their experimental measurements could not be

sed in the current study for validation purposes as visco-elastic

ffects are likely to be influencing the measurements. 

As a final point, although we advocate the use of high shear

ate rheology in rheological characterisation, in practice it could

e very difficult to measure such rheology in fine particle mineral

uspensions such as the mining and waste slurries that have mo-

ivated this study. In these fluids centrifugal effects in most rheo-

etric methodologies will tend to separate the solids-even for very

mall particles. Accurate rheology measurement of these fluids at

igh shear rates therefore remains an open problem. 
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