On the use of matrix-free shift-invert strategies for global flow instability analysis
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A B S T R A C T

A novel time-stepping shift-invert algorithm for linear stability analysis of laminar flows in complex geometries is presented. This method, based on a Krylov subspace iteration, enables the solution of complex non-symmetric eigenvalue problems in a matrix-free framework. Validations and comparisons to the classical exponential method have been performed in three different cases: (i) stenotic flow, (ii) backward-facing step and (iii) lid-driven swirling flow. Results show that this new approach speeds up the required Krylov subspace iterations and has the capability of converging to specific parts of the global spectrum. It is shown that, although the exponential method remains the method of choice if leading eigenvalues are sought, the performance of the present method could be dramatically improved with the use of a preconditioner. In addition, as opposed to other methods, this strategy can be directly applied to any time-stepper, regardless of the temporal or spatial discretization of the latter.
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1. Introduction

Modal linear stability analysis of a flow, either focusing on the eigenspectrum of the flow or examining the short-time perturbation development, can provide insight into the underlying physical mechanisms of the transition process from a stable steady or time-periodic laminar state to a transitional and turbulent flow state. In order to study this problem, numerical methods based on either matrix-forming [16,17] or matrix-free methods [7,11,9] for flow stability analysis are used. Both matrix-free and matrix-forming strategies are based on Krylov subspace methods, such as the Arnoldi iteration, which delivers a part of the eigenspectrum focusing on the dominant or largest modulus eigenvalues. Therefore, a spectrum transformation needs to be carried out in order to recover the least-stable or leading eigenvalues, which responsible for the flow instability. For this, shift-invert transformations are employed in matrix-forming approaches while exponential time-stepping strategies are used in matrix-free frameworks. In terms of computational memory required, the latter framework presents clear advantages against approaches in which the matrix is formed when the objective is to study a small number of leading eigenvalues [20].

However, these classical time-stepping matrix-free [2] procedures can be slow and computationally expensive in terms of CPU time [22] when eigenvalues close to the imaginary axis need to be studied. In order to accelerate the procedure to obtain such eigenvalues, an analogous technique to the shift-and-invert strategy employed in the approach in which the matrix is formed can be applied to the time-stepping methods; this idea was first proposed by Goldhirsch et al. [8] in a local instability analysis context and more recently by Tuckerman [22] for the case of bifurcation analysis using inverse matrix-free strategies. The latter proposed using the inverse of the Jacobian in order to obtain the eigenvalues close to the imaginary axis. The action of the inverse Jacobian could be obtained by an iterative procedure such as the Bi-Conjugate Gradient Stabilized algorithm (Bi-CGSTAB) [23]. While the evaluation on the inverse of the Jacobian can be carried out in an efficient way in a matrix-forming context by means of a full LU decomposition, the iterative algorithm could have a slow convergence or not even guarantee convergence in a matrix-free framework. However, a preconditioner based on the Stokes operator can be used to accelerate this iterative procedure. Such preconditioner cannot be directly applied to any time-stepping in a generic way, as shown by Mack and Schmid [14] who successfully resolved this issue for compressible flows by using a Caley transformation [15] applying a low-order inverse Jacobian as an explicit preconditioner matrix.

This paper discusses a new generic methodology to speed up the procedure to obtain leading eigenvalues by means of Krylov
subspace iteration that allows access to specific parts of the linear global eigenspectrum. As will be explained in detail, this methodology is based on a shift transformation with the addition of the application of the inverse Jacobian matrix obtained by time-stepping. After discussion of the theory in Section 2, the shift-invert algorithm for real and complex shifts is presented in Section 3. Results obtained by exponential and shift-invert strategy are presented in Section 4 for three different problems: (i) stenotic flow, (ii) backward-facing step and (iii) lid-driven swirling flow. Finally, conclusions are presented in Section 5.

2. Theory

2.1. General equations

A time-stepping scheme is used in this work in order to perform the stability study. This method is based on the integration of the incompressible Navier–Stokes equations,

\[ \nabla \cdot \mathbf{u} = 0, \]

\[ \partial_t \mathbf{u} = \mathbf{A} \mathbf{u} - \nabla p + \nu \nabla^2 \mathbf{u}, \]  

(1)

where \( \mathbf{A} = -\frac{1}{\rho} \left( \mathbf{u} \mathbf{u} - \mathbf{u} \mathbf{u} + \nabla \cdot \mathbf{u} \mathbf{u} \right) \) are the non-linear advection terms, \( p \) is the kinematic pressure and \( \nu \) is the kinematic viscosity. The numerical techniques used to integrate this system in the present work were described by Tuckerman and Barkley [22] and Blackburn [4]. It should be re-iterated here that any flow solver, incompressible [4] or compressible, may be used in this context. In this way, the Navier–Stokes equations can be written in a more compact form,

\[ \partial_t \mathbf{u} = \mathbf{N} \mathbf{u} + \mathbf{L} \mathbf{u}. \]  

(2)

where the pressure term is solved by a Poisson problem in which the condition of divergence-free velocity field is considered, and \( \mathbf{N} = -\left( 1 - \nabla \nabla^2 \right) \mathbf{A} \). The numerical solution of the previous system can be expressed symbolically as follows,

\[ \mathbf{u}(t + \Delta t) = \text{NS}_{\Delta t}[\mathbf{u}(t)], \]  

(3)

where \( \Delta t \) is an integration time that can be different to the time-step \( dt \) used in the time integration. The specific form of the non-linear operator \( \text{NS}_{\Delta t} \) depends on the temporal scheme used to solve the system. For the explicit–implicit Euler time-stepping this operator can be written as follows: \( \text{NS}_{\Delta t} \approx (I - \Delta t L)^{-1} (I + \Delta t N) \).

For simplicity this numerical scheme will be considered throughout this paper, although the procedure described can be extended to other temporal-integration schemes.

2.2. Stability analysis

The stability analysis studies the evolution of a small perturbation \( \mathbf{u}' \) superposed at small amplitude, \( \epsilon < 1 \), upon an \( \mathcal{O}(1) \) steady base flow, \( \mathbf{U} \). Although the generalization of the method to analyze time-periodic flows is straightforward, it will be described as applied only to steady flows for simplicity. Substituting the total velocity field, \( \mathbf{u} = \mathbf{U} + \epsilon \mathbf{u}' \) in Eqs. (2), assuming that \( \mathbf{U} \) is a solution of these equations and linearizing the resulting system it is obtained the following Linearized Navier–Stokes Equations (LNSE),

\[ \partial_t \mathbf{u}' = \partial_t \mathbf{N} \mathbf{u}' + \mathbf{L} \mathbf{u}' := \text{LNS}_{\Delta t} \mathbf{u}', \]  

(4)

where \( \partial_t \mathbf{N} \) is the Jacobian of \( \mathbf{N} \) around the base flow. Since this operator is linear, it can be expressed as

\[ \text{LNS}_{\Delta t} = \exp\left[ \Delta t (\partial_t \mathbf{N} + \mathbf{L}) \right] \]  

(5)

Assuming an exponential time evolution of the perturbation (modal analysis), the system (4) can be converted into an eigenvalue problem defined as follows:

\[ (\partial_t \mathbf{N} + \mathbf{L}) \mathbf{u}' = \gamma \mathbf{u}', \]  

(6)

where \( \gamma = \chi + i \psi \) is a complex eigenvalue. The real part represents the growth or damping rate of the perturbation and the complex part is its frequency. A magnitude-angle notation of the complex eigenvalues

\[ \gamma = \left( \chi^2 + \psi^2 \right)^{1/2} \exp\left[ i \arctan \left( \frac{\psi}{\chi} \right) \right] \]  

(7)

will be employed through the results in Section 4 for consistency with the exponential transformations.

This problem can be re-written in a more convenient way for order in most unstable eigenvalues to be obtained. To this end, the following (exponential) transformation is used

\[ \exp\left[ \Delta t (\partial_t \mathbf{N} + \mathbf{L}) \right] \mathbf{u}' = \Gamma \mathbf{u}', \]  

(8)

where the eigenvalues \( \Gamma \) are equal to \( \exp (\Delta t \gamma) \) and the eigenvectors remain unchanged with respect to those of (4). Note that the LHS of the previous equations is equal to \( \text{LNS}_{\Delta t} \mathbf{u}' \).

2.3. Shift-invert strategy

The exponential transformation, (8), shifts large negative eigenvalues to zero and leading eigenvalues to infinity. However, an issue arises when it is required to access specific parts of the spectrum, for example those eigenvalues with small real and large imaginary parts responsible of Hopf type bifurcations, which do not shift to infinity with this transformation. Therefore, an alternative strategy must be considered in order to obtain these eigenvalues. In designing such an alternative, any function that transforms the original eigenvalue problem (4) must meet three requirements: first, the eigenvectors must remain unchanged, second, the leading eigenvalues of (4) should be dominant eigenvalues of the new eigenvalue problem and third, the conjugate complex pair of eigenvalues defined near the imaginary axis must be separated from the rest of eigenvalues shifting to zero. The exponential shift-invert transformation, defined by

\[ (\exp[\Delta t (\partial_t \mathbf{N} + \mathbf{L})] - \sigma I)^{-1} \mathbf{u}' = \Gamma \mathbf{u}', \]  

(9)

meets these objectives, where now
The Arnoldi iteration [18] scheme can be used with a real shift in order to obtain the dominant eigenvalues of (9), which are the leading eigenvalues of (6). Then, a sequence of $k$ vectors, $\mathbf{u}_0^r, \mathbf{u}_1^r, \ldots, \mathbf{u}_{k-1}^r$ must be generated in the Arnoldi process from an initial perturbation, $\mathbf{u}_0^r$, for which $\mathbf{u}_0^r = (\Lambda \mathbf{N} + \sigma \mathbf{I})^{-1} \mathbf{u}_{j-1}^r$ must be provided in each iteration. This implies inversion of the operator, which can be achieved iteratively using a Bi-Conjugate Gradient Stabilized algorithm (Bi-CGSTAB) [23], valid for non-symmetric definite linear systems. In this case, the following operation must be performed in the internal Arnoldi loop, $(\Lambda \mathbf{N} + \sigma \mathbf{I}) \mathbf{r}$, where $\mathbf{r}$ is the residual of the method. Therefore, the problem is reduced to solving Eq. (4) by time-stepping a number of times. With respect to the complex shift, the action of the matrix operator defined in (11) involves solving $(\Lambda \mathbf{N} + \sigma \mathbf{I}) \mathbf{u}_{j-1}^r$ separately for the real and the imaginary components. In this case, identical real and complex initial conditions are considered. This scheme is summarized in Algorithm 1.

Reverse communication interfaces for Arnoldi iteration as implemented in ARPACK [12] and the iterative template routine Bi-CGSTAB implemented by Barrett et al. [3] were used in the process described above. This algorithm was implemented in a stability code based on Semtex [4]. Semtex is a spectral direct numerical simulation (DNS) code for the solution of the incompressible Navier–Stokes equations in primitive variables. Standard nodal Gauss–Lobatto–Legendre basis functions are used in two inhomogeneous directions while a Fourier expansion is used in the direction that is assumed homogeneous in three-dimensional problems. More specifically, the domain is divided into blocks and these in quadrilateral obtained by using continuous Galerkin projection from a canonical domain, $[-1, 1] \times [-1, 1]$. The nodes on each direction are obtained from the zeros of Legendre polynomials. These are generalized to two-dimensional problems by using tensor-product interpolants of one-dimensional grids distribution. The order of the discretization is related with the order of the polynomial and hence with the number of zeros. This imposes restrictions on the definition of Courant–Friedrichs–Lewy (CFL) number, i.e., more restrictive CFL condition implies works with high polynomial order. Finally time integration employs a backwards-time differencing scheme described by Karniadakis et al. [10]. This code has been validated and used in a number of works, see [4,5]. A representative selection of these problems is employed as validation cases in Section 4.

**Algorithm 1** The real shift-invert algorithm.

**S1**: Set $\text{tol}_{\text{inversion}}$ and $N_{\text{Arnoldi}}$.

**S2**: Set $\text{tol}_{\text{BG-CGSTAB}}$ and $N_{\text{BG-CGSTAB}}$.

**S3**: Choose random initial condition for residual vector and $\mathbf{u}_0^r$.

**S4**: Perform outer loop (Arnoldi) until convergence ($l = 1, \ldots, N_{\text{Arnoldi}}$).

**A1**: Initialize $\mathbf{u}_0^r = \mathbf{0}$ and $\mathbf{r}^0 = \mathbf{u}_0^r - (\Lambda \mathbf{N} + \sigma \mathbf{I})^{-1} \mathbf{u}_{j-1}^r$, where $\mathbf{r}$ denotes the residual error.

**A2**: Perform inner loop (Bi-CGSTAB) until convergence, ($j = 1, \ldots, N_{\text{BG-CGSTAB}}$).

**B1**: Call DNS in order to compute $\mathbf{A} = \Lambda \mathbf{N} + \sigma \mathbf{I}$.

**B2**: Obtain $\mathbf{u}_j^r$ and $\mathbf{r}^j$.

**B3**: Iterate until convergence, $\text{tol}_{\text{BG-CGSTAB}}$, or maximum $N_{\text{BG-CGSTAB}}$ is reached.

**A3**: Iterate until convergence, $\text{tol}_{\text{inversion}}$, or maximum $N_{\text{Arnoldi}}$ is reached.

**S5**: Eigenvalues are recovered if convergence has been achieved.

**S6**: Leading eigenvalues of (6) are obtained from dominant eigenvalues; $\Gamma = \frac{1}{e^{\Delta t} - \sigma}$.
3.2. Improving the inversion convergence

Conjugate gradient iterative methods for non-symmetric definite systems may converge slowly, requiring a large number of iterations when the condition number is high. This is what happens from the spatial discretization of the Navier–Stokes equations, especially for three-dimensional problems where, in addition, the size of the matrices, $LNS_{3D}$, is large. In this case even a moderately large condition number of the operator has an adverse influence on the overall rate of convergence of the iterative method. Preconditioning techniques help improve the convergence of the stability problem, see Knoll and Keyes [11] for a recent overview. The origin of the large condition number is the wide range of eigenvalues of $L$ and for this reason the Stokes preconditioner $P = \Delta t (I - \Delta tL)^{-1}$ is often used, see Tuckerman and Barkley [22]. This preconditioner has the disadvantage that cannot be applied directly to a real/complex shift-invert time-stepping and a new preconditioner must be used for the problem at hand. Moreover, the process proposed by these authors [22] is not formally a time-stepping integration because they use only the Stokes operator without pressure and convective terms, and where the time step does not match the CFL condition. Other preconditioning methods are based on the forming and inversion of a low order Jacobian matrix, as proposed by Mack and Schmid [14], but it requires the forming, storing and inversion of a low order Jacobian. In the present shift-invert methodology a general approach based on implicit preconditioning, in the sense of improving the condition number of the matrix to invert without explicitly forming a preconditioner matrix, is applied by means of the time-stepping. This means that the exponential Jacobian matrix is inverted instead of the Jacobian matrix. This preconditioning is only strictly valid for large integration times because the exponential of the Jacobian matrix of the Navier–Stokes equation is not bounded by the exponential of the eigenvalues at short times because its non-normality [6]. However, it will be shown that the employed integrations times are large enough and that the increments in this integration time significantly improve the number of required Bi-CGSTAB iterations for the inversion of the exponential of the Jacobian matrix.

4. Results

4.1. Real shift-invert

Three different problems have been considered in this section in order to validate the present exponential shift-invert method described above: (i) stenosis flow [19], (ii) backward-facing step flow [1] and (iii) lid-driven swirling flow [13]. In all cases, the base solution was obtained using Newton–Raphson iteration started from a numerical solution previously generated with Sentex, see Blackburn [4] for details.

4.1.1. The stenotic flow: real shift-invert

Linear stability around the steady stenosis flow at $Re = 500$ and $Re = 700$ is considered in this section. Fig. 2(a) shows the element mesh and geometry of this case. For these simulations a polynomial order $N_p = 5$ and $N_p = 7$ were considered in order to expand flow variables within each element. A low value of $N_p = 5$ was sufficiently accurate for this study and at the same time permits fast simulations. The Krylov subspace dimension, the maximum number of iterations and the tolerance were taken equal to 8, 200 and $10^{-5}$, respectively.

As seen in Table 1 and Fig. 3, there is a very good agreement between the results obtained with the exponential method (Eq. (8)) and the real shift invert method (Eq. (9)). The most unstable modes obtained using the two strategies agree up to the third decimal place. Different tolerances considered delivered converged solutions in all cases, see Table 2. As it can be seen, the maximum number of iterations was not achieved in any case, which is a requisite for an accurate solution. It is also remarkable the number of iterations carried out in the internal loop is independent of the Arnoldi tolerance at convergence. Likewise, it can be seen that the number of Arnoldi iterations is drastically reduced from 76 to 8 when the shift-invert method is used in place of the direct method. This however does not imply a reduction in the computational cost, due to the high number of iterations required to invert the matrix on each Arnoldi iteration. Table 2 summarizes these Bi-CGSTAB iteration results.

In order to evaluate the shifting capability of the method, a value of $\sigma = 0.1$ was employed to extract non-leading eigenvalues from the spectrum. Results of these runs at different Arnoldi
and Bi-CGSTAB tolerance can be seen in Table 3. The recovery of this eigenvalue has not been possible by using the exponential method at the same resolution and tolerance for any number of iterations or Krylov subspace dimension. In addition, it can be observed in Table 3 that increases in accuracy barely change the Arnoldi iterations required, as it was noticed before. On the other hand, the total number of Bi-CGSTAB iterations increases with the tolerance.

Regarding the effect of the integration time, Table 4 presents the effect of the increase in integration time $\Delta t$ on the total number of Bi-CGSTAB iterations. It can be appreciated that the total number of iterations are reduced as the integration time increases.

### 4.1.2. Backward-facing step: real and complex shift-invert

With increasing $Re$ steady two-dimensional laminar separated backward-facing step flow with a 2:1 longitudinal-to-transversal aspect ratio first becomes unstable to a steady 3D bifurcation at critical Reynolds number about 750, as discovered by Barkley et al. [1], essentially following the same modal scenario predicted by Theofilis et al. [21] in the adverse-pressure-gradient laminar separation bubble flow on a flat plate. The mesh and geometry are represented in Fig. 2(b).

The most unstable eigenmodes for this configuration have been obtained using the exponential method with Krylov subspace dimension equal to 25, $tol_{\text{Arnoldi}} = 10^{-6}$ and maximum number of iterations $N_{\text{Arnoldi}} = 500$. Three validation tests are considered in Table 5. The first corresponds to the solution of the problem when the direct method is used, case a, the others are obtained by using the shift-invert method with different resolutions used in the Bi-CGSTAB algorithm, cases b and c. As it can be seen in case b of Table 5, the most unstable mode obtained using the shift-invert method and the result obtained using the exponential method agree up to the sixth decimal place. This agreement can also be seen in the eigenvectors obtained with either of the two methods, see Fig. 4.

A value of $\sigma = 0$ was considered in the third test case c in order to validate if the real shift-invert method can converge to the leading eigenvalue when the shift parameter $\sigma$ is taken far away from it, in the absence of other eigenvalues in the real axis. This exercise also leads to the same level of agreement between results of the shift-invert and the exponential methods although, as expected, convergence is worse with respect to the case b.

### 4.1.3. Two-dimensional swirling flow: complex shift-invert

In the third problem analyzed, the steady flow in a two-dimensional swirling flow has a number of axisymmetric modes, as described by Lopez et al. [13]. At $Re = 4000$ a Hopf bifurcation to periodic axisymmetric flow at intermediate aspect ratios ($A \approx 2.5$) has been identified by these authors. Again, mesh and geometry of the base flow are shown in Fig. 2(c).

The most unstable modes using the exponential method, Krylov subspace dimension equal to 25, tolerance used on Arnoldi iterations equal to $10^{-6}$ and maximum number of iterations equal to

---

**Table 2**

Number of iterations carried out by the Bi-CGSTAB algorithm for the stenosis flow problem at $Re = 700$ on each Arnoldi iteration employing a real shift-invert method with $\sigma = 0$, Krylov subspace dimension = 8, $tol_{\text{Arnoldi}} = 10^{-3}$, $N_{\text{Arnoldi}} = 100$. Case a: Magnitude $= 9.9737$, Growth rate $= 3.51111$, $tol_{\text{Bi-CGSTAB}} = 10^{-3}$ and $N_{\text{Bi-CGSTAB}} = 300$. Case b: Magnitude $= 9.9737$, Growth rate $= 3.5113$, $tol_{\text{Bi-CGSTAB}} = 10^{-4}$ and $N_{\text{Bi-CGSTAB}} = 300$. $a$, $b$, $c = a \times b \times 10^6$.

<table>
<thead>
<tr>
<th>Arnoldi iteration</th>
<th>Case a</th>
<th>Case b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62</td>
<td>73</td>
</tr>
<tr>
<td>2</td>
<td>43</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>44</td>
<td>51</td>
</tr>
<tr>
<td>4</td>
<td>53</td>
<td>53</td>
</tr>
<tr>
<td>5</td>
<td>66</td>
<td>67</td>
</tr>
<tr>
<td>6</td>
<td>69</td>
<td>95</td>
</tr>
<tr>
<td>7</td>
<td>78</td>
<td>101</td>
</tr>
<tr>
<td>8</td>
<td>80</td>
<td>109</td>
</tr>
</tbody>
</table>

**Table 3**

Number of iterations carried out by the real shift-invert algorithm for the stenosis flow problem at $Re = 500$ for different tolerances with $tol_{\text{Arnoldi}} = tol_{\text{Bi-CGSTAB}}$ and $\Delta t = 6$. Real shift-invert method for $\sigma = 0.1$ and Krylov subspace dimension = 8.

<table>
<thead>
<tr>
<th>$tol_{\text{Bi-CGSTAB}}$</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{Arnoldi}}$</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>$N_{\text{Bi-CGSTAB}}$</td>
<td>216</td>
<td>277</td>
<td>312</td>
</tr>
<tr>
<td>Growth rate</td>
<td>$-0.43269$</td>
<td>$-0.43269$</td>
<td>$-0.43270$</td>
</tr>
<tr>
<td>Frequency</td>
<td>0.037742</td>
<td>0.037742</td>
<td>0.037748</td>
</tr>
</tbody>
</table>

**Table 4**

Number of iterations carried out by the Bi-CGSTAB algorithm on each Arnoldi iteration for the stenosis flow problem at $Re = 500$ and at different integration times $\Delta t$. Real shift-invert method for $\sigma = 0$, Krylov subspace dimension = 8, $tol_{\text{Arnoldi}} = 10^{-3}$, $N_{\text{Arnoldi}} = 100$, $tol_{\text{Bi-CGSTAB}} = 10^{-3}$, Magnitude $= 9.7378$, Growth rate $= -5.3146(-02)$, $a$, $b$, $c = a \times b \times 10^6$.

<table>
<thead>
<tr>
<th>Arnoldi iteration</th>
<th>$\Delta t = 1$</th>
<th>$\Delta t = 2$</th>
<th>$\Delta t = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>22</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>26</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>28</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>$N_{\text{Bi-CGSTAB}}$</td>
<td>$\Delta t$</td>
<td>166</td>
<td>148</td>
</tr>
</tbody>
</table>
500 are summarized in Table 6; a component of the respective eigenvectors is shown in Fig. 5.

Several values of the shift parameter $\sigma$ have been considered in this validation problem. A value of $\sigma$ close to the most unstable mode obtained by the exponential method, $-1.2 + 0.1i$, was chosen in the first validation test considered in Table 6. The result obtained by the complex shift-invert method is equal to that obtained using the exponential method for the accuracy considered. On the other hand, a comparison of the eigenvectors delivered by both methods, graphically presented in Figs. 5(a) and 5(c), shows that the second most unstable eigenvalue obtained by the shift-invert method, Fig. 5(c), corresponds to that of the first mode obtained by the exponential method, Fig. 5(a), while the eigenvector of the most unstable mode obtained by the shift-invert method corresponds to the second mode delivered by the exponential method. Additionally, a global change of phase was observed between both formulations. However, this effect cannot be seen in the velocity modulus where the phase shift is removed.

Particular attention has been paid to the convergence of eigenvalues during this validation using several combinations of the related parameters, since two iterative processes are involved, the external loop (Arnoldi iteration) and the internal loop (Bi-CGSTAB iteration). The effect of tolerance used on the matrix inversion is summarized in Table 7. The tolerance considered in the first case was too low for convergence of the eigenvalues. However, results based on cases b and c indicate that convergence is achieved.

5. Conclusions

A time-stepping solver has been successfully applied to study global instability analysis using a new shift-invert strategy, aiming at the efficient capturing of any eigenvalue of the spectrum. The
Arnoldi iteration with an embedded Bi-CGSTAB iteration have been employed and the resulting algorithm was shown to dramatically improve the convergence properties of the Arnoldi iterations in all test cases examined, in which real and complex-conjugate pair of eigenvalues where delivered. However, the inversion of the Jacobian matrix required a significant number of Bi-CGSTAB iterations in order to converge, leaving the classical exponential method as the method of choice for the recovery of leading eigenvalues. On the other hand, the effect of the preconditioner on the methodology performance has been shown to be critical and the search of a more efficient preconditioner than the employed in this work remains as a future task. Additionally, a strength of this novel method consists in accessing subsets of the spectrum thus this methodology could complement the classical exponential method when a broader access to the eigenspectrum is required. Finally, as opposed to other methods described through the paper, this strategy can be directly applied to any time-stepper, regardless of its temporal or spatial discretization.

Conflict of interest statement

None declared.

Acknowledgements

Support of the Spanish Ministry of Science and Innovation through Grant MICINN-TRA2009-13648: “Metodologías computacionales para la predicción de inestabilidades globales hidrodinámicas y acroacústicas de flujos complejos” and support of the Marie Curie Grant PIRSES-GA-2009-247651 “FP7-PEOPLE-IRSES: ICOMASEF – Instability and Control of Massively Separated Flows” are gratefully acknowledged.

Fig. 5. Two-dimensional swirling problem at Re = 4000, in which K = \sqrt{u^2 + v^2 + w^2}. Velocity modulus of the most unstable eigenvector calculated by the exponential and the Arnoldi shift invert strategy with shift equal to –1.2 + 0.1i. Upper: Exponential method. Lower: Real shift-invert method.
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