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Abstract Search-based software testing automatically derives test inputs for a software system with the
goal of improving various criteria, such as branch coverage. In many cases, evolutionary algorithms are
implemented to find near-optimal test suites for software systems. The result of the search is usually
received without any indication of how successful the search has been. Fitness landscape characterisation
can help understand the search process and its probability of success. In this study, we recorded the
information content, negative slope coefficient and the number of improvements during the progress of a
genetic algorithm within the EvoSuite framework. Correlating the metrics with the branch and method
coverages and the fitness function values reveals that the problem formulation used in EvoSuite could be
improved by revising the objective function. It also demonstrates that given the current formulation, the
use of crossover has no benefits for the search as the most problematic landscape features are not the
number of local optima but the presence of many plateaus.

Keywords Test data generation · genetic algorithms · fitness landscape characterisation

1 Introduction

The main aim of software testing is to detect as many faults as possible. Ideally, to gain sufficient
confidence that the software system is reliable and no faults exist, an exhaustive testing technique should
be carried out. However, software systems are becoming larger and more complex, which makes exhaustive
search impracticable. Instead, testers resort to search-based methods, which use some criteria, such as
branch or method coverage to measure the effectiveness of a test case, and optimise it (Aleti and Grunske,
2015; Ali et al., 2010a; Fraser and Arcuri, 2013; Kirkpatrick et al., 1983; Miller and Spooner, 1976).

A variety of search-based methods have successfully been applied to software testing, such as genetic
algorithms (Fraser and Arcuri, 2013; Aleti and Grunske, 2015; Ali et al., 2010a), simulated anneal-
ing (Kirkpatrick et al., 1983) and local search (Miller and Spooner, 1976). Many approaches consider
experimental studies to determine the success of the optimisation strategy based on a set of selected
problem instances (Ali et al., 2010b). In some cases, the investigator implements several optimisers and
compares the results to find the most suitable approach. However, this does not detect problems in the
implementation details. More insightful conclusions can be drawn from the optimisation process, which
emphasises the need to explore the relationship between key characteristics of optimisation problem
instances and algorithm behaviour (Smith-Miles and Lopes, 2012).
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Using the concept of fitness landscape, it is possible to study the structure of a search space and
analyse features that make problems hard to solve (Gheorghita et al., 2013a,b). The fitness landscapes
of different optimisation problems contain features that may affect the suitability of an optimisation
algorithm. Examples of features are the number, distribution and size of the optima, the location of the
global optimum, and plateaus. Fitness landscape characterisation also allows the study of the dynamics
of the evolution of solutions, the comparative effectiveness of search methods and the ability of the
algorithms to find good solutions to a given problem.

In particular, the fitness landscape of structural testing contains many plateaus (McMinn, 2004) due to
known problems involving flag and enumeration variables, unstructured control flows, and state behaviour.
Other unknown reasons may affect the success of search-based methods in finding test data for structural
testing. Ideally, one should learn from the specific fitness landscape characteristics to understand what
makes certain test cases hard to generate. An understanding of the fitness landscape features, and the
relationship between features and success of optimisation methods can improve the design of algorithms
that may be used in the future to generate test suites with search-based methods. In addition, details
gained from the fitness landscape can also be used at run time to tune the parameters of the algorithm
to get the best possible performance.

In this paper, we investigate the fitness landscape of software tests generated with a structural testing
technique for various open source programs and libraries. We use fitness landscape characterisation met-
rics, which learn features of the fitness landscape from the information acquired during the optimisation
process, such as the sequence of fitnesses of the best solutions during the iterations. Fitness landscape
characterisation provides insights on what makes test data generation difficult for crossover and muta-
tion, the two main operators of a genetic algorithm. Specifically, we use the Change Rate (CR), the Delta
Change (DC), the Negative Slope Coefficient (NSC) (Vanneschi et al., 2006) and the Population Infor-
mation Content (PIC) (an adaptation of information content (Vassilev et al., 2000)) as fitness landscape
characterisation metrics. In the experimental study, we use 19 open source libraries and programs and
generate test suites with evolutionary algorithms. The EvoSuite tool (Fraser and Arcuri, 2013) was used
to generate test suites. We analyse the properties of the resulting test suites by measuring the relationship
between problem features, fitness landscape characterisation metrics and algorithm performance.

2 Background and Related Work

For large software systems, the manual generation of test inputs is a costly and difficult task. This has
motivated the automation of test data generation with various techniques. Exhaustive methods, such as
the complete enumeration of test inputs is usually infeasible for large programs, whereas random methods
may ignore features of software that are not exercised by only chance. The main difficulties with test
data generation are the size and complexity of the software, and the fact that often this problem is
undecidable (McMinn, 2004).

A wide range of approaches exist for automated test case generation. A number of approaches surveyed
by (Utting et al., 2012) and Hierons et al. (2009) derive test cases from models. Other approaches produce
test cases experimentally based on input source code (Ali et al., 2010b). The assessment of the quality
of test suites also varies, with many approaches using coverage criteria (Ali et al., 2010b). To deal with
the size of the software, many test data generation techniques apply search methods, such as genetic
algorithms (Fraser and Arcuri, 2013; Aleti and Grunske, 2015; Ali et al., 2010a; Kalboussi et al., 2013),
simulated annealing (Kirkpatrick et al., 1983; Matinnejad et al., 2015), memetic algorithm (Fraser et al.,
2015) , ant colony optimisation (Mao et al., 2015) and local search (Miller and Spooner, 1976). Genetic
algorithms (GAs) are the most frequently used optimisation technique for test data generation (Ali et al.,
2010a), applied for the first time to generate structural test data by Xanthakis et al. (1992). There are
three main areas in test data generation where search methods have proven to be successful:
– Coverage optimisation in white-box/structural testing;
– Verification of non-functional properties, such as worst case performance of a code segment;
– Disproving grey-box operation properties, such as the simulation of error conditions in a piece of

software.
White-box testing, also known as structural testing generates tests using the internal structure of the

software system. Instead of manually coding entire test suites, a developer can automatically generate test
inputs that systematically test a program for different coverage criteria. Many approaches in white-box
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testing use the Control Flow Graph (CFG) of the software system. The CFG is a directed graph, where
nodes represent statements, and edges model the transfer of control from one node to another. Nodes that
correspond to a decision statement, such as ‘if’ or ‘while’ statements, are known as branching nodes, and
outgoing edges from these nodes are branches. A branch predicate is the condition upon which a branch
is taken.

The set of n input variables to a program is the input vector I = (i1, i2, ..., in), where 1 ≤ i ≤ k is the
domain of input variable ij . The domain of a program is the cross product of the domains of all input
variables. The aim of search-based testing is to find a program input in this k-dimensional space that
optimises a certain criterion. Clearly, this is a large combinatorial optimisation problem.

A sequence of neighbouring nodes in a CFG is a path. A path is considered feasible if there exists a
program input for which the path is traversed. Symbolic execution is a white-box testing technique that
solves path constraints to generate test data (Williams et al., 2005; Clarke, 1976; Boyer et al., 1975). These
methods do not execute a program. Instead, they execute the process of assigning expressions to program
variables while a path is followed through the code structure. Dynamic symbolic execution addresses
problems in symbolic execution by incorporating concrete executions. The success of this method has
been shown in many industrial and academical tools for different programming languages (Godefroid
et al., 2005; Sen et al., 2005; Tillmann and De Halleux, 2008). However, challenges with infinite path and
complex constraints have to be acknowledged. As an alternative to using CFG, Vivanti et al. (2013) have
also provided an approach to use Data Flow Graphs(DFG) for automatic test case generation.

The literature in structural test data generation has focused mainly on generating inputs for specific
paths, or program structures such as branches and statements. The main approaches can be classified
based on the fitness function optimised as follows:
– Coverage: These approaches are based on the covered program structure (Roper, 1997), and the

aim is to obtain full program coverage (Watkins, 1995). In the work by Watkins (1995), the fitness
of solutions that follow already covered paths is penalised with the inverse of the number of times
the path has been previously executed. This approach requires fewer tests to achieve path coverage
compared to random testing. Optimisation approaches that use coverage as a fitness function suffer
from the lack of guidance towards unexplored structures due to the small sample of the input domain.
It is usually the case that full coverage is not achieved for large software systems (McMinn, 2004).

– Structure: The objective function used in structure-based approaches focuses either on branch-distance
(Xanthakis et al., 1992; Michael et al., 2001; Jones et al., 1996), by exploiting information from branch
predicates, control structures (Jones et al., 1996; Pargas et al., 1999), or both (Wegener et al., 2001).
Using only control information during the optimisation process creates fitness landscapes with plateaus
that are hard to search, since there are no gradients leading to local/global optima. Combining control
information with branch distance information may help prevent the formation of a plateaux in the
fitness landscape (McMinn, 2004).

3 EvoSuite - An Automated Test Suite Generation Technique

In this paper, we consider white-box testing techniques, which require no specifications, although if
specifications exist, they may be used in the generation of test cases. EvoSuite (Fraser and Arcuri, 2013)
is a prominent automated white-box testing tool that uses genetic algorithms. EvoSuite generates JUnit
test suites, which are optimised to cover as many branches as possible. Test suites are a set of test cases
that contain assertions that describe the behaviour of the software system. A software test consists of
two main components, an input to the executable program and a definition of the expected outcome.

To automate this process, EvoSuite uses a genetic algorithm that evolves a population of randomly
initialised test suites using mutation and crossover. Let t denote a test case, composed of a sequence
of statements t = 〈s1, s2, ..., sl〉 of length l. A statement si can be a constructor, a field, a primitive, a
method or an assignment. A solution is defined as a collection of T = {t1, t2, ..., tn} of test cases. An
optimal solution T ∗ is a test suite that covers all possible branches.

The fitness of a solution is based on the code coverage criterion, where the aim is to cover as many
control structures, such as if and while statements, as possible, by evaluating the logical predicates that
result in either true and false. Formally, the branch coverage metric is defined as

f(T ) = |M | − |MT |+
∑
b∈B

d(b, T ), (1)
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where |M | is the total number of methods, |MT | is the number of executed methods in test suite T
and B is the set of branches in the program. The branch distance d(b, T ) is evaluated as

d(b, T ) =


0 if the branch has been covered,

(xtt−x)+(xtf−x)
((xtt−x)+(xtf−x))+1 if the predicate has been executed at least twice,
1 otherwise.

(2)

The distance d(b, T ) is 0 if at least one of the branches has been covered, and > 0 otherwise. xtt
represents the threshold of the true branch whereas xtf is the threshold of the false branch. x is the
actual value of the variable. If the variable has a value that evaluates to true, (xtt − x) will evaluate to
zero and (xtf − x) to a nonzero value. The outcome is normalised to achieve a value between zero and
unity. The genetic algorithm aims at minimising the function in Eq. 1. The length of the test suite is
measured as the sum of the lengths of all test cases that are part of it, formally defined as

|T | =
∑
t∈T
|t|. (3)

An upper bound on the length of the test suite ensures that the algorithm does not produce unrea-
sonably large test suites. The solution representation in the genetic algorithm is of a variable size. The
crossover operator creates two new solutions T ′1 and T ′2 by combining test cases from two pre-existing
test suites T1 and T2. A parameter α that is randomly selected in the range [0, 1] indicates how the
solutions are combined: one child T ′1 receives dα|T1|e test cases from T1 and the remainder from T2, while
the second child receives the first dα|T2|e test cases from the second parent and the remainder from the
first parent. Most often, this will lead to parents and children having all different lengths. The parents
are selected using a ranked-based procedure (Whitley, 1989), where solutions are ranked based on their
fitness (Eq. 1). Solutions are then assigned a selection probability based on their rank. When there is a
tie between solutions, shorter test suites are assigned better ranks.

The solutions produced by the crossover operator undergo the mutation operators. Test suites may be
mutated by changing each test case with a probability 1/n, with n denoting the number of test cases in
a suite, which leads to one test case being changed on average per suite. The change can be the removal,
insertion or change of a statement in the test case with equal probability. Each statement has a 1/l
probability of undergoing one of these changes, with l denoting the number of statements in the test case.
The change mutation of test cases is followed by another type of mutation which adds new test cases ti
with a probability of σi, leading to an exponentially decreasing probability of adding more test cases.
The set of solutions created by crossover and mutation operators are added to the population of solutions
kept by the genetic algorithm. Similar to the original studies with EvoSuite, an elitist strategy is used as
a replacement procedure (Fraser and Arcuri, 2013).

4 Fitness Landscape Characterisation

The suitability of a search method for solving an optimisation problem instance depends on the structure
of the fitness landscape of that instance. A fitness landscape in the context of combinatorial optimisation
problems refers to (i) the search space S, composed of all possible solutions that are connected through
(ii) the search operator, which assigns each solution s∈S to a set of neighbours N(s)⊂S, and the fitness
function F : S→<. As the neighbourhood of a solution depends on the search operator, a given problem
can have any number of fitness landscapes. The neighbourhoods can be very large, such as the ones arising
from the crossover operator of a genetic algorithm, while a 2-opt operator of a permutation problem has
a neighbourhood that is relatively limited in size.

The fitness landscape of an optimisation problem is composed of certain features that may affect the
suitability of an optimisation algorithm. Examples of features are the number and distribution as well
as the sizes of the optima, the location of the global optimum, and plateaus. A fitness landscape with a
single optimum is easy to search with a deterministic hill climbing method. On the other extreme, the
existence of many local optima and an isolated global optimum makes a fitness landscape rugged and
hard to explore. A plateau symbolises the presence of neighbouring solutions with equal fitness, where
the progress of a search algorithm potentially stagnates. Plateaus can be detrimental to search algorithms
such as local search and steepest descent approaches, which depend on gradients in the fitness landscape



Analysing the fitness landscape of search-based software testing problems 5

they can follow. Depending on the landscape the algorithm produces given its operators, the search may
be harder or easier. Identifying the features that arise from the combination of problem and algorithm
can help determine the suitability of an algorithm over another.

The autocorrelation function and the correlation length are two seminal metrics (Weinberger, 1990,
1991), which estimate the relationship between the quality of solutions of a random walk. Assuming a
statistically isotropic landscape, where, on average, the fitness landscape has the same topological features
in all directions, this measure can be used as an indicator of difficulty for certain problems (Merz and
Freisleben, 2000). The correlation length measures the decay of the autocorrelation function and the
ruggedness of the fitness landscape, where values closer to 1 indicate a stronger correlation and values
toward zero indicate the absence of a correlation (Stadler, 1996). Angel and Zissimopoulos (1998) observed
a strong connection between correlation length and the hardness of an optimisation problem for a local
search algorithm, suggesting that the number of local minima depends on the relationship between the
fitness of a solution and the fitness of its neighbours.

The Cumulative Probability of Success (CPS) is employed as a measure of how difficult a problem
instance is for certain search strategies (Kinnear, 1994). The CPS index represents the probability that
the search strategy finds a solution to a problem in a given number of iterations. It is estimated as the
number of feasible solutions divided by the total number of individuals created in n iterations. In his
evaluation of CPS, Kinnear (1994) applied the fitness autocorrelation analysis technique by Weinberger
(1990). The fitness autocorrelation was computed for several individuals and for several time-steps, and
the overall average of fitness autocorrelations was presented as a measure of the fitness landscape difficulty.
The lower the autocorrelation, the harder the problem is for that particular search strategy. However,
Kinnear (1994) notes that there is practically no correlation between the CPS index and the fitness
autocorrelation. Fitness landscapes with very low fitness autocorrelation coefficients, which would be
treated as difficult by Kinnear’s approach (Kinnear, 1994), had a high cumulative probability of success,
i.e. the search strategy was successful in finding feasible solutions.

4.1 Population Information Content

The information characteristics of fitness landscapes have been researched by (Vassilev et al., 2000). In
simplified terms, the approach records the steps of a random walk in a search landscape as a time series of
−1 (deteriorating fitness), 1 (improving fitness) and 0 (no change). The information content is calculated
from this time series as shown in Eq. 4.

H = −
∑
i 6=j

Pij log6 Pij (4)

The equation is based on the notion of Shannon’s entropy (Shannon and Weaver, 1963); the dis-
tribution of features over a system. It disregards the ‘informationless’ sequences where the state does
not change. The lower H, the higher the information content as fewer and shorter contiguous strings of
identical values are included.

The mapping proposed by Vassilev naturally lends itself for random walks. To perform a similar
landscape analysis during a GA-based search, possible alternatives are to follow the fitness development
of a single solution or that of the entire population. Following a single solution is problematic because
of the presence of the crossover and selection operators. To avoid this problem, we chose to follow the
fitness development of the entire population (population-based walks) and naming the metric Population
Information Content (PIC). The selection operator generally ensures that the fitness of the population
does not decrease, but stagnates at worst before finding another incumbent best. As a result, these
population-based walks create a bias towards fitter regions in the search space, however Pitzer and
Affenzeller (2012) argue that population-based walks can be used to investigate the local features of the
fitness landscape and are an alternative to random walks. To measure the population information content,
we record the best fitness at each iteration f∗i, i < n where n is the number of iterations. The sequence
of best fitnesses {f∗i }ni=0 is converted into a binary string {bti}

n−1
i=0 , where

bi =

{
0 if f∗i − f∗i−1 = 0
1 otherwise. (5)
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Eq. 5 assigns 0 to bi if there is no difference between the best fitness at iteration i (f∗i ) and the best
fitness in the previous iteration (f t−1i ). If in one iteration a GA does not find a better solution than
the currently known optimum, but then finds a better solution in the next iteration, and an even better
solution than the new incumbent best in the following iteration, while failing to produce an improvement
of the incumbent best solution in the fourth iteration, a sequence of 0110 will be created. The sequence
is recorded over the entire GA search.

The resulting binary string {bi}n−1i=0 is divided into overlapping blocks of two bits. The example string
0110 yields three sub-strings: {01}, {11} and {10}. The probability of encountering a particular sub-string
is given by the number of times the sub-string is found divided by the total number of sub-strings as
shown in Eq. 6.

P{bibi−1} =
|{bibi−1}|
n− 1

(6)

The average amount of information contained in the binary string {bi}n−1i=0 is calculated as shown in Eq. 7.

H = −
n−1∑

i=1,bi 6=bi−1

P{bibi−1}log2P{bibi−1} (7)

In a binary string, only two pairs with nonequal members {bibi−1} exist: {01} and {10}, with P{01} the
probability of {01} sequences, hence Eq. 7 can be rewritten as H = −P{01}log2P{01} − P{10}log2P{10}.
To deal with the indeterminate form 0 × −∞, we apply L’Hôpital’s rule. Observe that x log x = log x

1/x .
Taking the limits, we obtain

lim
x→0

x× log x = lim
x→0

log x

1/x
= lim

x→0

1/x

−1/x2
= lim

x→0
−x = 0 (8)

If a string has no changes, the H value approaches zero. The lower the value of H, the more irregular
the fitness development. Using this measure on the fitness development of the incumbent best solution is
based on the assumption that GAs that undergo improvements interspersed with non-improving iterations
are more likely to explore different basins of attraction, while continued improvements suggest following
a single gradient.

4.2 Negative Slope Coefficient

One of the most prominent fitness landscape characterisation metrics designed to estimate the degree of
difficulty a problem poses to evolutionary algorithms is the Negative Slope Coefficient (NSC) (Vanneschi
et al., 2006). It is based on the fitness difference between parent and offspring solutions. Given n parent
solutions si, it uses the genetic operators (mutation and crossover) to sample the neighbourhood of each
si. The fitness of each parent is viewed against the fitnesses of created solutions in a scatter plot. The
scatter plot is know as the fitness cloud, which illustrates the correlation between current fitness and
fitness after an operator is applied to the solution. To quantify the information contained in the scatter
plot, the authors proposed the NSC (Vanneschi et al., 2006).

The fitness of the parents as the abscissas of the scatter plot is partitioned intom segments {I1, I2, ..., Im}
of equal size, with the ordinates denoted as {J1, J2, ..., Jm}. The number of segments m is not fixed, and
is decided based on the algorithm proposed by Vanneschi et al. (2006). The method starts by partitioning
the fitness cloud into two segments with the same number of points. Next, the segment with the largest
number of points is partitioned again into two sub-segments with an equal number of points. This itera-
tive process goes on until either one of the segments contains less points than a threshold (in our case 50
points), or a segments is smaller than a predefined size (5% of the total length of the original segment).
This method was shown to be reliable (Vanneschi et al., 2006).

Next, the averages of the abscissa values in each segment {M1,M2, ...,MM} and the averages of the or-
dinate values {N1, N2, ..., Nm} are calculated. Each point (Mi, Ni) is connected to the point (Mi+1, Ni+1),
creating a set of segments. For each segment connecting two points (Mi, Ni) and (Mi+1, Ni+1), the slope
Pi is calculated as follows:
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Pi =
Ni+1 −Ni

Mi+1 −Mi
(9)

Finally, the negative slope coefficient is calculated as

NSC =

m−1∑
i=0

min(Pi, 0). (10)

The NSC considers only negative values, which means that if solutions produce better offspring, the
NSC is zero and the fitness landscape is considered easy for a GA, whereas if the reverse is the case, the
landscape is difficult. This is intuitive as the selection operator preserves better solutions as parents for
the next generation. If better parents actually produce worse offspring, the GA is unlikely to be successful
in finding optimal results. The magnitude of the NSC value quantifies the difficulty of the problem.

4.3 Change Rate

To measure the change rate, we record the best fitness at each iteration f∗i, i < n where n is the number
of iterations. The sequence of best fitnesses {f∗i }ni=0 is converted to a binary string {bi}n−1i=0 using Eq. 5.
The value of bi is 0 if there is no change in the best fitness at iteration i, and 1 otherwise. The change
rate is calculated as:

CR =

∑n
i bi
n

. (11)

In words, the change rate is the number of iterations where an improvement was observed over the
total number of iterations.

5 Experiments

The purpose of the experiments is to investigate the effectiveness of crossover and mutation operators in
solving the test case generation problem. A genetic algorithm with only mutation (GAM), and a genetic
algorithm with both mutation and crossover (GAMC) were implemented in EvoSuite (Fraser and Arcuri,
2013) and used to generate test suites for a set of open source libraries and programs. The objective
function used considers both method and branch coverage (Eq. 1).

We analyse the properties of the resulting test suites by measuring the relationship between problem
features and algorithm performance. We employ the fitness landscape characterisation metrics to shed
light on the behaviour of the search strategies.

5.1 Experimental Settings

The crossover and mutation operators and their rates are probably the most prominent parameters in
genetic algorithms (Bäck et al., 2000). The parameter values for the GA are based on recommendation
from Fraser and Arcuri (2013), many of which are ‘best practice’. The crossover rate is set to 0.75, the
rate of inserting a new test case is 0.1, whereas the rate for inserting a new statement is 0.5. A fixed
number of computations was used as a stopping criterion, equal to 1,000,000 function evaluations. The
population size was set to 80. To handle the stochastic nature of the GA, each experiment was repeated
30 times with different seeds for the random number generator.

Branch coverage (Eq. 1) is used as an indicator of the performance of the optimisation algorithm.
Branch coverage evaluates whether Boolean expressions tested in control structures (if-statement and
while-statement) evaluate to either true and false. The number of branches and their ratio to the number
of methods in a problem instance affects this metric, and is an indication of problem difficulty. Hence, we
have selected a wide range of problems with different numbers of branches and branch/method ratios.
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5.2 Problem Instances

To analyse the performance of the optimisation schemes, we selected 19 open source libraries and pro-
grams depicted in Table 1. To avoid any bias towards selecting problem instances that are in favour
of the proposed method, the instances were selected uniformly at random from SourceForge, and can
be downloaded from the websites listed in the third column. They vary in the lines of code, number of
methods, fields, and classes. The second column in Table 1 shows the version or latest update of the
programs used in the experiments.

Table 1: The set of open source libraries and programs.

Project name LOC M F C Version Link
TulliBee 1,929 246 374 19 2012-09-23 sourceforge.net/projects/tullibee

Amazon AWS 4 Java 21,961,264 522 175 45 V1.0.1 a4j.sourceforge.net

Remote Invocation Fr. 1,212 169 79 24 V1.0 densebrain.com/rif/index.html

DSA Chat Program 2,807 292 303 33 V1.2.0 dsachat.sourceforge.net

GreenCow 3 2 0 1 2010-04-10 greencow.sourceforge.net

J2EE PetStore 1,011 437 150 58 2013-03-08 petsoar.sourceforge.net

Jdbacl 8,926 1,385 1,207 165 Revision 711 jdbacl.sourceforge.net

Omjstate 164 59 16 13 2009-09-06 omjstate.sourceforge.net

Beanbin 1,895 484 127 79 V1.0 beanbin.sourceforge.net

Joomla Template 1,215 200 81 22 V2.0 templatedetails.sourceforge.net

Inspirento 1,404 392 112 41 2013-03-08 sourceforge.net/projects/inspirento/

Method Cohesion An. 7,936 794 384 47 2005-11-21 jmca.sourceforge.net

Nekomud 807 37 22 8 Revision 16 nekomud.sourceforge.net

Geo-google 2,213 1,234 572 108 Revision 113 geo-google.sourceforge.net

Byuic 1,123 72 34 9 Revision 1 wiki.brilaps.com/wikka.php?wakka=byuic

SaxPath 958 305 80 12 V1.1.6 saxpath.org

JNI-InChI 647 207 52 14 Revision 279 jni-inchi.sourceforge.net

Java Wiki Bot Fr. 2,816 655 305 84 V3.0.0 jwbf.sourceforge.net

Lilith 33,581 7,230 2,529 762 2014-05-20 sourceforge.net/projects/lilith

*F=fields, M=Methods, C = Classes

5.3 Results

In test data generation with EvoSuite, many classes are impossible to cover by test cases EvoSuite is able
to generate (e.g. if there are environmental dependencies that EvoSuite cannot fulfil). In our experimental
evaluation, 13% of the classes fell into this category, with search showing no improvement. These cases
were not considered in the analysis of the results.

The difficulty an instance poses for a particular algorithm is typically measured by comparing the
quality achieved after a certain number of iterations compared to other algorithms (Xin et al., 2009).
For the purpose of these experiments, the fitness function described in Eq. 1 was used to assess the
quality of the solutions, and the suitability of the two optimisation schemes: a genetic algorithm with
only a mutation operator (GAM), and a genetic algorithm with both mutation and crossover (GAMC).
The fitness improvement shown in Fig. 1 is measured as the difference between the best fitness in the
first iteration and the best fitness in the final iteration, averaged over 30 trials.

The crossover operator combines test cases from different test suites, mixing the ’genetic’ information
from the two parents. The new solutions may look very different from the parents; a test suite that
takes half of the test cases from each parent shares only 50% of its genetic composition with them. The
mutation operator, on the other hand, introduces new information by changing a test case by either
adding, altering or removing statements, or adding a new test case in a test suite. The resulting solution
does not differ greatly from the parent solution, however, the improvement in fitness may be quite large.
For instance, consider the hypothetical case of a program with 3 of 4 branches covered by a test suite.

sourceforge.net/projects/tullibee
a4j.sourceforge.net
densebrain.com/rif/index.html
dsachat.sourceforge.net
greencow.sourceforge.net
petsoar.sourceforge.net
jdbacl.sourceforge.net
omjstate.sourceforge.net
beanbin.sourceforge.net
templatedetails.sourceforge.net
sourceforge.net/projects/inspirento/
jmca.sourceforge.net
nekomud.sourceforge.net
geo-google.sourceforge.net
wiki.brilaps.com/wikka.php?wakka=byuic
saxpath.org
jni-inchi.sourceforge.net
jwbf.sourceforge.net
sourceforge.net/projects/lilith
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Adding a single new statement as a test input which executes the uncovered branch increases the branch
coverage from 75% to 100%; i.e. around 33% improvement on the original solution.
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Fig. 1: The histograms of fitness improvement for genetic algorithm with only a mutation operator
(GAM), and a genetic algorithm with both mutation and crossover (GAMC). The dark colour represents
the common parts between both algorithms. The values are normalised over the 19 projects.

Fig. 1 shows that GAM produces larger fitness improvements compared to GAMC. In optimisation,
crossover is often useful as a means of making large jumps in the search space when mutation steps cannot
escape the attraction of a local optimum. Entrapment in local optima is a phenomenon in combinatorial
optimisation where certain choices are incompatible with other, inherently beneficial choices in that
they cause these choices to decrease the overall fitness of a solution. In terms of test suite generation,
entrapment in a local optimum is only conceivable if an existing test case conflicts with a desirable test
case to the effect that the fitness of the suite deteriorates if both test cases are present, rendering the
incremental improvement of the solution impossible - adding the desirable test case worsens the quality,
and the solution is likely to be removed during selection.

In the current problems, adding another test case that does not improve the coverage metrics causes a
plateau in the landscape. The fitness stays the same, since there is no penalty for the length of the suite.
Hence, mutations are able to improve the fitness incrementally, and there is no benefit in using crossover.
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(b) Method coverage.

Fig. 2: Boxplots of branch and method coverage for all problem instances and the two optimisation
schemes.

However, the difference in the performance of the two implementations investigated in this study is not
very large, especially when compared in terms of method coverage (calculated as the number of methods
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covered, divided by the number of total methods), as shown in Fig. 2. Nevertheless, GAM achieves better
branch coverage (Fig. 2a).

To investigate the behaviour of the two optimisation schemes, we analysed the additional information
provided by the metrics applied during the search: the PIC, described in Eq. 7, the negative slope
coefficient, defined in Eq. 10, and the change rate, given in Eq. 11. To investigate the benefit of the
metrics, we correlated them with the final fitness and the method and branch coverage criteria. The
solution fitness (Eq. 1) is designed to incorporate both the branch and method coverage criteria. Since
the fitness function combines both criteria, it is meaningful to investigate how the optimisation result
and the metrics correlate with the intended goals as well as the formulation of the goals. The correlation
coefficients are depicted in Fig. 3.
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Fig. 3: Correlations between fitness (F) and fitness landscape characterisation metrics Branch Coverage
(BC), Change Rate (CR), Method Coverage (MC), Delta Change (DC), Negative Slope Coefficient (NSC)
and Population Information Content (PIC).

The medium positive correlation between solution fitness (F) and PIC indicates that given the current
problem, it seems to be detrimental for the outcome if the GA improvements alternate with non-improving
iterations. High PIC values indicate that the population has many improving iterations which are flanked
by iterations that do not improve on the incumbent best solution. The positive correlation with the fitness
indicates that the fitness deteriorates with the number of improving moves.

This counterintuitive observation is confirmed by the change rate, which records the number of im-
provements over the iterations. In the case of GAMC, the correlation with fitness is medium and almost
of equal strength as the correlation between PIC and fitness. In the case of GAM, the correlation between
fitness and CR is lower than that of fitness and PIC, suggesting that successive improvements are less
detrimental to quality than improvements interspersed with periods of stagnation. Fig. 1 illustrates that
the majority of the improvements in the test suite generation problem are quite small in scale. A few
very good moves improve the fitness by almost half. The medium positive correlation between PIC and
CR shows that when the improvements are more numerous, many of them are flanked by non-improving
iterations. The correlation is similar for GAMC and GAM.

To verify the notion that larger improvements are more beneficial in this problem than numerous small
ones, we recorded the average differences made in each improvement and divided it by the number of
changes made over the iterations. Interestingly, the correlation between DC on the one hand and PIC/CR
on the other are very weak in the case of GAM but almost medium with PIC when considering GAMC.
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When crossover is used, larger improvements flanked by stagnation appears to be the predominant way
of finding better quality solutions.

While DC hardly correlates with the fitness, it has a weak but not negligible correlation with MC
(but not BC) in the case of GAMC, which suggests that the large improvements made by the crossover
benefit the method coverage more than the branch coverage.

The negative slope coefficient (NSC) hardly correlates with the fitness at all. Since NSC only records
negative fitness developments, the best possible NSC is zero. The results so far have suggested that the
landscape formed by the problem and the GA implementations has few improvements and many plateaus.
In such a landscape, the NSC is not able to make significant distinctions between the instances.
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Fig. 4: Correlations between properties of the problem and fitness achieved by the search. |B|/|M| is
defined as the proportion of branches to methods.

A somewhat disconcerting observation is the fact that the correlation between the fitness function and
the properties it is intended to quantify, the method and branch coverages, is rather weak. The correlation
between method coverage and fitness is negligible, whereas there exists at least a weak correlation between
fitness and branch coverage, which is slightly higher if the crossover operator is used. It is expected that
crossover leads to more deteriorations in fitness, whereas mutation alone is likely to maintain equal fitness
between iterations. In case the fitness deteriorates, the fitness function is in a better position to guide
the search than when plateaus are encountered.

Fig. 4 suggests that there is a strong correlation between the ratio of branches to methods when
crossover is used. When there are few methods per branch, more branches have to be covered to achieve
a good fitness. Since the fitness is to be minimised, the stronger correlation with GAMC indicates that
such problems are harder to solve when crossover is used.

5.4 Threats to validity

This section discusses the threats to internal, external and construct validity that could affect the results
obtained from the experimental evaluation.
Threats to internal validity result from the experimental setup as described in Section 5.1. This setup is
in line with the previous studies in the area of search-based software testing using EvoSuite. We did not
perform any parameter tuning before the experiments and selected standard parameters. Our choice not
to perform any parameter tuning is influenced by the experimental evaluation of Arcuri and Fraser (2011,
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2013), which specifically focusses on search-based software testing with EvoSuite. The conclusion of the
experimental evaluation on parameter tuning is that the parameters have an effect on the performance
of the genetic algorithm, however, the default values from the literature are sufficiently good to run
meaningful experiments.
Threats to external validity relate to the generalizability of the results. The main threat is the relatively
low number of 19 example systems that are used to perform the experiments on. However, to avoid any
bias we randomly selected these programs. To improve the generalizability, the study should be extended
to additional example programs. To further reduce the threats to external validity also closed source
programs in an industrial setting similar to Matinnejad et al. (2015) should be used to investigate the
search space for the automatic test case generation problem.
Threats to construct validity can be identified in two metric categories, namely the metrics that measure
the quality of the generated test suites and metrics that provide information about the fitness landscape.
In the first category, our study shares the same weaknesses as other approaches in the area of search-based
software testing (Ali et al., 2010b), since we re-used the standard fitness function taken from Fraser and
Arcuri (2013). The basic question is, if metrics like the code and branch coverage are good indicators to
evaluate the quality of a test suite.

The second category, is concerned with metrics that evaluate characteristics of the fitness landscape.
Since this is the main focus of this study, we took special care and selected multiple metrics to better
understand the problem. Consequently, based on this diversity of metrics we reduce the potential threats
to construct validity. The selection of the metrics, namely the change rate, delta change, population
information content, negative slope coefficient and the number of improvements during the evolution
progress, is consistent with the state of the art in the area of fitness landscape characterisation (Pitzer
and Affenzeller, 2012; Smith et al., 2002). For the individual metrics, we used the Population Information
Content (PIC) as a GA-specific alternative for the Information Content (IC). The PIC metric is influenced
by the decision made during the search process, as high quality solutions survive from one iteration to
the next. As a result, the sampling process no longer constitutes a random walk as in information content
calculations. Instead the PIC uses a population-based walk that favours fitter regions of the fitness
landscape. Pitzer and Affenzeller (2012) acknowledge that based on the selective sampling of population-
based walks, the results of the PIC metric cannot be generalized to the entire fitness landscape, however
PIC can still be used as an evolvability metric, which is exactly intended by our study since we aim to
measure the chances of the population to improve.

6 Conclusion

In this article, we performed a descriptive study that analyses the fitness landscape of search-based
software testing problems. This study used 19 programs and the EvoSuite tool (Fraser and Arcuri, 2013)
to shed some light on the relationship between problem features, fitness landscape characterisation metrics
and the specific algorithm performance. The main outcomes of this paper are:

1. Due to the nature of the objective function formulation given in eq. 1 the search space is rather poor
in gradients to local optima, which renders the use of crossover operators as a means of escaping local
optima rather useless. This is contraire to the usual behavior of crossover operators. Our observation
is especially supported by the values of the NSC that suggest that we have a search space that is
unimodal or has very few modes and large benches of equal fitness.

2. The search tends to achieve better results if it makes improvements contiguously, rather than when
improvements are flanked by stagnation. This confirms the assumption that better optima are found
at the end of longer gradients.

3. The correlation between the fitness and the change rate indicates that fewer improvements over the
iterations lead to better quality solutions.

4. The ultimate goal of the optimisation problem is to optimise branch and method coverage. Both
feature as factors in the objective function, which, however, shows little correlation with the method
coverage and only a weak correlation with the branch coverage. This suggests that the reformulation
of the objective function might have a great potential for improving the optimisation process and
possibly the quality of the outcome.

In the future, the investigation of the fitness landscapes created by other formulations of coverage
criteria is a priority. For large software systems, the mapping of the test inputs to the objective function
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is computationally expensive, and in most cases infeasible. In flat landscapes of many plateaus, the search
has little guidance and many iterations are wasted on non-improving changes. One of the priorities is to
reformulate the fitness function to avoid this and reapply landscape characterisation metrics to ensure
the search progresses as efficiently as possible. In future work, we will investigate a stopping criterion
based on statistical significance tests to decide when the sampling should stop.
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