Let the ants deploy your software - An ACO based deployment optimisation strategy
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Abstract—Decisions regarding the mapping of software components to hardware nodes affect the quality of the resulting system. Making these decisions is hard when considering the ever-growing complexity of the search space, as well as conflicting objectives and constraints. An automation of the solution space exploration would help not only to make better decisions but also to reduce the time of this process. In this paper, we propose to employ Ant Colony Optimisation (ACO) as a multi-objective optimisation strategy. The constructive approach is compared to an iterative optimisation procedure - a Genetic Algorithm (GA) adaptation - and was observed to perform suprisingly similar, although not quite on a par with the GA, when validated based on a series of experiments.
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I. INTRODUCTION

The quality of software-intensive systems is highly dependent on the design decisions that map software components to hardware hosts [12], [16]. As an example, the deployment of two components implementing two safety-critical functions to the same host may compromise safety due to common cause failures. On the other hand, the performance of the overall system decreases when frequently interacting components are deployed to different hosts. Engineers have to choose from combinatorial design options increasing exponentially with the number of components.

Moreover, the design of software-intensive systems becomes more challenging [20] due to the conflicting nature of the quality requirements such as safety, reliability and performance, just to mention a few. The industry has recognised [3], [20] that automatic methods are needed to support engineers in exploring the design space and finding good solutions. To cope with the conflicting quality requirements multi-objective optimisation strategies are needed. Due to the complexity of the problem, approximate methods are required which find acceptable solutions quickly. These can be grouped into two main categories, namely iterative and constructive algorithms [2].

For the component deployment optimisation mostly iterative methods and specifically evolutionary algorithms (EAs) [5], [16], [17], [18], [19], [22] have been used. EAs are easy to implement and have proved to be robust on complex search spaces [11].

Constructive algorithms have not yet received this degree of attention in the component deployment domain. Although constructive algorithms may stagnate, they often converge quickly and produce diverse solutions [2]. One of the best representatives of constructive algorithms is Ant Colony Optimisation (ACO) [7].

In this paper, we investigate the applicability of ACO-based algorithms to solving component deployment problems with multi-objective optimisation strategies. Consequently, we adapt the Pareto-Ant Colony Optimisation (P-ACO) proposed by Doerner et al. [6] to this optimisation domain and compare it with the Multi-Objective Genetic Algorithm (MOGA). P-ACO is an extension of ACS [4], which is one of the most successful ACO algorithms [23]. To evaluate the performance of the algorithms we use four component deployment problems and run a series of experiments for each of the optimisation algorithms. To compare the results of these experiments we use summary attainment surfaces [14] and the hypervolume indicator [24].

In summary the main contributions of this paper are as follows:

- We formulate software deployment as a multi-objective, multi-constraint optimisation problem and solve it with an adapted ACO optimisation algorithm.
- We compare the performance of P-ACO with MOGA by performing a set of experiments and comparing the summary attainment surfaces and the hypervolume indicators for the obtained pareto fronts.

II. COMPONENT DEPLOYMENT OPTIMISATION MODEL

The notion of a deployment architecture for an embedded system refers to the allocation of software components to hardware hosts and the assignment of inter-component communications to network links. We model the embedded system as a set of components (software) and a set of hosts (hardware) as listed below.

The decisions regarding the deployment architecture influence not only the functional attributes, but also the quality of the resulting system, which, as pointed out in the literature, e.g. by Papadopoulos and Grante [18], is at least as important as its functionality. The quality of the system is commonly measured in terms of non-functional quality attributes such as safety, reliability, performance and maintainability. The goal is to find the best possible alternatives as quickly as possible.
Finally, the memory constraint checks whether the host has enough memory to perform the tasks of the component. Moreover, the co-localisation constraint restricts the allocation of two software components to two different hosts. Finally, the memory constraint checks whether the host has enough memory to perform the tasks of the component.

For our approach, two non-functional quality attributes are considered, i.e. Data Transmission Reliability (DTR) and Communication Overhead (CO) as defined by Malek [15]. In an embedded system, sophisticated data recovery mechanisms, like re-transmission, are discouraged. The deployment architecture should be designed such that it minimises the overhead enforced by the data communication for a given set of system parameters. As a network- and deployment-dependent metric, the overall communication overhead of the system is used to quantify this aspect. The deployment problem has therefore been modelled as a biobjective problem.

The deployment problem imposes a number of constraints, such as the localisation constraint which restricts the allocation of a software component to a specific hardware host. Moreover, the co-localisation constraint restricts the allocation of two software components to two different hosts. Finally, the memory constraint checks whether the host has enough memory to perform the tasks of the component.

In the current work, P-ACO has been applied to the component deployment problem. The implementation of the algorithm for the problem at hand is based on the P-ACO algorithm, which has been adapted to the component deployment problem as described below. To compare the results of this new approach, the Multi-Objective Genetic Algorithm (MOGA) is used, whose main steps are also given in the following subsection.

### III. Algorithm Description

#### A. Ant Colony Optimisation

In ACO, ants build a solution by adding randomly selected components and assigning them to hosts. Assignments are made stochastically biased by the pheromone levels on the component/host assignment for each objective. While moving from one component to another, constraints \( \Omega \) are used to prevent ants from building infeasible solutions.

Ants are prevented from making infeasible assignments. The choice of feasible assignment is made according to the pseudo-random-proportional rule first devised in [8]. Assuming a set of 'feasible' hosts \( H = \{ h_1, h_2, ..., h_H \} \), a feasible move is made:

\[
\hat{h} = \begin{cases} 
\arg \max_{i \in H} \left\{ \left( \sum_{k=1}^{K} (w_k \cdot \tau_i^k) \right)^\alpha \right\} & \text{if } q \leq q_0, \\
\dot{h} & \text{otherwise}
\end{cases}
\]

where \( q \) is a uniform random number and \( q_0 \) is a parameter set by the user in the interval \([0,1]\). It determines whether the host with the maximum pheromone value is chosen with a probability of 1. If \( q > q_0 \), the random-proportional rule is applied, symbolised by \( \dot{h} \) in the above equation.
defined as the probability distribution used for the ‘non-greedy’ choice, where the host is chosen according to its proportion of pheromone:

\[ P_h(x) = \begin{cases} \frac{\sum_{k=1}^{m} (w_k \cdot \tau_h^k)^\alpha}{\sum_{c \in C} (\sum_{k=1}^{m} (w_k \cdot \tau_c^k)^\alpha)} & \text{if } (c, h) \\ 0 & \text{otherwise} \end{cases} \]

Here, as in the previous equation, \( K \) is the number of objectives to be optimised. A separate pheromone table is kept for each of the objectives. To determine the total proportion of pheromone per host for the choice of next assignment, weightings \( w_k \) are generated randomly for each objective and ant as defined in [13].

The local pheromone update rule decreases the pheromone values with every component/host assignment as follows:

\[ \tau_h^k = (1 - \rho) \cdot \tau_h^k + \rho \cdot \tau_0 \]

where \( \rho \) is the evaporation rate in the interval \([0,1]\). After \( m \) new feasible system deployments, the pheromone tables of each objective are changed according to the global pheromone update rule:

\[ \tau_h^k = (1 - \rho) \cdot \tau_h^k + \rho \cdot \Delta \tau_h^k \]

The pheromone information on a component/host assignment pair is increased by a quantity \( \Delta \tau_h^k \) if a component/host assignment is part of the best solution according to the respective objective. The global pheromone update is based on the best and second-best deployments for each objective, with half the base pheromone quantity \( \Delta \tau_h^k \) allocated on component/host pairs belonging to the second-best solution. The performance of the algorithm has been reported to show little sensitivity to these parameters [6]. During this exploration process, the nondominated solutions are stored in a separate approximation set.

Finally, the new deployment solutions are assessed for dominance of the solutions in the approximation set. If a newly created solution dominates at least one solution in the approximation set, it is added and all deployments dominated by it are removed.

B. Genetic Algorithm

The Genetic Algorithm maintains a population of solutions that evolve simultaneously by means of the genetic operators. For the purpose of the current work, it is meaningful to model the individuals as arrays of component/host assignments. For the deployment problem, the MOGA individual consists of a gene array of length \( |C| \), where each gene specifies the host the respective component has been assigned to.

The MOGA starts with a set of \( n \) randomly selected system deployments as initial population. After the initialisation, the single-point crossover and mutation operators are applied according to predefined crossover and mutation rates. The mutation operator changes two random assignments by swapping the hosts between two components.

Feasible individuals are added to the population. The selection operator removes as many individuals as needed to maintain the prescribed population size \( n \) by eliminating the worst-performing individuals. To determine the performance, the new solutions are evaluated applying the proportional selection strategy defined by Fonseca and Fleming [10], considering each objective function in turn.

The new population is subsequently screened for individuals which dominate solutions in the approximation set. These are added, and the dominated solutions are removed from the approximation set.

IV. Validation

A. Experimental set

The performance of the P-ACO and MOGA algorithms was tested using the Archetopterix [1] tool on four representative datasets, as detailed in Table I. To obtain a fair comparison between different algorithms, the generally accepted approach is to allow the same number of function evaluations for each trial [21]. The test instances have been generated according to the problem descriptions formalised by Mikic-Rakic et al. [16] as well as Malek [15].

B. Algorithmic settings and parameters

P-ACO uses \( m = 10 \) ants for each iteration, after which the pheromone map is updated. It uses a local pheromone evaporation rate of \( \rho = 0.1 \) and a 40% greedy choice of next assignment \( (q_0 = 0.4) \), as well as an increase of \( \Delta \tau_h^k = 10 \) for the best, \( \Delta \tau_h^k = 5 \) for the second-best solution. The initial pheromone values are \( \tau_0 = 1 \).

The MOGA implementation uses a population size of 2000 deployments \((n = 2000)\), which are initially created uniformly randomly. The mutation and crossover rates are set to 40% with elitism in the sense that we do not replace fitter solutions in the population.

C. Experimental Results

As stochastic solvers do not provide solutions predictably, results concerning the performance of stochastic solvers are usually reported as mean values over repeated trials. For the current comparison, all algorithms were granted 25 000 function evaluations per trial with 50 repeats.

Averaging over multiple pareto fronts is not a meaningful reporting method. Researchers commonly use the ‘summary attainment surface’, the hypersurface created when connecting the \( n - th \) intersections of the plots, as developed by Knowles [14] on the basis of seminal work by Fonseca and Fleming [9].
and can be expected to work well with highly constrained
for finding solutions to multi-objective multi-constraint
which it stagnates. MOGA continues to improve throughout
the non-dominated set. The average, minimum and maxi-
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between the approximation set surface and a fixed point
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reliability, whereas the GA seems to work more on the data
is difficult to decide which algorithm performs better. P-
minimising the communication overhead. For legibility, the communication overhead has been inversed (x axis), so that both objectives can be maximised. Figure 1 shows the summary attainment surfaces for two of the four datasets in two dimensions. Looking at the 50% summary attainment lines of both algorithms it is difficult to decide which algorithm performs better. P-ACO seems to improve predominantly the data transmission reliability, whereas the GA seems to work more on the data communication overhead, a possible indication that the two algorithms might complement each other.

Other metrics for comparing the performance of multi-
objective optimisers exist. Zitzler et al. [24] recommend
the hypervolume indicator. It measures the hypervolume
between the approximation set surface and a fixed point in the result space. The most intuitive reference point is zero in each dimension, which is the value used in our reporting. The 50 trial outcomes for each algorithm were used to establish the hypervolume (a simple surface in two dimensions) between (0.0, 0.0) and the objective values of the non-dominated set. The average, minimum and maximum values are listed in Table II.

The data shows that MOGA outperforms P-ACO consist-
tently on all aggregates of the hypervolume indicator. In the hypervolume development graphs, exemplified in Figure 2 by values from one of the four datasets, P-ACO improves more rapidly than MOGA during the first iterations, after which it stagnates. MOGA continues to improve throughout the remainder of the trials.

V. Conclusions and Future Work

In this paper we have investigated the use of P-ACO [6] for finding solutions to multi-objective multi-constraint component deployment problems and compared it with a MOGA application to the same problem instances. ACO-based algorithms are constructive optimisation algorithms and can be expected to work well with highly constrained problems. The P-ACO implementation finds a diverse set of solutions quickly. However, in the long run the optimisation progress stagnates. The use of a local search in combination with ACO has been recommended [8] in order to address this issue. In our future work we are therefore interested to combine the qualities of the two algorithms in a hybrid approach, which has showed promise in preliminary work. We further plan to integrate additional quality attribute eval-

![Figure 1. Summary attainment surfaces for 2 problem instances (datasets). The solid lines represent the ‘mean’ (intersection of the 25th of 50 plots), the dotted lines are the quartiles (intersection of 12th and 38th line respectively). The goal is to maximise the data transmission reliability (y axis) while minimising the communication overhead. For legibility, the communication overhead has been inversed (x axis), so that both objectives can be maximised.](image1)

![Figure 2. Development of the hypervolume as the algorithms progress.](image2)

<table>
<thead>
<tr>
<th></th>
<th>15h/34c</th>
<th>20h/45c</th>
<th>25h/54c</th>
<th>30h/60c</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MOGA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>min</td>
<td>0.0048</td>
<td>0.0016</td>
<td>0.0020</td>
<td>0.0015</td>
</tr>
<tr>
<td>max</td>
<td>0.0054</td>
<td>0.0018</td>
<td>0.0021</td>
<td>0.0017</td>
</tr>
<tr>
<td>mean</td>
<td>0.0051</td>
<td>0.0017</td>
<td>0.0020</td>
<td>0.0016</td>
</tr>
<tr>
<td><strong>P-ACO</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>min</td>
<td>0.0043</td>
<td>0.0014</td>
<td>0.0017</td>
<td>0.0014</td>
</tr>
<tr>
<td>max</td>
<td>0.0050</td>
<td>0.0016</td>
<td>0.0018</td>
<td>0.0016</td>
</tr>
<tr>
<td>mean</td>
<td>0.0046</td>
<td>0.0015</td>
<td>0.0018</td>
<td>0.0015</td>
</tr>
</tbody>
</table>

Table II

Hypervolume Indicators for Algorithms MOGA and P-ACO. Higher values indicate better performance.
uation models. For the comparison and the use of additional evaluation models our tool Archeopterix [1] will be used as the experimental platform.
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