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Abstract. Mobile mining is about finding useful knowledge from the raw data 
produced by mobile users. The mobile environment consists of a set of static 
device and mobile device. Previous works in mobile data mining include find-
ing frequency pattern and group pattern. Location dependency was not part of 
consideration in previous work but it would be meaningful. The proposed 
method builds a user profile based on past mobile visiting data, filters and to 
mine association rules. The more frequent the user profiles are updated, the 
more accurate the rules are. Our performance evaluation shows that as the 
number of characteristics increases, the number of rules will increase dramati-
cally and therefore, a careful choosing of only the relevant characteristics to 
ensure acceptable amount of rules. 

1   Introduction 

Data mining is the process of mining useful knowledge out from a set of raw data. 
Classical data mining aims to find out knowledge such as association rule [2], se-
quential pattern [3]. Time series analysis [9-11] can also be applied by using data 
mining methods so that patterns which are relevant to the decision maker can be 
found. Mobile data mining [4-7, 12, 13] involves finding out useful knowledge out 
from mobile users. Outcomes of mobile data mining includes frequency pattern [5], 
group pattern [13] and parallel pattern [6, 7]. 

Data mining has now entered a new era of research focusing on analysing the 
event sequences that is happening in a mobile environment. This is known as mobile 
data mining [5-7]. The essence of mobile data mining consists of a sequence of 
events happening over a time series, along with the ability of mobile units to be able 
to move within the coverage area. Processing power and memory capacity of mobile 
equipment is expensive and could occasionally be down due to poor receptions. 

This paper describes the process of location based data mining in the mobile envi-
ronment by using user profile method. There are different kinds of mobile devices in 
the mobile environment. These include the mobile phone, Personal Digital Assistant 
(PDA), laptop and car. Some of these mobile devices have the ability to reply a sig-
nal back to the static station and some mobile device either cannot or is too expensive 
to reply a signal back. 
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2   Background 

The mobile environment described in this paper consists of a set of mobile devices, 
which can be mobile phone, PDA and many more. The static devices described in 
this paper are devices such as the wireless access point, which stays static in a par-
ticular location over time, which mainly have two purposes. First, it is to provide 
resources to the mobile devices such as bandwidth. Second, it is to record the user 
visiting data by identifying a particular mobile device in the mobile environment. 
The static device will regularly send the list of mobile users to a central location, 
which contains the user profile, and update the user profile. 

The concept of location dependency described in this paper means the relationship 
of the knowledge about mobile user produced which are closely associated with the 
particular location. Location dependent knowledge is useful for decision making in 
relation to a particular location. Often, a decision unit is limited to a particular loca-
tion and therefore, location dependency will support the decision unit. 

A related work in mobile mining is group pattern mining [13]. Group pattern [13] 
aims to find out a set of group, which are nearby to each other over a distance and 
time. A frequency pattern is produced from the mining of raw data of mobile user 
based on their physical distance data, and time series data. A group of mobile users 
can be qualified as a group pattern when they meet the criteria of both physically 
close to each other below a certain distance threshold, and being physically close to 
each other over a certain time threshold [13]. 

3   Proposed Method 

3.1   Initial Requirements 

In a mobile environment, it consists of a set of mobile devices and also a set of static 
devices, which tends to be the access points for the mobile devices providing band-
width for communication and authentication for mobile network access. Each of the 
static devices have a set of characteristics, (c1, c2, …, cn). These characteristics                
can be generic characteristics such as entertainment, sports, education, shopping to              
more detailed characteristics such as comedy.entertainment, badminton.sports, 
law.education arranged by means of hierarchical organisation. 

3.2   Raw Mobile Data Collection 

As mobile devices moves along these static devices, the mobile devices are config-
ured in such a way that it will transmit a identification signal at regular time interval 
which can be the hardware address and is unique worldwide, thus the ability to 
uniquely identify a particular mobile device. At the static device end, these signals 
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are received and recorded. At the end of the process, the raw data collected from the 
static devices will consist of the following format: (device_id, static_device_id). 

The device_id is the unique identification mark of the mobile device. The 
static_device_id is the unique identifier for the static device. The raw data from each 
static device can then be gathered and be represented by the following format {de-
vice_id, static_device_id[(c1, c2, …, cn)]}. As the mobile users moves along the 

static devices, user profiles are generated at the same time. 

3.3   User Profile Updating Process 

User profile consists of a set of characteristics, which the users enjoy. The set of 
characteristics are found from the static device, as the characteristics are pre-
recorded. The more the mobile users visits a particular static device, the set of char-
acteristics listed in the static device will be updated to the user profile more often.     

Each mobile user characteristics have a value of 0 % to 100%. The higher the per-
centage, the higher the indication of the mobile user has visited the static device re-
cently and frequently. Mobile user identification and the list of characteristics repre-
sent a user profile. A list of user profiles that visited a particular location is then 
extracted, and passed to the data mining system to find out association rules from the 
list. The result of this process is a list of association rules with support% and confi-
dence% that if characteristic1 and characteristic2 is higher than the characteris-
tic_threshold in one of the user profile, characteristic3 will also be higher than the 
characteristic_threshold in the same user profile. A user profile with a characteristic 
higher than the characteristic_threshold would mean that the particular user visits 
locations, which contain those characteristics. 

3.4   Algorithms for Proposed Method 

The algorithm for assigning characteristics is described as below. Each location is 
equipped with a static device, which can be used to communicate with mobile device. 
Each static device is assigned to a list of characteristics that represents the overall 
theme of the location, such as {trainstation.transport, cinema.entertainment, gro-
cery.shopping} may represent a train station, with a cinema and grocery shopping 
center nearby the wireless coverage area. 

Figure 1 provides the algorithm and result of user profiling. The VisitedLocation 
contains a list of characteristics that a particular location contains, such as a list of 
{badminton.sports, comedy.entertainment}. The identified characteristics are then 
added into the mobile user profile, with each characteristics an assigned percentage 
value, such as {badminton.sports=0.5, comedy.entertainment=0.3} and if the location 
contains comedy.entertainment, the list will become {badminton.sports=0.5, com-
edy.entertainment=0.33}. 
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Function Train User Profile (MobileUser, VisitedLocation) { 
VisitedLocation = V; 
MobileUser.Update (V.Char1, V.Char2, …, V.Char3) 
# MobileUser.Char1 = MobileUser.Char1 + (MobileUser.Char1 * V.Char1/ 10) 

} 
User Profile Database { 

User A = {comedy.entertainment=0.7, badminton.sports=0.8, law.education=0.5} 
User B = {comedy.entertainment=0.4, badminton.sports=0.3, law.education=0.9} 
User C = {trainstation.transport=0.8, grocery.shopping=0.5, drama.entertainment=0.4} 
User D = {comedy.entertainment=0.6, badminton.sports=0.5, infotech.education=0.4} 

} 

Fig. 1. Algorithm to Train User Profile & User Profile. 

As the visiting location of the mobile user data are being collected, they are used 
to train the user profile database to better represent the overall life picture of the mo-
bile user. The static device then starts to collect the identification code of the mobile 
device over a certain period of time. The result of this data collection would be: Lo-
cation1 = {User A, User C, User D}. The algorithm to retrieve the user profile record 
is described as below. 

The list of user profile retrieved is then passed to a mining algorithm, such as as-
sociation rule mining algorithm. In the above example, the user profiles retrieved are 
as below. The confidence value for both comedy.entertainment and badminton.sports 
coexist in the same transaction is = 2/3 = 66%. Considering the threshold value is 
55%, this association rule exists. Therefore, the conclusion for this mining exercise is 
that, the current location has a cinema.entertainment background. Although most 
mobile users visited this location has a cinema.entertainment profile, it is found that 
mobile users who visited this particular physical location not only likes the location 
theme but also likes comedy.entertainment and badminton.sports at the same time. 

Function Retrieve Profile (UserList) { 
    Return UserList.1, UserList.2, UserList.3, …, UserList.N; 
} 
User A = {comedy.entertainment=0.7, badminton.sports=0.8, law.education=0.5} 
User C = {trainstation.transport=0.8, grocery.shopping=0.5, drama.entertainment=0.4} 
User D = {comedy.entertainment=0.6, badminton.sports=0.5, infotech.education=0.4} 

Fig. 2. Algorithm to Retrieve User Profile & User Profile Structure. 

Figure 2 is useful for the decision makers to make a more informed decision by 
having the knowledge of the association of interests of the mobile users that visited a 
particular physical location, which was found based on the overall life picture of the 
mobile user. 
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4   Performance Evaluation 

The performance evaluation was tested on a Pentium IV machine, equipped with 
384MB of RAM. The association rule mining [2] process for the performance testing 
lasts from 1 second to 7 seconds. Three sets of data are generated. The first set is 
random data, which has been generated from random.org [8]. The random data set is 
random in terms of the display of random integer of 1 or 0 based on atmospheric 
noise. The source data consists of 200 records of mobile users visiting a particular 
location. The association rule mining software is XLMiner Demo Version [1]. 

The set of random data is labelled as Random. An integer of 1 will represent that 
the user characteristics has reached greater or equal to the acceptable threshold, say, 
60%. Every single piece of data in Random has equal chance of occurring. The other 
set of data, R2, is produced from Random. R2 aims to show the repetition character-
istics of mobile users and aims to produce more repetitions of similar user character-
istics in the list. In R2, the first two records are repeated every next eight mobile 
users. 

The dataset R4, which have the concept similar to R4, is obtained from Random 
with the first four record repeated every six mobile users. This shows a much more 
repetition of similar user characteristics for mobile users visiting a particular mobile 
location. There are instances when the number of rules is too high and the system 
refused to output to prevent crashes. 
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Fig. 3. Performance Chart Using Various Supports. 

Figure 3(a) above has shown a gradual steady increase in the number of associa-
tion rules [2] as the number of user characteristics increases for the Random dataset. 
However, the number of association rules becomes too many to the extent that the 
data mining software have rejected the mining process at 15 user characteristics level 
for dataset R2 and R4. Figure 3(b) have shown that with the support=50, confi-
dence=50, the number of rules generated from Random, R2 and R4 increases gradu-
ally. There are more rules found in R2 than R4, and there are more rules found in R4 
than Random. All dataset have a gradual increase over the number of user character-
istics. Figure 3(c) have shown that with the support=80, confidence=50, the number 
of rules generated from R2 and R4 are non linear. For Random, due to the nature of 
random data which every single number have equal chance to occur, no rules are 
generated with stronger support threshold. From the graph, it can be seen that R4 
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always have lesser rules found than R2. At the point of 25 user characteristics, the 
magnitude of difference is relatively lesser than other readings. But overall, R2 and 
R4 increase over the number of user characteristics. Figure 3(c) also have the y-axis 
range from 0 to 100 because the range of number of rules significantly reduces as the 
support threshold is increased, thus only rules with very high confidence are pre-
sented. 

The conclusion is increase of user characteristics leads to significant increase in 
the number of association rules [2] mined. In Figure 3(c), Random set increased in a 
steady fashion, but R2 and R4 have generated too much rules by 15 characteristics. 
This suggests that when mining is performed ensure to choose only the relevant set 
of characteristics for quicker and more relevant rule generation. 

5   Conclusion and Future Work 

User profile being represented as a set of characteristics and percentage value repre-
sents how much the user is likely to be involved with a particular characteristic, 
based on past information. The more frequent the user profile is updated, the more 
meaningful the user profile. It was found that as the number of characteristics in-
creases, the number of rules found increased significantly. Therefore, careful choos-
ing of the set of characteristics of user profile should be done before mining the 
source data in order to improve performance and economy. 

Future work is to find out time dependent knowledge of location based knowl-
edge. Time dependent knowledge involves putting a timestamp for each knowledge 
found and gives an expiry date for each knowledge. 
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