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Dusty gas with SPH – I. 2355

Figure 5. As in Fig. 4 but using only the double-hump cubic kernel with
a range of drag coefficients K = 0.01, 0.1, 1, 10 and 100 (top to bottom,
solid/black lines), compared with the exact solution in each case given by
the long-dashed/red lines.

can be improved – at considerable cost – by increasing the ratio of
smoothing length to particle spacing (i.e. the neighbour number).
By comparison, use of the double-hump cubic spline kernel gives
errors !0.1 per cent (solid/black line) with no additional overhead
in terms of cost.

4.2.3 DUSTYBOX: effect of drag coefficient and dust-to-gas ratio

Fig. 5 is identical to Fig. 4 but for a range of drag coefficients
K = 0.01, 0.1, 1, 10 and 100, compared to the exact solution in
each case given by a solid/black line. Irrespective of the value of
K, both gas and dust velocities relax to the barycentric velocity
(vg = vd = 0.5) in a few stopping times ts = (ρ̂gρ̂d)/[K(ρ̂g + ρ̂d)].
Using the double-hump cubic, an accuracy between 0.1 and 1 per
cent is achieved in all cases (long dashed/red lines).

Fig. 6 is similar, but varying the dust-to-gas ratio using ρ̂d/ρ̂d =
0.01, 0.1, 1, 10 and 100 (achieved by varying ρ̂d with ρ̂g = 1) and
using K = 1. This changes both the drag stopping time and the
barycentric velocity towards which the system relaxes. Here again,
an accuracy between 0.1 and 1 per cent is achieved in all cases.

4.3 DUSTYWAVE: sound waves in a dust–gas mixture

The exact solution for linear waves propagating in a dust–gas mix-
ture (DUSTYWAVE) has been presented by Laibe & Price (2011a).
We have performed a series of tests involving the propagation of a
sound wave along the x-axis in both one and three dimensions in a
periodic box, adopting the set-up described in table 2 of Laibe &
Price (2011a). The DUSTYWAVE problem is more complex than the
DUSTYBOX problem as the motion of the mixture is driven by both
the drag and the gas pressure.

Specifically, Laibe & Price (2011a) derive the dispersion relation

ω3 + iK
(

1
ρ̂g

+ 1
ρ̂d

)
ω2 − k2c2

s ω − iK
k2c2

s

ρ̂d
= 0, (97)

Figure 6. As in Figs 4 and 5 but varying the dust-to-gas ratio ρ̂d/ρ̂d =
0.01, 0.1, 1, 10 and 100 (top to bottom, solid/black lines) and a fixed drag
coefficient K = 1 using the double-hump cubic kernel. Exact solutions for
each case are given by the long-dashed/red lines.

for solutions in the form ei(kx−ωt). At high drag, equation (97)
can be expanded in a Taylor series, which to first order
gives

ω = ±kc̃s − i
ρ̂gρ̂d

K(ρ̂g + ρ̂d)
k2c2

s

(
1 − A2

2

)
, (98)

where the effective sound speed is defined according to

c̃s ≡ csA = cs

(
1 + ρ̂d

ρ̂g

)−1/2

. (99)

The first term of equation (98) gives the propagation of the cen-
tre of mass of the mixture at the effective sound speed c̃s. The
second term corresponds to a corrective dissipative term since
A ∈ [0, 1].

4.3.1 DUSTYWAVE: set-up

The equilibrium state is characterized by the two phases at rest
where the gas sound speed and both gas and dust densities are set
to unity in code units. In one dimension, this is achieved by placing
equally spaced particles in the periodic domain x ∈ [0, 1]. For the
3D simulations, the tests are run in a periodic box x, y, z ∈ [0, 1]
with gas particles set up on a regular cubic lattice and dust particles
set up on a cubic lattice shifted by half of the lattice step in each
directions. As previously, no artificial viscosity is applied. We set
the relative amplitude of the perturbation to 10−4 in both velocity
and density in order to remain in the linear acoustic regime for which
the solution in Laibe & Price (2011a) is derived (we have verified
that running the same simulations setting the relative amplitudes to
10−8 gives the same results). The density perturbation is applied
to the particles as described in appendix B of Price & Monaghan
(2004). We adopt an isothermal equation of state P = c2

s ρ with
cs = 1.

C⃝ 2011 The Authors, MNRAS 420, 2345–2364
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Characteristic timescale ts

Timestep constraint: �t < ts



DUSTYWAVE
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Maddison (1993), Laibe & Price (2011)



1) OVERDAMPING PROBLEM

Red=analytic solution for dust/gas waves derived by 
Laibe & Price (2011) MNRAS 418, 1491

No drag=no damping 
numerical=exact

Intermediate drag = 
strong damping in both 
numerical and exact

High drag = 

no damping 

but numerical solution 
strongly damped



OVERDAMPING PROBLEM

Must resolve stopping length 
L ~ cs ts
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“The hybrid scheme … is second order only in the non-stiff regime ... the drop in accuracy … is 
most likely due to the difficulty of coupling the gas and the dust fully self-consistently in the stiff 

regimes. “ (Miniati 2010, J Comp Phys) 



II. DUST TRAPPING PROBLEM

➤ Dust particles get `stuck’ below gas resolution length
10th international SPHERIC workshop Parma, Italy, June, 16-18 2015
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Fig. 1. Linear waves in a dust-gas mixture (the ‘DUSTYWAVE’ problem),
showing the SPH two fluid solution with 2×100 particles (black circles=gas;
open circles=dust) after 5.5 periods, compared to the analytic solution for the
gas (solid red line) and dust (dashed red line). At low and intermediate drag
the solution is accurate, but at strong drag the numerical solution because the
short lengthscale separating the two fluids is not resolved.

In recent work [2], [3] we made a number of key im-
provements to the discretisation of this set of equation in
SPH. We found a factor of 10 improvement in accuracy at
no additional cost by employing a double-hump shaped kernel
(Daj in equations 9 and 10), to compute the drag terms instead
of the usual bell shaped kernel (Waj). We also presented
an improved implicit integration method and generalised the
earlier methods of [1], [4] to spatially variable smoothing
lengths.

D. Two problems with two fluids

1) Overdamping: The first problem we found with devel-
oping algorithms for dust/gas mixtures was that there were
few simple test problems which could be used to benchmark
the numerical solution. This led one of us (GL) to derive the
complete analytic solution for linear waves in the mixture,
which we published in [5]. We found this immensely useful
and enlightening, and indeed it revealed a rather fundamental
limitation to the two fluid formulation. Figure 1 shows a
typical SPH two-fluid solution after 5 1

2
wave periods, solving

Equations (7)–(12) for a one dimensional linear-wave in an
equal mixture of dust and gas while varying the drag parameter
K , in each case compared to the analytic solution in both the
gas (solid red line) and dust (dashed red line).

The behaviour of the analytic solution is intuitive — when
the drag is small the solution corresponds to an undamped
sound wave propagating in the gas. At very strong drag the
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Fig. 2. Gas (left) and dust (right) column density in a two-fluid simulation
of material orbiting in a protoplanetary disc. Once the dust smoothing length
becomes smaller than the typical gas smoothing length (solid red circle shows
a 2h for a representative gas particle) the dust particles become artificial
‘trapped’ in high density rings, due to the lack of mutual repulsion between
SPH dust particles.

solution also corresponds to an undamped soundwave, with
the only effect being a change to the effective sound speed
because of the weight of the dust being carried along by the
gas. Importantly it is only at intermediate drag (stopping times
comparable to the wave period) that the solution should be
strongly damped.

The SPH solution, by contrast, shows a strongly damped
solution at high drag. The reason is that to accurately capture
the physics when the drag is strong, one must resolve the
(very) short lengthscale separating the two fluids. Indeed, we
show in [2] that using a very large number of particles (up
to 10,000 in 1D) does reproduce the analytic solution, but
the resolution requirement is prohibitive (corresponding to
h ! tscs, where cs is the sound speed). The effect of under-
resolving this length scale is to mimic the effect of a much
larger separation length, giving a solution closer to that of
an intermediate drag which is highly dissipative. This spatial

resolution requirement is in addition to the usual stability
constraint on the timestep ∆t < ts from the drag terms. In
other words, the two fluid method requires an infinite number

of particles and an infinite number of timesteps to correctly
resolve the limit of a perfectly coupled mixture.

2) Artificial trapping of dust particles: Because they do
not feel any mutual repulsion, dust particles can also become
artificially ‘trapped’ in high density regions. We found this
to occur whenever the dust collects on a scale smaller than
the local smoothing length of gas particles. An example is
shown in Figure 2, showing the dust particles in the centre
of a protoplanetary disc simulation forming artificial ‘rings’
once the dust smoothing length is smaller than the typical
gas resolution (shown by the red circle). This problem could
be only partially mitigated by using the maximum smoothing
length of the two fluids in the drag terms (Equations 9 and
10) — the simulation shown in Figure 2 does this but we still
found particle trapping to occur.

Both of these issues motivated us to develop an alternative
approach that correctly captures the limit of strong drag/short
stopping time, which is the subject of the present contribution.

Supersonic turbulence: grid versus SPH 1665

Figure 4. Cross-section slice of the density at the box mid-plane (z = 0.5) after 1 dynamical time, for three different resolutions (1283, 2563 and 5123 in grid
cells/particles, top to bottom) using PHANTOM (SPH, left-hand panels), FLASH (grid, middle panels) and for the density calculated from the tracer particles in the
grid calculation using an SPH summation (right-hand panels).

Figure 5. Cross-section slice of the density at the box mid-plane (z = 0.5), as in Fig. 4 but here shown after 10 dynamical times and showing only the highest
resolution calculations (5123). The FLASH calculations (grid, middle panel) shows better resolution in low density regions compared to PHANTOM (SPH, left-hand
panel). In evolved snapshots, the tracer particles appear strongly clustered in high density regions and almost completely absent from the voids (right-hand
panel).

using PHANTOM (left-hand panels in Figs 4 and 5), FLASH (middle
panels in Figs 4 and 5) and for the tracer particle density field
computed from the FLASH calculations (right-hand panels).

Figs 4 and 5 show clearly that the grid results are better resolved
in low density regions. The resolution in the SPH calculations is
concentrated towards high density regions which fill relatively little
of the volume. Comparing individual shock structures in Fig. 4
shows that in general the shocks have better definition in FLASH,
with the shock widths in the highest resolution PHANTOM calculation
similar to those obtained at 2563 in FLASH. This is as might be
expected given the relative crudeness of the shock capturing scheme

(artificial viscosity) in the SPH code compared to the PPM shock
capturing scheme (Colella & Woodward 1984) employed in FLASH.
In the more evolved snapshots (Fig. 5), the grid results show many
well-defined shock features in low density regions that are much
less well resolved in the SPH calculations.

Some numerical artefacts are visible in the lowest resolution
SPH calculations in the earliest snapshot (t = 1td, top-left panel of
Fig. 4) due to the ‘breaking’ of the initial regular lattice on which
the particles were placed as it is distorted by the flow. Interestingly,
similar artefacts are visible – and more accentuated – in the low-
resolution tracer particle plots (top-right panel). These effects are

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 406, 1659–1674

Price & Federrath (2010): 
same issue for tracer/
dust particles on grids



DUST-GAS: ONE FLUID

One mixture with a differential velocity

Laibe & Price (2014) MNRAS 440, 2136
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ONE FLUID FOR SMALL GRAINS

EXPLICIT when stopping time is short

Laibe & Price (2014), Price & Laibe (2015)
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APPLICATION TO HL TAU

Our simulation

Dust and gas in HL Tau 5

Figure 4. Comparison between the ALMA image of HL Tau (left) with simulated observations of our disc model (right) at band 6 (continuum emission at 233

GHz). Note that the color bars are different. The white colour in the filled ellipse in the lower left corner indicates the size of the half-power contour of the

synthesized beam: (left) 0.035 arcsec × 0.022 arcsec, P.A. 11°; (right) 0.032 arcsec × 0.027 arcsec, P.A. 12°.

(iv) The dust density structures for grains withSt ! 10 (cm-size

and larger in our simulations; bottom centre and right panels of Fig.

3) show axisymmetric features that can be identified as waves ex-

cited by the embedded protoplanets (Goldreich & Tremaine 1980).

These waves can freely propagate across the dusty disc without be-

ing damped by dissipative phenomena (Rafikov 2002). The lower

drag makes these waves more visible since the drag effect on the

radial dust motion is negligible. We therefore suggest that the ax-

isymmetric perturbations in the ALMA images in the outer part of

the second and third planet orbits are generated by the lower cou-

pling of mm-particles. Further simulations with a steeper surface

density profile should be able to reproduce this.

There are many caveats to our results, and these are prelimi-

nary investigations. Nevertheless they illustrate that the ALMA ob-

servations of HL Tau can be understood from the interaction be-

tween dust, gas and planets in the disc.
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Figure 2. Comparison of ALMA simulated observations at 345 GHz of disc models with a mass ratio q = 0.01 (upper left), q = 0.05 (upper right), q = 0.1
(bottom left) and q = 0.2 (bottom right). Intensities are in mJy beam�1. The white colour in the filled ellipse in the upper left corner indicates the size of the
half-power contour of the synthesized beam: 0.12⇥ 0.1 arcsec (⇠ 16⇥ 13 au at 130 pc.).

4 DISCUSSION

The idea that large scale asymmetries might be due to a plane-
tary companion was explored by Ataiee et al. (2013), who con-
cluded that planetary mass objects only produce ring-like features
in the disc, in contrast to the observed horseshoe. However, we
have shown the dynamics induced in the disc by low and high mass
companions is markedly different. It is known that low-mass com-
panions, with q ⇠ 10�3 can produce eccentric cavities, that pre-
cess slowly around the star-planet system (Papaloizou et al. 2001;
Kley & Dirksen 2006). In contrast, more massive companions, with
q & 0.04 (Shi et al. 2012; D’Orazio et al. 2016) produce strong
non-axisymmetric lumps that orbit at the local Keplerian frequency.

We have explored the latter case in this paper. For sufficiently mas-
sive companions (binary mass ratio q = 0.2) we obtain an az-
imuthal contrast of the order of ⇠ 10 in mm-wave map, with the
contrast an increasing function of the binary mass ratio.

The mechanism causing the formation of the gas overdensity
at the cavity edge is still unclear (Shi et al. 2012), but is thought
to be related to shocks in the gas at the cavity edge, arising from
the intersection of gas flows within the cavity. Thus, it might be ex-
pected that the chemistry would be affected by shocks. Processes
such as desorption of various chemical species from the surface of
disc dust grains and gas-phase chemical reactions due to shocks
occurring in the cavity wall, produce clear chemical signatures of
the disc dynamics (see e.g. Ilee et al. 2011 in the case of shocks

MNRAS 000, 1–7 (2016)

N. van der Marel et al.: Gas cavities in transitional disks

Fig. 2. ALMA observations of the continuum, the 13CO and C18O 6−5 lines of the fourth target. Top left: zero-moment 13CO map. Top middle:
continuum map. Top right: 13CO spectrum integrated over the entire disk. Bottom left: zero-moment C18O map. Bottom middle: first moment 13CO
map (velocity map). Bottom right: C18O spectrum integrated over the entire disk. The beam is indicated in each map by a white ellipse in the lower
left corner. The dotted white ellipse indicates the dust cavity radius.

Fig. 3. Normalized intensity cuts through the major axis of each disk of
the 13CO 3−2 emission (red) and the dust continuum emission (blue). In
case of IRS 48, the deprojected intensity cut of the minor axis is taken so
as to cover the (asymmetric) continuum profile. The cuts clearly reveal
that the gas cavity radii are smaller than the dust cavity radii.

3.2. Model-fitting approach

The best-fit models from Table 4 in van der Marel et al.
(2015b) were used as initial model for the vertical structure and
dust density structure for SR21 and HD 135344B, based on a
combination of SED, dust 690 GHz continuum visibility, and
12CO 6−5 modeling. These models were fit by eye, starting from
a surface density and cavity size consistent with the millimeter

Fig. 4. Generic surface density profile for the gas and dust.

visibility curve, followed by small adjustments on the inner disk
parameter (δdust) and vertical structure to fit the SED. For the
fit to the 12CO data, the gas surface density was taken initially
assuming a gas-to-dust ratio of 100, and the amount of gas in-
side the cavity was subsequently constrained by varying the δgas
parameter, where Σgas = δgasΣgas for r < rcav. The dust den-
sity inside the cavity (between rgap and rcavdust) was set to be
entirely empty of dust grains. SR21 is an exception: a small
amount of dust was included between 7 and 25 AU, following
van der Marel et al. (2015b). The dust structure of DoAr44 is
analyzed in a similar way in Appendix B through SED and dust
345 GHz continuum visiblity modeling. For IRS 48, we used the
model derived by Bruderer et al. (2014), although we chose to
use an exponential power-law density profile instead of a normal

A58, page 5 of 14
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Fig. 1. ALMA observations of the continuum, 13CO and C18O 3−2 lines of the first three targets. Top left: zero-moment 13CO map. Top middle:
continuum map. Top right: 13CO spectrum integrated over the entire disk. Bottom left: zero-moment C18O map. Bottom middle: first moment
13CO map (velocity map). Bottom right: C18O spectrum integrated over the entire disk. The beam is indicated in each map by a white ellipse in
the lower left corner. The dotted white ellipse indicates the dust cavity radius.

fraction of large grains fls and the scale height of the large grains
χ are used to describe the settling. More details on the star, the

adopted stellar UV radiation, the dust composition, and vertical
structure are given in van der Marel et al. (2015b).
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Fig. 1. ALMA observations of the continuum, 13CO and C18O 3−2 lines of the first three targets. Top left: zero-moment 13CO map. Top middle:
continuum map. Top right: 13CO spectrum integrated over the entire disk. Bottom left: zero-moment C18O map. Bottom middle: first moment
13CO map (velocity map). Bottom right: C18O spectrum integrated over the entire disk. The beam is indicated in each map by a white ellipse in
the lower left corner. The dotted white ellipse indicates the dust cavity radius.

fraction of large grains fls and the scale height of the large grains
χ are used to describe the settling. More details on the star, the

adopted stellar UV radiation, the dust composition, and vertical
structure are given in van der Marel et al. (2015b).
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EXAMPLE II: “HORSESHOES” IN TRANSITION DISCS Ragusa+2017



MHD



SMOOTHED PARTICLE MAGNETOHYDRODYNAMICS see review by Price (2012) 
J. Comp. Phys. 231, 759 
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HYPERBOLIC/PARABOLIC DIVERGENCE CLEANING
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WHEN CLEANING ATTACKS

servative formulation remains stable and continues to reduce the divergence error throughout the domain (bottom row of
Fig. 4 and right panel of Fig. 5).

5.3. Static cleaning test: free boundaries

A further variant of the divergence advection test we consider replaces the periodic boundaries by a free boundary, since
many applications of SPMHD involve free boundaries (e.g. the merger of two neutron stars [36], or studies of galaxy inter-
actions [15,16]).

5.3.1. Setup
The setup is identical to the divergence advection problem (Section 5.1) with r0 ¼ 1=

ffiffiffi
8
p

, except that the domain is a cir-
cular area of fluid with q ¼ 1 for r 6 1 and q ¼ 0 (no particles) for r > 1, set up using a total of 1976 particles placed on a
cubic lattice. The divergence perturbation is introduced at the centre of the circle, and the velocity field is set to zero. Rather
than impose an external confining potential, we solve only Eqs. (16) and (17) without the full MHD equations, as in Section
5.2.

5.3.2. Results
Fig. 6 shows the results of purely hyperbolic cleaning (r ¼ 0) for this case. As in Fig. 4, the top row shows the uncon-

strained and non-conservative difference/difference formulation, while the bottom row shows results using the conservative
difference/symmetric combination. Similar results are also found in this case, with divergence errors piling up at the free
boundary in the non-conservative formulation leading to numerical instability, but our constrained formulation remaining
stable.

5.4. 2D Blast wave in a magnetised medium

We now turn to tests that are more representative of the dynamics encountered in typical astrophysical simulations,
beginning with a blast wave expanding in a magnetised medium. In this case the initial magnetic field is divergence-free,
meaning that the only divergence errors are those created by numerical errors during the course of a simulation – rather
than the artificial errors we have induced in the previous tests. Based on the results from the previous tests, in this and sub-
sequent tests we apply cleaning only using constrained, energy-conserving formulations – that is, with conjugate operators
for r " B and rw. We use this problem to the examine the effectiveness of the divergence cleaning in the presence of strong
shocks, as well as to investigate whether cleaning should be performed using the difference or symmetric r " B operator. As
with the divergence advection test, a key goal is to find optimal values for the damping parameter r.

5.4.1. Setup
The implementation of the blast wave follows that of Londrillo and Del Zanna [18]. The domain is a unit square with peri-

odic boundaries, set up with 512# 590 particles on a hexagonal lattice with q ¼ 1. The fluid is at rest with magnetic field
Bx ¼ 10. The pressure of the fluid is set to P ¼ 1, with c ¼ 1:4, except a region in the centre of radius 0:125 has its pressure
increased by a factor of 100 by increasing its thermal energy. An adiabatic equation of state is used.

Fig. 5. Maximum values of r " B (difference) for the density jump test for the non-conservative formulation (left) and the new constrained divergence
cleaning (right). The interaction between the divergence waves and the density jump for the non-conservative formulation is unstable, for both damped and
undamped cleaning. Constrained divergence cleaning remains stable across the density jump, with damped cleaning reducing r " B as in previous tests.

7224 T.S. Tricco, D.J. Price / Journal of Computational Physics 231 (2012) 7214–7236

Divergence advection test (Dedner et al. 2002)  
with 10:1 jump in density



“CONSTRAINED” HYPERBOLIC/PARABOLIC DIVERGENCE CLEANING
Tricco & Price (2012); Tricco, Price & Bate (2016)

dB

dt
= �r 

d 

dt
= �c2h(r ·B)� �ch

h
 � 1

2
 (r · v)

➤ Define energy associated with cleaning field 

➤ Enforce energy conservation in hyperbolic terms

E =

Z 
1

2

B2

µ0
+

1

2

 2

µ0c2h

�
dV

dE

dt
=

Z 
B

µ0
·
✓
dB

dt

◆

 

+
 

µ0c2h

d 

dt
�  2

2µ0⇢c2h

d⇢

dt
�  2

µ0c3h

dch
dt

�
dV = 0

Requires particular choice of operators here

➤ Can enforce exact energy conservation in SPH discretisation



CONSTRAINED HYPERBOLIC/PARABOLIC CLEANING

servative formulation remains stable and continues to reduce the divergence error throughout the domain (bottom row of
Fig. 4 and right panel of Fig. 5).

5.3. Static cleaning test: free boundaries

A further variant of the divergence advection test we consider replaces the periodic boundaries by a free boundary, since
many applications of SPMHD involve free boundaries (e.g. the merger of two neutron stars [36], or studies of galaxy inter-
actions [15,16]).

5.3.1. Setup
The setup is identical to the divergence advection problem (Section 5.1) with r0 ¼ 1=

ffiffiffi
8
p

, except that the domain is a cir-
cular area of fluid with q ¼ 1 for r 6 1 and q ¼ 0 (no particles) for r > 1, set up using a total of 1976 particles placed on a
cubic lattice. The divergence perturbation is introduced at the centre of the circle, and the velocity field is set to zero. Rather
than impose an external confining potential, we solve only Eqs. (16) and (17) without the full MHD equations, as in Section
5.2.

5.3.2. Results
Fig. 6 shows the results of purely hyperbolic cleaning (r ¼ 0) for this case. As in Fig. 4, the top row shows the uncon-

strained and non-conservative difference/difference formulation, while the bottom row shows results using the conservative
difference/symmetric combination. Similar results are also found in this case, with divergence errors piling up at the free
boundary in the non-conservative formulation leading to numerical instability, but our constrained formulation remaining
stable.

5.4. 2D Blast wave in a magnetised medium

We now turn to tests that are more representative of the dynamics encountered in typical astrophysical simulations,
beginning with a blast wave expanding in a magnetised medium. In this case the initial magnetic field is divergence-free,
meaning that the only divergence errors are those created by numerical errors during the course of a simulation – rather
than the artificial errors we have induced in the previous tests. Based on the results from the previous tests, in this and sub-
sequent tests we apply cleaning only using constrained, energy-conserving formulations – that is, with conjugate operators
for r " B and rw. We use this problem to the examine the effectiveness of the divergence cleaning in the presence of strong
shocks, as well as to investigate whether cleaning should be performed using the difference or symmetric r " B operator. As
with the divergence advection test, a key goal is to find optimal values for the damping parameter r.

5.4.1. Setup
The implementation of the blast wave follows that of Londrillo and Del Zanna [18]. The domain is a unit square with peri-

odic boundaries, set up with 512# 590 particles on a hexagonal lattice with q ¼ 1. The fluid is at rest with magnetic field
Bx ¼ 10. The pressure of the fluid is set to P ¼ 1, with c ¼ 1:4, except a region in the centre of radius 0:125 has its pressure
increased by a factor of 100 by increasing its thermal energy. An adiabatic equation of state is used.

Fig. 5. Maximum values of r " B (difference) for the density jump test for the non-conservative formulation (left) and the new constrained divergence
cleaning (right). The interaction between the divergence waves and the density jump for the non-conservative formulation is unstable, for both damped and
undamped cleaning. Constrained divergence cleaning remains stable across the density jump, with damped cleaning reducing r " B as in previous tests.

7224 T.S. Tricco, D.J. Price / Journal of Computational Physics 231 (2012) 7214–7236

Parabolic term is 
negative definite!



PHANTOM SPMHD CODE
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Performed with all dissipation, shock capturing and divergence cleaning turned on

Advection of current loop (Gardiner & Stone 2005, 2008)

Convergence on circularly polarised Alfvén wave 
with ALL dissipation turned on

Price et al. (2017)



MAGNETICALLY LAUNCHED OUTFLOWS

First core (100 x 100 au) Second (protostellar) core (10 x 10 au)



SMALL SCALE DYNAMO: FLASH VS PHANTOM Tricco, Price & Federrath (2016)
Grid vs. SPH on the small-scale turbulent dynamo 7

Flash

t/tc=2t/tc=2 t/tc=4t/tc=4 t/tc=6t/tc=6 t/tc=8t/tc=8

Phantom

t/tc=2t/tc=2 t/tc=4t/tc=4 t/tc=6t/tc=6 t/tc=8t/tc=8

Figure 3. z-column integrated ⇢ and |B|, defined < B >=
R
|B|dz/

R
dz, for Flash (top) and Phantom (bottom) at resolutions of

2563 for t/t
c

= 2, 4, 6, 8. The density field has similar structure in both codes at early times, but diverge at late times due to the non-
determinstic behaviour of the turbulence. The magnetic field is strongest in the densest regions, while the mean magnetic field strength
throughout the domain increases with time.

similar growth rates. In contrast, the Phantom results have
growth rates that increase with resolution by nearly a factor
of two for each doubling of resolution.

Analytic studies of the exponential growth rate of the
small-scale dynamo have shown that for Pm ⌧ 1, the growth
rate scales with Rm1/2, while for Pm � 1, it scales with
Re1/2 (Schober et al. 2012a; Bovino et al. 2013). Theoretical
predictions of the growth rate for Pm ⇠ 1, which is the
Prandtl number regime for numerical codes in the absence of
explicit dissipation terms, are more uncertain. The growth

rate in the transition region between 0.1 < Pm < 10 was
probed by Federrath et al. (2014) using Flash simulations
with explicit viscous and resistive dissipation. They found
that the magnetic energy growth rate for Pm . 1 exhibited
a steep dependence on Pm and only agreed qualitatively
with the analytical expectations of Schober et al. (2012a)
and Bovino et al. (2013). Conversely, the growth rate for
Pm & 1 quantitatively agreed with analytical expectations,
with, by comparison, relatively little variation with respect
to Pm.

MNRAS 000, 1–17 (2016)



MAGNETIC FIELDS IN TIDAL DISRUPTION EVENTS
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Bonnerot, Price, Rossi, Lodato 
(2017), submitted to MNRAS

Danger! Can get artificial dynamo using “8 wave scheme” w/out div B cleaning



RADIATION



WHY RADIATION?

But Flux Limited Diffusion is both slow and wrong…



PHANTOM + MCFOST MONTE-CARLO RADIATION CODE

Mentiplay, Pinte & Price (2017), in prep.



SUMMARY

1. MHD in SPH is now fairly mature, useable out of the box for 
many practical applications 

2. New one fluid dust method great for handling small grains / 
short stopping times 

3. Direct coupling with Monte-Carlo radiation codes seems 
feasible, at least for disc studies



PHANTOM IS NOW PUBLIC

Price et al. (2017), submitted to PASA  
arXiv:1702.03930 

https://phantomsph.bitbucket.io

https://phantomsph.bitbucket.io

