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WHAT THIS GIVES US: ADVANTAGES OF SPH

➤ Exact solution to the mass continuity equation 

➤ Resolution follows mass 

➤ Zero numerical dissipation 

➤ Advection done perfectly 

➤ Exact and simultaneous conservation of mass, momentum, 
angular momentum, energy and entropy 

➤ A guaranteed minimum energy state



THE “GRID” IN SPH

➤ Existence of minimum 
energy state guarantees local 
ordering of particle 
distribution 

➤ BUT: requires positive 
pressure

Finally, alongside this article I have released a public version of my NDSPMHD SPH/SPMHD code, along with a set of easy-to-
follow numerical exercises – consisting of setup and input files for the code and step-by-step instructions for each problem
in 1, 2 and 3 dimensions – the problems themselves having been chosen to illustrate many of the theoretical points in this
paper. Indeed, NDSPMHD has been used to compute all of the test problems and examples shown. The hope is that this will
become a useful resource.1 not only for advanced researchers but also for students embarking on an SPH-based research
topic.

2. The foundations of SPH: calculating density

The usual introductory lines on SPH refer to it as a ‘‘Lagrangian particle method for solving the equations of hydrodynam-
ics’’. However, SPH starts with a basis much more fundamental than that, as the answer to the following question:

How does one compute the density from an arbitrary distribution of point mass particles?

This problem arises in many areas other than hydrodynamics, for example in obtaining the solution to Poisson’s equation
for the gravitational field r2U = 4pGq(r) when a (continuous) density field is represented by a collection of point masses.

2.1. Approaches to computing the density

Three common approaches are summarised in Fig. 1. Perhaps the most straightforward (Fig. 1(a)) is to construct a mesh of
some sort and divide the mass in each cell by the volume. This basic approach forms the basis of hybrid particle-mesh meth-
ods such as Marker-In-Cell e.g. [39] and Particle-In-Cell [42] schemes, where one can further improve the density estimate
using any of the standard particle-cell interpolation methods, such as Cloud-In-Cell (CIC), Triangular-Shaped-Cloud (TSC) etc.
However there are clear limitations – firstly that a fixed mesh will inevitably over/under-sample dense/sparse regions
(respectively) when the mass distribution is highly clustered2; and secondly a loss of accuracy, speed and consistency because
of the need to interpolate both to/from the particles, for example to compute forces.

The second approach (Fig. 1(b)) is to remove the mesh entirely and instead calculate the density based on a local sampling
of the mass distribution, for example in a sphere centred on the location of the sampling point (which may or may not be the
location of a particle itself). The most basic scheme would be to divide the total mass by the sampling volume, i.e.,

qðrÞ ¼
PNneigh

b¼1 mb

4
3 pR3 : ð1Þ

The problem of resolving clustered/sparse regions can be easily addressed in this method by adjusting the size of the sam-
pling volume according to the local number density of sampling points, for example by computing with a fixed ‘‘number of
neighbours’’ for each particle – as shown in Fig. 1. However, this leads to a very noisy estimate, since the density estimate
will be very sensitive to whether a distant particle on the edge of the volume is ‘‘in’’ or ‘‘out’’ of the estimate (with dq / 1/
Nneigh for equal mass particles). This leads naturally to the idea that one should progressively down-weight the contributions
from neighbouring particles as their relative distance increases, in order that changes in distant particles have a progres-
sively smaller influence on the local estimate (that is, the density estimate is smoothed).

R

Fig. 1. Computing a continuous density field from a collection of point mass particles. (a) In particle-mesh methods (left panel) the density is computed by
interpolating the mass to a grid (or simply dividing the mass by the volume). However, this tends to over/under resolve clustered/sparse regions. (b) An
alternative not requiring a mesh is to construct a local volume around the sampling point, solving the clustering problem by scaling the sample volume
according to the local number density of particles. (c) This panel shows the approach adopted in SPH, where the density is computed via a weighted sum
over neighbouring particles, with the weight decreasing with distance from the sample point according to a scale factor h.

1 NDSPMHD is available from http://users.monash.edu.au/dprice/SPH/. Note that we do not advocate the use of NDSPMHD as a ‘‘performance’’ code in 3D, since it is
not designed for this purpose and excellent parallel 3D codes already exist (such as the GADGET code by Springel [98]). Rather it is meant as a testbed for
algorithmic experimentation and understanding.

2 More recently, this problem has been addressed by the use of adaptively refined meshes to calculate the density field e.g. [19].

760 D.J. Price / Journal of Computational Physics 231 (2012) 759–794

3.4.2. Total energy
The conserved (total) energy is found from the Lagrangian via the Hamiltonian

H ¼
X

a

va "
@L
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v2
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! "
; ð36Þ

which is simply the total energy of the SPH particles, E, since the Lagrangian does not explicitly depend on the time. Taking
the (Lagrangian) time derivative of (36), we have

dE
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¼
X

a

ma va "
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! "
: ð37Þ

Substituting (30) and (35) and rearranging we find
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This equation shows that the total energy is also exactly conserved by the SPH scheme (where the double sum is zero again
because of the antisymmetry with respect to the particle index, similar to the conservation of linear momentum discussed
above). The conservation of total energy is a consequence of the symmetry of the Lagrangian (16) with respect to time as well
as invariance under time translations. Eq. (38) also shows that the dissipationless evolution equation for the specific energy e
is given by

dea
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¼ #

X

b

mb
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3.4.3. Entropy
For the specific case of an ideal gas equation of state, where

P ¼ KðsÞqc; ð40Þ

it is possible to use the function K(s) as the evolved variable [99], where the evolution of K is given by

dK
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¼ c# 1

qc#1
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# P

q2
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! "
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! "
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The thermal energy is then evaluated using

u ¼ K
c# 1

qc#1: ð42Þ

Since dK/dt = 0 in the absence of dissipation, using K has the advantage that the evolution is independent of the time-inte-
gration algorithm. The disadvantage is that it is more difficult to apply to non-ideal equations of state. This is sometimes
referred to as the ‘entropy-conserving’ form of SPH [after 99] – which is somewhat misleading since the entropy per particle
is also exactly conserved if (35) or (39) are used provided the smoothing length gradient terms are correctly accounted for
(i.e., du/dt # P/q2dq/dt = 0), apart from minor differences arising from the timestepping scheme. So the term ‘entropy-con-
serving’ more correctly refers to the correct accounting of smoothing length gradient terms and a consistent formulation of
the energy equation than whether or not an entropy variable is evolved.

3.5. Summary

In summary, our full system of equations for q, v and u is given by

qa ¼
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where we have used (4) and (7) respectively [note that we also recover the following results if we use (6) instead of (7)]. Using (10), (11) and
(5) in (9) and rearranging, we find
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where δab refers to the Kronecker delta. Putting this back into (8), integrating the velocity term by parts and simplifying (using ∇ aWab =
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The SPH equations of motion are therefore given by
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where the stress tensor Sij is defined as
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)

. (15)

This form of the magnetic force term conserves linear momentum exactly (angular momentum is discussed in Section 5) but was shown
by Phillips & Monaghan (1985) to be unstable in certain regimes (low magnetic β). We resolve this instability by adding a short-range
repulsive force to prevent particles from clumping (Monaghan 2000), the implementation of which is described in paper I. We note that the
conservative form of the momentum equation was derived using a non-conservative induction equation, which agrees with the treatment of
magnetic monopoles suggested by Janhunen (2000) and Dellar (2001).

3.1.2 Alternative formulation

Consistent sets of SPMHD equations may also be derived using alternative forms of the continuity and induction equations. We give an
example below since alternative forms of the pressure terms in the momentum equation are often explored in the context of SPH, without
alteration of the other equations to make the formalisms self-consistent. We expect that a lack of consistency in the discrete equations will
inevitably lead to loss of accuracy in the resulting algorithm. For example, using the continuity equation

dρa
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= ρa

∑

b
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vab

ρb

· ∇a Wab, (16)

and the induction equation

d
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results in the momentum equation
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]

∇ j
a Wab. (18)

This form of the SPMHD equations also conserves linear momentum exactly and in the hydrodynamic case has been found to give better
performance in situations where there are large jumps in density (for example at a water–air interface). The consistent form of the energy
equations is given in Section 3.2.3.

3.2 Energy equation

3.2.1 Internal energy

The internal energy equation follows from the use of the first law of thermodynamics, that is

dua

dt
=

Pa

ρ2
a

dρa

dt
. (19)
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2 T H E L AG R A N G I A N

Variational principles for MHD have been discussed by many authors (e.g. Newcomb 1962; Henyey 1982; Oppeneer 1984; Field 1986) and
the Lagrangian is given by

L =

∫
(

1
2
ρv2 − ρu −

1
2µ0

B2

)

dV , (1)

which is simply the kinetic minus the potential and magnetic energies. The SPH Lagrangian is therefore

L sph =
∑

b

mb

[

1
2
v

2
b − ub(ρb, sb) −

1
2µ0

B2
b

ρb

]

. (2)

where we have replaced the integral with a summation and the volume element ρ dV with the mass per SPH particle m. Variational principles
for SPH in relativistic and non-relativistic fluid dynamics have been given by Monaghan & Price (2001).

3 S P M H D E QUAT I O N S

3.1 Equations of motion

3.1.1 Standard formulation

Ideally we would wish to express all the terms in the Lagrangian (2) in terms of the particle coordinates, which would automatically guarantee
the conservation of momentum and energy since the equations of motion result from the Euler–Lagrange equations (e.g. Monaghan & Price
2001). The density can be written as a function of the particle coordinates using the usual SPH summation, that is

ρa =
∑

b

mbWab, (3)

where Wab = W (ra − rb, h) is the SPH interpolation kernel. Taking the time derivative of this expression, we have the SPH version of the
continuity equation
dρa

dt
=

∑

b

mb(va − vb) · ∇a Wab. (4)

The internal energy is regarded as a function of the density, where from the first law of thermodynamics we have
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∣

∣

∣
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s
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. (5)

The magnetic field is evolved in SPH according to
dBa

dt
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or equivalently
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ρ
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= −
1
ρ2

a

∑

b

mbvab(Ba · ∇a Wab) (7)

(e.g. Phillips & Monaghan 1985; Monaghan 1992; paper I). We note that these equations represent the correct formulation of the induction
equation even in the presence of magnetic monopoles (Janhunen 2000; Dellar 2001).

However, it is not intuitively obvious how the magnetic field B should be related to the particle coordinates, or even that it could be
expressed in such a manner [in the SPH context this would imply an expression for B such that taking the time derivative gives (6) or (7),
analogous to (3) for the density], though it could be done easily for a plasma with the electrons and ions described by separate sets of SPH
particles. We may, however, proceed by introducing constraints on B in a manner similar to that of Bonet & Lok (1999), that is we require

δ

∫

L dt =

∫

δL dt = 0, (8)

where we consider variations with respect to a small change in the particle coordinates δra. We therefore have
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The Lagrangian variations in density and magnetic field are given by

δρb =
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c

mc (δr b − δr c) · ∇bWbc (10)
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PHILLIPS & MONAGHAN (1985): SPH WITH MHD IN CONSERVATIVE FORM IS UNSTABLE WHEN BETA < 1



WITH SOURCE TERM IN MOMENTUM EQUATION Morris (1996), Børve, Omang & Trulsen (2001, 2004)



ZERO DISSIPATION - EXAMPLE I

Circularly polarised Alfvén wave



ZERO DISSIPATION - II. ADVECTION OF A CURRENT LOOP

1000 crossings (Rosswog & Price 2007)

first 25 crossings

In the following section, we present additional tests of these CT algorithms where wave modes other than
the contact mode play an important role in the solution. We note in passing that the source terms described
in Section 3.1 are absolutely essential to obtain the results presented here. If they had been omitted, the field
loop disintegrates in oscillations before completing a fraction of an orbital period.

3.3.2. Circularly polarized Alfvén wave
In a recent paper Tóth [32] described a test problem involving the evolution of traveling and standing

circularly polarized Alfvén waves in a periodic domain. This test problem is interesting from the point
of view that the initial conditions are nonlinear solutions to the equations of ideal MHD. Unfortunately,

Fig. 2. Gray-scale images of the magnetic pressure ðB2
x þ B2

yÞ at t = 0.19 for an advected field loop ðv0 ¼
ffiffiffi
5

p
Þ using the Ea

z (top left), E%
z

(top right) and Ec
z (bottom) CT algorithm.

Fig. 3. Gray-scale images of the magnetic pressure ðB2
x þ B2

yÞ at t = 2 for an advected field loop ðv0 ¼
ffiffiffi
5

p
Þ using the Ea

z (top left), E%
z

(top right) and Ec
z (bottom) CT algorithm.
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the current density is initially singular. A more quantitative measure of the magnetic field dissipation rate is
given by the time evolution of the volume average of B2 as shown in Fig. 7. We find that the measured val-
ues (denoted by symbols) is well described by a power law (solid line) of the form B2 = A(1 ! (t/s)a) with
A = 3.463 · 10!8, s = 10.614 · 103 and a = 0.2914.

Another important indicator of the properties of the integration algorithm is the geometry of the mag-
netic field lines. Note that since the CT method evolves the interface magnetic flux (preserving $ Æ B = 0)
one may readily integrate to find the z-component of the magnetic vector potential. The magnetic field lines
presented in Fig. 8 are obtained by contouring Az. The same values of Az are used for the contours in both
the t = 0 and the t = 2 images. By t = 2 the inner most field line has dissipated. It is quite pleasing, however,
to note that the CTU + CT algorithm preserves the circular shape of the magnetic field lines, even at this
low resolution.

5.2. Circularly polarized Alfvén wave

The test problem involving the propagation of circularly polarized Alfvén waves at an oblique angle to
the grid was described in Section 3.3.2. In this subsection, we present a resolution study for both standing
and traveling Alfvén waves. The initial conditions are equivalent to those used in Section 3.3.2 only with
N = {4,8,16,32}.

As a diagnostic of the solution accuracy, we plot the in-plane component of the magnetic field, B2, per-
pendicular to the wave propagation direction, x1, in Fig. 9. These plots are constructed using the cell center
components of the magnetic field and each grid cell is included in the plots. Hence, the lack of scatter dem-
onstrates that the solutions retain their planar symmetry quite well. Fig. 9 includes the solutions at time

0 0.5 1 1.5 2
time

3.1e-08

3.2e-08

3.3e-08

3.4e-08

3.5e-08

B
p2

Mean Magnetic Energy Density

Fig. 7. Plot of the volume averaged magnetic energy density B2 as a function of time. The solid line is a power law curve fit to the data
points denoted by the symbols.

Fig. 8. Magnetic field lines at t = 0 (left) and t = 2 (right) using the CTU + CT integration algorithm.
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ZERO DISSIPATION III



SHOCK CAPTURING IN SPH

➤ Formulate dissipative terms similar to approximate Riemann solvers 

➤ Enforce positive definite contribution to entropy 

➤ Gives artificial dissipation terms equivalent to artificial viscosity, conductivity 
and (in MHD) resistivity 

➤ Viscosity terms = Navier Stokes equations with

dUa

dt
=

X

b

mb

⇢̄ab
↵vsig(Ua �Ub)r̂ab ·rWab

Monaghan (1997), Price (2008, 2012)

add dissipation terms to the SPH equations which diffuse discontinuities on the smoothing scale such that they are resolved
by the numerical method (and thus no longer ‘‘discontinuous”). A general formulation of such dissipative terms was pre-
sented by Monaghan [14] in a comparison of SPH to grid-based codes incorporating Riemann solvers. Whilst the usual ap-
proach taken in SPH is to simply add an artificial viscosity term to the momentum equation, Monaghan [14] noted that, by
analogy with Riemann solvers, the evolution equation for every conservative variable should contain a corresponding dissi-
pation term in its evolution related to jumps in that variable, leading naturally to formulations of dissipative terms for ultra-
relativistic shocks [5] and for Magnetohydrodynamics (MHD) [22,24] in SPH.

3.2.1. Hydrodynamics
For a non-relativistic gas the dissipation terms for the evolved variables in conservative form (namely the conserved

momentum and energy per unit mass, v and e ¼ 1
2 v2 þ u, respectively) take the form [14]

dvi

dt

! "

diss
¼
X

j

mj
avsigðvi $ vjÞ & r̂ij

!qij
riWij; ð24Þ

dei

dt

! "

diss
¼
X

j

mj
ðe'i $ e'j Þ

!qij
r̂ij &riWij; ð25Þ

where the bar over the kernel refers to the fact that the kernel must be symmetrised with respect to h, i.e.

rWij ¼
1
2
rWijðhiÞ þrWijðhjÞ
# $

; ð26Þ

and the energy variable e'i ¼ 1
2 avsigðvi & r̂ijÞ2 þ auvu

sigui refers to an energy including only components along the line of sight
joining the particles with different parameters (a, au) specifying the dissipation applied to each component. The choice of
signal speed vsig is discussed below (Section 3.2.3). Note, however, that in this paper we have deliberately distinguished be-
tween the signal velocities used for the kinetic energy term vsig and that used for the thermal energy term (vu

sig), for reasons
that will become clear. This differs from previous formulations (e.g. [14,22,24]) which have assumed that the same signal
velocity is used to treat jumps in all variables.

Eq. (24) in the Monaghan [14] formulation provides an artificial viscosity term similar to earlier SPH formulations (e.g.
[13] – the two formulations differ only by a factor of h/jrijj). Eq. (25) is more interesting, since (as discussed by Monaghan
[14]) it shows that the evolution of the total energy should contain not only a term relating to jumps in kinetic energy
(i.e. the thermal energy contribution from the viscosity term) but also a term relating to jumps in thermal energy. This is
more explicitly obvious if we consider the evolution of the thermal energy resulting from the above formulation, i.e.

du
dt
¼ de

dt
$ v & dv

dt
; ð27Þ

which, using (24) and (25) gives

du
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j

mj

!qij

1
2
avsigðvij & r̂ijÞ2 þ auvu

sigðui $ ujÞ
% &

r̂ij &riWij: ð28Þ

The term involving (ui $ uj) provides an artificial thermal conductivity which acts to smooth discontinuities in the thermal
energy. The need for such an artificial thermal conductivity contribution in order to resolve discontinuities in thermal energy
is almost universally ignored in SPH formulations.

The effect of applying different types of dissipation to specific discontinuities is discussed in the MHD case by Price and
Monaghan [24] and in the hydrodynamic case by Price [20]. The point made in these papers is that every physical discon-
tinuity requires an appropriate treatment. For example in hydrodynamics, shocks are treated by the application of artificial
viscosity terms but accurate treatment of contact discontinuities requires the addition of artificial thermal conductivity to
treat the jump in thermal energy. In the MHD case discontinuities in the magnetic field are treated separately by the appli-
cation of artificial resistivity. We discuss the hydrodynamic case in more detail below and in the shock tube tests presented
in Section 4.1. In Section 4.2 we show how these results have a direct bearing on the problems encountered when trying to
simulate Kelvin–Helmholtz instabilities across density jumps in SPH.

3.2.2. Interpretation of dissipative terms
The dissipation terms introduced by Monaghan [14] can be interpreted more generally as ‘‘discontinuity-capturing”

terms. Interpreted as such, for any conservative variable (i.e. such that
P

jmjdAj=dt ¼ 0) that is evolved via a differential equa-
tion one would expect to add a dissipation term of the general form (for a scalar quantity A)

dAi

dt

! "

diss
¼
X

j

mj
aAvsig

!qij
ðAi $ AjÞr̂ij &rWij; ð29Þ

where aA is a parameter of order unity specifying the amount of diffusion to be added to the evolution of A. The interpreta-
tion of (29) can be seen by considering the SPH expression for the Laplacian in the form (e.g. [2]).
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Price (2008), JCP
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APPROACHES TO DIV B = 0

1. Ignore 

2. Prevent 

3. Clean



POWELL’S 8 WAVE METHOD = IGNORE BUT PRESERVE
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Figure 3. Results of the ∇ · B advection problem. An initially non-zero divergence is setup as a peak in the x-component of the magnetic field (leftmost
figures), with a velocity field v (x , y) = [1, 1] and periodic boundaries. The plots show renderings of ∇ · B in the range −1 < ∇ · B < 1 (from black to white)
at various times throughout the simulation for various divergence cleaning procedures. The consistent treatment of ∇ · B terms (top row) is clearly seen to
advect the divergence without change, which is an improvement over a ‘conservative’ formulation of the MHD equations in which the divergence is smeared
throughout the simulation volume (second row). With the use of hyperbolic cleaning in addition to the consistent ∇ · B terms, the divergence error is spread
rapidly in a wave-like manner (third row), whilst with a mixed hyperbolic/parabolic cleaning (fourth row) this error is also quickly diffused away.

of h) which graphically illustrates the divergence cleaning method
(see Fig. 3). The effect of this type of cleaning on errors generated
by the flow is examined in Section 7.7. We find that values of σ

∼ 0.4–0.8 generally give the best results, giving a good balance
between the hyperbolic (fast but non-diffusive) and parabolic (dif-
fusive but slow-acting) effects. In practice, some diffusion is also
added by the artificial resistivity terms (Section 5). In general, how-
ever, the divergence correction provided by the hyperbolic/parabolic
scheme is found to be quite small (around a factor of ∼2 reduction).
Thus, whilst this type of divergence cleaning essentially comes free-
of-charge computationally, under some circumstances it may be
necessary to supplement it with a stronger form of cleaning, such
as the use of a projection method or some other kind of elliptic
or parabolic cleaning which is not limited to the explicit timestep
condition.

7 N U M E R I C A L T E S T S

The main issue to be addressed in two- and three-dimensional prob-
lems is the non-zero divergence of the magnetic field. In the SPH
context, it also allows us to estimate the extent to which the artificial
dissipation spuriously affects the numerical results. Again, there is
a substantial literature of multidimensional MHD problems which
have been used to test grid-based MHD codes (e.g. Dai & Woodward
1994; Ryu, Jones & Frank 1995; Balsara 1998; Dai & Woodward
1998; Tóth 2000) and we consider several of these problems here.

7.1 Implementation

The implementation of the SPMHD equations used for the
multidimensional tests is almost identical to that used in the

C⃝ 2005 The Authors. Journal compilation C⃝ 2005 RAS, MNRAS 364, 384–406

Application to SPH: Price & Monaghan (2005)
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Divergence advection test 
from Dedner et al. (2002)

Powell et al. (1999), Janhunen (2000), Dellar (2001), Tóth (2000)



USE OF POWELL-ONLY DIV B CONTROL IN SPMHD

Good results on test problems…

…but not so good for star formation

Orszag-Tang vortex problem in 
SPMHD (Price & Monaghan 
2005, Rosswog & Price 2007)

Similar to implementation in 
GADGET 

(Dolag, Bartelman & Lesch 1999, 
Dolag & Stasyszyn 2009, Kotarba 
et al. 2009, Stasyszyn et al. 2010)



PREVENT: DIV B = 0 BY CONSTRUCTION IN SPH
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dt
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dt
= 0

(advection of 
magnetic field lines 
by Lagrangian 
particles)

B = ⇥��⇥⇥ Euler potentials (e.g. Stern, 1976)



PRICE & BATE (2007): EFFECT OF MAGNETIC FIELDS ON SINGLE AND BINARY STAR FORMATION

...problem forming discs and binaries in the presence of magnetic fields?
see also Allen et al. (2003), Galli et al. (2006), Mellon & Li (2008), Hennebelle & Fromang (2008), Commerçon et al. 
(2010), Krasnopolsky et al. (2010), Seifried et al. (2012), Santos-Lima et al. (2012), Joos et al. (2013) and many others



LIMITATIONS OF THE EULER POTENTIALS APPROACH

➤ advection of magnetic fields: no change in topology (A.B = 0) 

➤ does not follow wind-up of magnetic fields 

➤ difficult to model resistive effects — reconnection processes 
not treated correctly

Rosswog & Price (2007), Price & Bate (2008), Brandenburg (2010)
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HYPERBOLIC/PARABOLIC DIVERGENCE CLEANING
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WHEN CLEANING ATTACKS

servative formulation remains stable and continues to reduce the divergence error throughout the domain (bottom row of
Fig. 4 and right panel of Fig. 5).

5.3. Static cleaning test: free boundaries

A further variant of the divergence advection test we consider replaces the periodic boundaries by a free boundary, since
many applications of SPMHD involve free boundaries (e.g. the merger of two neutron stars [36], or studies of galaxy inter-
actions [15,16]).

5.3.1. Setup
The setup is identical to the divergence advection problem (Section 5.1) with r0 ¼ 1=

ffiffiffi
8
p

, except that the domain is a cir-
cular area of fluid with q ¼ 1 for r 6 1 and q ¼ 0 (no particles) for r > 1, set up using a total of 1976 particles placed on a
cubic lattice. The divergence perturbation is introduced at the centre of the circle, and the velocity field is set to zero. Rather
than impose an external confining potential, we solve only Eqs. (16) and (17) without the full MHD equations, as in Section
5.2.

5.3.2. Results
Fig. 6 shows the results of purely hyperbolic cleaning (r ¼ 0) for this case. As in Fig. 4, the top row shows the uncon-

strained and non-conservative difference/difference formulation, while the bottom row shows results using the conservative
difference/symmetric combination. Similar results are also found in this case, with divergence errors piling up at the free
boundary in the non-conservative formulation leading to numerical instability, but our constrained formulation remaining
stable.

5.4. 2D Blast wave in a magnetised medium

We now turn to tests that are more representative of the dynamics encountered in typical astrophysical simulations,
beginning with a blast wave expanding in a magnetised medium. In this case the initial magnetic field is divergence-free,
meaning that the only divergence errors are those created by numerical errors during the course of a simulation – rather
than the artificial errors we have induced in the previous tests. Based on the results from the previous tests, in this and sub-
sequent tests we apply cleaning only using constrained, energy-conserving formulations – that is, with conjugate operators
for r " B and rw. We use this problem to the examine the effectiveness of the divergence cleaning in the presence of strong
shocks, as well as to investigate whether cleaning should be performed using the difference or symmetric r " B operator. As
with the divergence advection test, a key goal is to find optimal values for the damping parameter r.

5.4.1. Setup
The implementation of the blast wave follows that of Londrillo and Del Zanna [18]. The domain is a unit square with peri-

odic boundaries, set up with 512# 590 particles on a hexagonal lattice with q ¼ 1. The fluid is at rest with magnetic field
Bx ¼ 10. The pressure of the fluid is set to P ¼ 1, with c ¼ 1:4, except a region in the centre of radius 0:125 has its pressure
increased by a factor of 100 by increasing its thermal energy. An adiabatic equation of state is used.

Fig. 5. Maximum values of r " B (difference) for the density jump test for the non-conservative formulation (left) and the new constrained divergence
cleaning (right). The interaction between the divergence waves and the density jump for the non-conservative formulation is unstable, for both damped and
undamped cleaning. Constrained divergence cleaning remains stable across the density jump, with damped cleaning reducing r " B as in previous tests.
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Divergence advection test (Dedner et al. 2002)  
with 10:1 jump in density



“CONSTRAINED” HYPERBOLIC/PARABOLIC DIVERGENCE CLEANING
Tricco & Price (2012); Tricco, Price & Bate (2016)
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CONSTRAINED HYPERBOLIC/PARABOLIC CLEANING

servative formulation remains stable and continues to reduce the divergence error throughout the domain (bottom row of
Fig. 4 and right panel of Fig. 5).

5.3. Static cleaning test: free boundaries

A further variant of the divergence advection test we consider replaces the periodic boundaries by a free boundary, since
many applications of SPMHD involve free boundaries (e.g. the merger of two neutron stars [36], or studies of galaxy inter-
actions [15,16]).
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cular area of fluid with q ¼ 1 for r 6 1 and q ¼ 0 (no particles) for r > 1, set up using a total of 1976 particles placed on a
cubic lattice. The divergence perturbation is introduced at the centre of the circle, and the velocity field is set to zero. Rather
than impose an external confining potential, we solve only Eqs. (16) and (17) without the full MHD equations, as in Section
5.2.

5.3.2. Results
Fig. 6 shows the results of purely hyperbolic cleaning (r ¼ 0) for this case. As in Fig. 4, the top row shows the uncon-

strained and non-conservative difference/difference formulation, while the bottom row shows results using the conservative
difference/symmetric combination. Similar results are also found in this case, with divergence errors piling up at the free
boundary in the non-conservative formulation leading to numerical instability, but our constrained formulation remaining
stable.

5.4. 2D Blast wave in a magnetised medium

We now turn to tests that are more representative of the dynamics encountered in typical astrophysical simulations,
beginning with a blast wave expanding in a magnetised medium. In this case the initial magnetic field is divergence-free,
meaning that the only divergence errors are those created by numerical errors during the course of a simulation – rather
than the artificial errors we have induced in the previous tests. Based on the results from the previous tests, in this and sub-
sequent tests we apply cleaning only using constrained, energy-conserving formulations – that is, with conjugate operators
for r " B and rw. We use this problem to the examine the effectiveness of the divergence cleaning in the presence of strong
shocks, as well as to investigate whether cleaning should be performed using the difference or symmetric r " B operator. As
with the divergence advection test, a key goal is to find optimal values for the damping parameter r.

5.4.1. Setup
The implementation of the blast wave follows that of Londrillo and Del Zanna [18]. The domain is a unit square with peri-

odic boundaries, set up with 512# 590 particles on a hexagonal lattice with q ¼ 1. The fluid is at rest with magnetic field
Bx ¼ 10. The pressure of the fluid is set to P ¼ 1, with c ¼ 1:4, except a region in the centre of radius 0:125 has its pressure
increased by a factor of 100 by increasing its thermal energy. An adiabatic equation of state is used.

Fig. 5. Maximum values of r " B (difference) for the density jump test for the non-conservative formulation (left) and the new constrained divergence
cleaning (right). The interaction between the divergence waves and the density jump for the non-conservative formulation is unstable, for both damped and
undamped cleaning. Constrained divergence cleaning remains stable across the density jump, with damped cleaning reducing r " B as in previous tests.
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Parabolic term is 
negative definite!



WHAT IF THE CLEANING SPEED VARIES? Tricco, Price & Bate (2016) 
 J. Comp. Phys. 322, 326

Non-conservative method Conservative method

Hyperbolic terms conserve energy even with variable wave speed!
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APPLICATION TO FINITE VOLUME SCHEMES
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Fig. 15. Comparing values of σ in the damping parameter to obtain an optimal value for sub-cycling, with the left panel the first 1500 iterations and 
right panel 50 000 iterations. Short wavelength errors are quickly removed using the default value of σ = 0.3 (left panel), though this value performs 
poorly at removing long wavelength modes (right panel). Using σ = 0.02–0.03, though initially worse at reducing divergence error, is found to remove long 
wavelength errors in the shortest number of iterations.

and

B = B∗ − ∇φ, (41)

where B∗ is a magnetic field with non-zero ∇ · B∗ , and B is the resultant clean magnetic field. As discussed by Tóth [39], 
this will only result in ∇ · B = 0 to machine precision for the chosen discrete operator if the numerical operators used to 
evaluate ∇ · B∗ and ∇φ in Equations (40) and (41) are the same as those used to evaluate ∇2 in Equation (40).

Here we demonstrate that this consistency is satisfied by our divergence cleaning method, that is, it is possible to achieve 
∇ · B = 0 to machine precision. We will demonstrate that in the limit t → ∞ (or equivalently, ch → ∞), our discretised 
cleaning equations (25)–(26) result in ∇ · B = 0 to machine precision when measured with the numerical operator used on 
the right hand side of Equation (26).

Our approach is to sub-cycle the divergence cleaning equations between timesteps, updating only the magnetic field via 
the cleaning equations (Equations (25)–(26)) with the position and velocity of each particle held fixed. In effect, this iterates 
toward the solution of the Poisson equation for ∇ · B (e.g., Tóth [39]). Yalim et al. [46] have used a similar technique in an 
Eulerian code, except they iterate only the hyperbolic equations with no parabolic damping.

5.1. Sub-cycling the divergence cleaning equations

To begin, we examine the degree to which the divergence error of the magnetic field can be reduced through divergence 
cleaning. To test this, we perform a ‘static’ test, similar to those performed by Tricco and Price [41], whereby the magnetic 
field evolves only by sub-cycling the divergence cleaning equations (Equations (25)–(26)) with the position and velocity of 
each particle held constant. In order for results to be applicable to a ‘real’ application, rather than an artificial setup, we 
use the particle and magnetic field structure taken from the t = 1 evolved state of the Orszag–Tang vortex calculation in 
Section 4.2.

Fig. 15 shows the average of h|∇ · B|/|B| on the particles as a function of the number of iterations of the cleaning 
equations. We tested a series of values of the parabolic damping parameter, σ . The initial decay of divergence error is 
most rapid for σ = 0.3, but with a turnover in decay rate occurring once the average error has been reduced by around an 
order of magnitude. This turnover may be understood due to the differing rates of removal of short and long wavelength 
divergence errors. Divergence errors are introduced into simulations at short wavelengths, e.g. from shocks, which this level 
of damping is most effective at removing. Hence, this value of σ is optimal when the simulation is evolving and continually 
injecting divergence error, as found by Tricco and Price [41]. However, once short wavelength errors have been removed, 
the decay rate slows significantly because only long wavelength modes remain which decay slowly.

The most effective value of σ for removing long wavelength modes is 0.02–0.03. Since these values are less effective 
at removing short wavelength errors than σ = 0.3, they are initially slower at reducing the average h|∇ · B|/|B|. However, 
the smaller σ value allows the hyperbolic waves to propagate more effectively, spreading the divergence waves throughout 
the simulation, in turn allowing the diffusion term to become more effective at reducing the long wavelength modes. Thus, 
over a large number of iterations (∼ 104), using σ = 0.02–0.03 will reduce the average h|∇ · B|/|B| to zero in the shortest 
number of iterations. For this simulation, it took 20 000 iterations for σ = 0.02 to reduce to the average divergence error to 
zero, compared to σ = 0.3 which still has average error of ∼ 10−6 after 50 000 iterations.

For every value of σ that we tested, the average h|∇ · B|/|B| in the simulation could be reduced to zero within machine 
precision (∼ 10−16) given enough iterations, demonstrating that it is possible in principle to achieve ∇ · B = 0 with diver-

Achievable in principle, not currently practical

Tricco, Price & Bate (2016) 
 J. Comp. Phys. 322, 326
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Figure 2. As Fig. 1, but for SPH with standard (α = 1) or Morris &
Monaghan (1997) artificial viscosity, as well as our new method (only every
fifth particle is plotted). Also shown are the undamped wave (solid) and lower
amplitude sinusoidals (dashed). Only with our method the wave propagates
undamped, very much like SPH without any viscosity, as in Fig. 1.

With this in mind, Morris & Monaghan (1997) proposed to adapt
the strength of artificial viscosity to the local convergence of the
flow. To this end, they introduced the concept of individual adaptive
viscosities αi for each particle, replaced α in equation (4) by ᾱij =
(αi + αj )/2, and set β ∝ ᾱij . The individual viscosities are adapted
according to the differential equation

α̇i = (αmin − αi)/τi + Si, (7)

with the velocity-based source term

Si = max{−∇·υ i , 0}, (8)

and the decay time3

τi = hi/(2ℓci). (9)

Here, αmin = 0.1 constitutes a lower limit for the artificial viscosity
such that αi = αmin for non-convergent flows. For a convergent
flow, on the other hand, αi grows above that value, guaranteeing
the proper treatment of shocks. In the post-shock region, the flow
is no longer convergent and αi decays back to αmin on the time-
scale τ i (typically ℓ = 0.1–0.2). This method reduces the artificial
viscosity away from shocks by an order of magnitude compared
to standard SPH and gives equally accurate post- and pre-shock
solutions (Morris & Monaghan 1997).

More recently, Rosswog et al. (2000) proposed to alter the adap-
tation equation (7) to4

α̇i = (αmin − αi)/τi + (αmax − αi) Si, (10)

with αmax = 1.5, while Price (2004) advocated αmax = 2. The effect
of this alteration is first to prevent αi to exceed αmax and second to
increase α̇i for small αi, which ensures a faster viscosity growth,
resulting in somewhat better treatment of shocks (Price 2004). This
method may also be combined with the Balsara switch by applying
the reduction factor (6) either to %ij (Rosswog et al. 2000) or to Si

(Morris & Monaghan 1997; Wetzstein et al. 2009).
The scheme of equations (8), (9) and (10) with αmin = 0.1, αmax =

2 and ℓ = 0.1 is the current state of the art for SPH and is imple-
mented in the codes PHANTOM (by Daniel Price) and VINE (Wetzstein
et al. 2009). In Sections 4 and 5, we will frequently compare our
novel scheme (to be described below) with this method and refer to

3 The factor 2 in the denominator of equation (9) accounts for the differ-
ence in the definition of the smoothing length h between us and Morris &
Monaghan (1997).
4 This is equivalent to keeping (7) but multiplying the source term (8) by
(αmax − α), which is what Rosswog et al. actually did.

it as the ‘M&M method’ or the ‘Price (2004) version of the M&M
method’ as opposed to the ‘original M&M method’, which uses
equation (7) instead of equation (10).

2.4 Critique of the M&M method

The M&M method certainly constitutes a large improvement over
standard SPH, but low-viscosity flows, typical for many astrophys-
ical fluids, are still inadequately modelled. After studying this and
related methods in detail, we identify the following problems.

First, any αmin > 0 results in unwanted dissipation, for example
of sound waves (see Fig. 2) or stellar pulsations (see Section 4.4),
yet the M&M method requires αmin ≈ 0.1. This necessity has been
established by numerous tests (most notably of Price 2004) and
is understood to originate from the requirement to ‘maintain order
amongst the particles away from shocks’ (Morris & Monaghan
1997).

Secondly, there is a delay between the peak in the viscosity α and
the shock front (see Fig. 3): the particle viscosities are still rising
when the shock arrives. One reason for this lag is that integrating
the differential equation (10) increases αi too slowly: the asymptotic
value

αs = αmin + αmax Siτi

1 + Siτi

(11)

is hardly ever reached before the shock arrives (and Si decreases).
Thirdly, the source term (8) does not distinguish between pre- and

post-shock regions: for a symmetrically smoothed shock it peaks at
the exact shock position (in practice the peak occurs one particle
separation in front of the shock; Morris & Monaghan 1997, see also
Fig. 3). However, immediately behind the shock (or more precisely
the minimum of ∇·υ), the (smoothed) flow is still converging and
hence α continues to increase without need. A further problem is
the inability of the source term (8) to distinguish between velocity
discontinuities and convergent flows.

Finally, in strong shear flows the estimation of the velocity di-
vergence ∇·υ, needed in (8), often suffers from substantial errors
(see Appendix B1 for the reason), driving artificial viscosity with-
out need. This especially compromises simulations of differentially
rotating discs even when using the Balsara switch.

3 A N OV E L A RT I F I C I A L V I S C O S I T Y S C H E M E

Our aim is a method which overcomes all the issues identified in
Section 2.4 and in particular gives αi → 0 away from shocks. To
this end, we introduce a new shock indicator in Section 3.1, a novel
technique for adapting αi in Section 3.2 and a method to suppress
false compression detections due to the presence of strong shear in
Section 3.3.

3.1 A novel shock indicator

We need a shock indicator which not only distinguishes shocks
from convergent flows, but, unlike ∇·υ, also discriminates between
pre- and post-shock regions. This requires (at least) a second-order
derivative of the flow velocity and we found the total time derivative
of the velocity divergence, ∇̇·υ ≡ d(∇·υ)/dt , to be most useful. As
is evident from differentiating the continuity equation,

−∇̇·υ = d2 ln ρ/dt2, (12)

∇̇·υ < 0 indicates a non-linear density increase and a steepening
of the flow convergence, as is typical for any pre-shock region.

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 408, 669–683

2814 T. S. Tricco and D. J. Price

Figure 3. Shocktube test 5A from RJ95 performed in 2D with left state (ρ,
P, vx, vy, By) = (1, 1, 0, 0, 1) and right state (ρ, P, vx, vy, By) = (0.125, 0.1,
0, 0, −1) with Bx = 0.75 at t = 0.1. Black circles represent the particles and
the red line represents the solution obtained with the ATHENA code using 104

grid cells.

3.3 Shocktube 5A

The final shocktube originates from Brio & Wu (1988). It is another
2D shocktube; however, it is of particular interest as it contains a
compound shock/rarefaction structure. It has the same initial density
and pressure profile as the standard Sod shocktube (Sod 1978), but
with the addition of a magnetic field. The left state is (ρ, P, vx, vy,
By) = (1, 1, 0, 0, 1) and right state (ρ, P, vx, vy, By) = (0.125, 0.1, 0,
0, −1) with Bx = 0.75. Here we use γ = 5/3 instead of 2 to follow
the results of RJ95.

The shock has been simulated with 800 × 30 particles for the
right state and 300 × 10 particles for the right state. Results at
t = 0.1 are presented in Fig. 3. For this test, the Riemann solution of
RJ95 does not contain the slow compound structure, so instead we
compare our results against those from the ATHENA code (Stone et al.
2008) using 104 grid cells. As previously, no post-shock noise in the
magnetic field is found. The L1 error profile for By is 4.231 × 10−3

when using our new switch, compared to 6.259 × 10−3 if the PM05
switch is used.

3.4 Polarized Alfvén wave

We now examine the ability of the switch to reduce dissipation
when no shocks are present. The test problem used is a circularly
polarized Alfvén wave travelling in a 2D periodic box, following
Tóth (2000). This is an exact solution to the ideal MHD equations,
so the wave should return to its original state after each crossing.
There are no discontinuities in the magnetic field in this test, but
gradients in the magnetic field may cause the αB switch to activate.

The simulation is set up using 1682 particles arranged on a tri-
angular lattice in a periodic domain of lengths [x, y] = [1/cos (ω),
1/sin (ω)] using ω = π/6 which sets the direction of wave mo-

Figure 4. Results of the polarized Alfvén wave propagation test in 2D, with
the exact solution in black, and at t = 2, 4, 6 corresponding to 2, 4 and 6
periods. On the left, the PM05 switch has been used whereas on the right the
new resistivity switch has been used. The maximum αB values are 10 times
higher for the PM05 switch than the new switch, and after 6 periods the
amplitude of the wave has decayed over 40 per cent for the PM05 switch
compared to only 10 per cent for the new switch.

tion. The initial density and pressure are ρ = 1 and P = 0.1
with γ = 5/3. The velocity and magnetic fields parallel and
perpendicular to the wave are [v∥, v⊥] = [0, 0.1 sin(2πxξ )], and
[B∥, B⊥] = [1, 0.1 sin(2πxξ )], where xξ = x cos (ω) + y sin (ω). Ve-
locity and magnetic field components oriented out of the plane are
vz = Bz = 0.1 cos(2πxξ ).

The value of αB produced using the new switch can be calculated
from the initial conditions, which give |∇ B| = 0.2π and |B| = 1.
Thus, for a smoothing length h = 1.2&x, where &x is the particle
spacing, the new switch gives αB ∼ 0.02 at this resolution. By con-
trast, the simulations using the PM05 switch produce maximum αB

values approximately 10 times higher (0.22 versus 0.02), meaning
that in this case the PM05 switch is an order of magnitude more
dissipative at t = 0.

After 6 periods, the amplitude of the wave has decayed by over
40 per cent using the PM05 switch compared to only ∼10 per cent
for the new switch, as shown in Fig. 4. Although the maximum
αB is 10 times higher with the PM05 switch than the new switch,
this is not reflected in the wave amplitude after 6 periods because
|∇ B| and the source term in equation (7) are reduced as the wave is
damped. The rate of this reduction differs between the two switches
since the PM05 switch damps the wave more heavily.

3.5 Orszag–Tang vortex

The Orszag–Tang vortex (Orszag & Tang 1979) is a widely
used test for many astrophysical MHD codes (e.g. Fromang,
Hennebelle & Teyssier 2006; Stone et al. 2008; Dolag & Stasyszyn
2009). The problem has an initial vortex structure creating sev-
eral classes of interacting shock waves which evolve into tur-
bulence. The initial structure has ρ = 25/(36π), P = 5/(12π),
v = [−sin(2πy), sin(2πx)] and B = [−sin(2πy), sin(4πx)] with
γ = 5/3.

The test has been simulated using 5122, 10242 and 20482 particles
initially arranged on a square lattice. The initial conditions are set
up by first creating the particles in one quadrant of the domain, then
mirroring the configuration to the other quadrants with appropriate
sign changes in the velocity and magnetic fields as needed. This
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Figure 3. Shocktube test 5A from RJ95 performed in 2D with left state (ρ,
P, vx, vy, By) = (1, 1, 0, 0, 1) and right state (ρ, P, vx, vy, By) = (0.125, 0.1,
0, 0, −1) with Bx = 0.75 at t = 0.1. Black circles represent the particles and
the red line represents the solution obtained with the ATHENA code using 104

grid cells.

3.3 Shocktube 5A

The final shocktube originates from Brio & Wu (1988). It is another
2D shocktube; however, it is of particular interest as it contains a
compound shock/rarefaction structure. It has the same initial density
and pressure profile as the standard Sod shocktube (Sod 1978), but
with the addition of a magnetic field. The left state is (ρ, P, vx, vy,
By) = (1, 1, 0, 0, 1) and right state (ρ, P, vx, vy, By) = (0.125, 0.1, 0,
0, −1) with Bx = 0.75. Here we use γ = 5/3 instead of 2 to follow
the results of RJ95.

The shock has been simulated with 800 × 30 particles for the
right state and 300 × 10 particles for the right state. Results at
t = 0.1 are presented in Fig. 3. For this test, the Riemann solution of
RJ95 does not contain the slow compound structure, so instead we
compare our results against those from the ATHENA code (Stone et al.
2008) using 104 grid cells. As previously, no post-shock noise in the
magnetic field is found. The L1 error profile for By is 4.231 × 10−3

when using our new switch, compared to 6.259 × 10−3 if the PM05
switch is used.

3.4 Polarized Alfvén wave

We now examine the ability of the switch to reduce dissipation
when no shocks are present. The test problem used is a circularly
polarized Alfvén wave travelling in a 2D periodic box, following
Tóth (2000). This is an exact solution to the ideal MHD equations,
so the wave should return to its original state after each crossing.
There are no discontinuities in the magnetic field in this test, but
gradients in the magnetic field may cause the αB switch to activate.

The simulation is set up using 1682 particles arranged on a tri-
angular lattice in a periodic domain of lengths [x, y] = [1/cos (ω),
1/sin (ω)] using ω = π/6 which sets the direction of wave mo-

Figure 4. Results of the polarized Alfvén wave propagation test in 2D, with
the exact solution in black, and at t = 2, 4, 6 corresponding to 2, 4 and 6
periods. On the left, the PM05 switch has been used whereas on the right the
new resistivity switch has been used. The maximum αB values are 10 times
higher for the PM05 switch than the new switch, and after 6 periods the
amplitude of the wave has decayed over 40 per cent for the PM05 switch
compared to only 10 per cent for the new switch.

tion. The initial density and pressure are ρ = 1 and P = 0.1
with γ = 5/3. The velocity and magnetic fields parallel and
perpendicular to the wave are [v∥, v⊥] = [0, 0.1 sin(2πxξ )], and
[B∥, B⊥] = [1, 0.1 sin(2πxξ )], where xξ = x cos (ω) + y sin (ω). Ve-
locity and magnetic field components oriented out of the plane are
vz = Bz = 0.1 cos(2πxξ ).

The value of αB produced using the new switch can be calculated
from the initial conditions, which give |∇ B| = 0.2π and |B| = 1.
Thus, for a smoothing length h = 1.2&x, where &x is the particle
spacing, the new switch gives αB ∼ 0.02 at this resolution. By con-
trast, the simulations using the PM05 switch produce maximum αB

values approximately 10 times higher (0.22 versus 0.02), meaning
that in this case the PM05 switch is an order of magnitude more
dissipative at t = 0.

After 6 periods, the amplitude of the wave has decayed by over
40 per cent using the PM05 switch compared to only ∼10 per cent
for the new switch, as shown in Fig. 4. Although the maximum
αB is 10 times higher with the PM05 switch than the new switch,
this is not reflected in the wave amplitude after 6 periods because
|∇ B| and the source term in equation (7) are reduced as the wave is
damped. The rate of this reduction differs between the two switches
since the PM05 switch damps the wave more heavily.

3.5 Orszag–Tang vortex

The Orszag–Tang vortex (Orszag & Tang 1979) is a widely
used test for many astrophysical MHD codes (e.g. Fromang,
Hennebelle & Teyssier 2006; Stone et al. 2008; Dolag & Stasyszyn
2009). The problem has an initial vortex structure creating sev-
eral classes of interacting shock waves which evolve into tur-
bulence. The initial structure has ρ = 25/(36π), P = 5/(12π),
v = [−sin(2πy), sin(2πx)] and B = [−sin(2πy), sin(4πx)] with
γ = 5/3.

The test has been simulated using 5122, 10242 and 20482 particles
initially arranged on a square lattice. The initial conditions are set
up by first creating the particles in one quadrant of the domain, then
mirroring the configuration to the other quadrants with appropriate
sign changes in the velocity and magnetic fields as needed. This
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➤ Cullen & Dehnen (2010) 
switch for shock viscosity

➤ Tricco & Price (2013) 
switch for resistivity 
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PHANTOM SPMHD CODE
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Performed with all dissipation, shock capturing and divergence cleaning turned on

Advection of current loop (Gardiner & Stone 2005, 2008)

Convergence on circularly polarised Alfvén wave 
with ALL dissipation turned on

Price et al. (2017), arXiv:1702.03930



JETS FROM THE FIRST CORE Price, Tricco & Bate (2012); 
see also Machida et al. (2008)



PROTOSTELLAR JETS: SECOND COLLAPSE Bate, Tricco & Price (2014)

Performed with radiation magnetohydrodynamics (gray FLD: Whitehouse & Bate 2004a,b; Whitehouse, Bate & Monaghan 2006)



MAGNETICALLY LAUNCHED OUTFLOWS

First core (100 x 100 au) Second (protostellar) core (10 x 10 au)



STRONG MAGNETIC FIELDS IMPLANTED IN STARS AT BIRTH

94 M. R. Bate, T. S. Tricco and D. J. Price

Figure A1. The time evolution of the maximum density during RMHD calculations of the collapse of a rotating molecular cloud core with an initial mass-to-
flux ratio of µ = 5 times critical performed using resolutions of 1 (red dotted line), 3 (black solid line) and 10 (blue dashed line) million particles. The free-fall
time of the initial cloud core, tff = 7.71 × 1011 s (24 430 yr). In the right-hand panel, the time has been set to zero when the stellar core begins to form (i.e.
when the maximum density reaches 10−4 g cm−3).

Figure A2. The evolution of the maximum gas temperature (left) and maximum magnetic field strength (right) versus maximum density for RMHD calculations
of the collapse of a rotating molecular cloud core with an initial mass-to-flux ratio of µ = 5 times critical performed using resolutions of 1 (red dotted line),
3 (black solid line) and 10 (blue dashed line) million particles. With lower resolution the field strength late in the collapse is reduced due to the increased
numerical resistivity.

Figure A3. Snapshots of the density on slices parallel to the rotation axis showing the development of the outflows that are launched from the first hydrostatic
cores (left-hand panels) and stellar cores (right-hand panels) in calculations with initial mass-to-flux ratios of µ = 5 times critical performed with different
resolutions as labelled above each panel.
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SMALL SCALE DYNAMO: FLASH VS PHANTOM Tricco, Price & Federrath (2016)
Grid vs. SPH on the small-scale turbulent dynamo 7

Flash

t/tc=2t/tc=2 t/tc=4t/tc=4 t/tc=6t/tc=6 t/tc=8t/tc=8

Phantom

t/tc=2t/tc=2 t/tc=4t/tc=4 t/tc=6t/tc=6 t/tc=8t/tc=8

Figure 3. z-column integrated ⇢ and |B|, defined < B >=
R
|B|dz/

R
dz, for Flash (top) and Phantom (bottom) at resolutions of

2563 for t/t
c

= 2, 4, 6, 8. The density field has similar structure in both codes at early times, but diverge at late times due to the non-
determinstic behaviour of the turbulence. The magnetic field is strongest in the densest regions, while the mean magnetic field strength
throughout the domain increases with time.

similar growth rates. In contrast, the Phantom results have
growth rates that increase with resolution by nearly a factor
of two for each doubling of resolution.

Analytic studies of the exponential growth rate of the
small-scale dynamo have shown that for Pm ⌧ 1, the growth
rate scales with Rm1/2, while for Pm � 1, it scales with
Re1/2 (Schober et al. 2012a; Bovino et al. 2013). Theoretical
predictions of the growth rate for Pm ⇠ 1, which is the
Prandtl number regime for numerical codes in the absence of
explicit dissipation terms, are more uncertain. The growth

rate in the transition region between 0.1 < Pm < 10 was
probed by Federrath et al. (2014) using Flash simulations
with explicit viscous and resistive dissipation. They found
that the magnetic energy growth rate for Pm . 1 exhibited
a steep dependence on Pm and only agreed qualitatively
with the analytical expectations of Schober et al. (2012a)
and Bovino et al. (2013). Conversely, the growth rate for
Pm & 1 quantitatively agreed with analytical expectations,
with, by comparison, relatively little variation with respect
to Pm.

MNRAS 000, 1–17 (2016)



MAGNETIC FIELDS IN TIDAL DISRUPTION EVENTS

t=18

time (code units)

lo
g 

m
ag

ne
tic

 e
ne

rg
y 

(c
od

e 
un

its
)

0 20 40 60

-5

-4.5

-4

-3.5

-3 first run
constant dissipation (alphaBmax = 1)
faster cleaning (overcleanfac = 10)
no cleaning (psidecayfac = 0)

Bonnerot, Price, Rossi, Lodato 
(2017), MNRAS

Artificial dynamo with Powell-terms only



NON-IDEAL SPMHD
➤ Spatial discretisation exactly 

conserves energy  

➤ Guaranteed positive definite 
contribution to entropy 

➤ RKC super-timestepping for 
ambipolar/Ohmic terms 
(Alexiades et al. 1996; 
O’Sullivan & Downes 2006)

Wurster, Price & Ayliffe (2014), Wurster, Price & Bate (2016), MNRAS

Ambipolar diffusion in SPMHD 1111

Figure 7. Results of the C-shock test after t = 4τAD, using ρi = 10−5 and
γAD = 1. The red lines are the numerical results and the green lines are the
semi-analytical results. Top to bottom: neutral gas density; neutral (solid)
and ion (dotted) velocity in the x-direction; neutral (solid) and ion (dotted)
velocity in the y-direction; magnetic field strength in the y-direction.

between these two values.2 Due to the reflective nature of our re-
sults, we will only present the results for the domain x > 0. As
with the wave damping test, we also run a baseline test without
ambipolar diffusion.

Fig. 7 shows the neutral density, neutral and ion velocities and the
y-component of the magnetic field after t = 4τAD. For the C-shock
structure (10 ! x/LAD ! 30), we find agreement to within ∼4 per
cent between the numerical and semi-analytical results. There is an
increase in the relative error at the base of the shock, but this can be
attributed to our artificial viscosity and resistivity algorithms, and
is not related to our implementation of ambipolar diffusion. A brief
study shows that the numerical results converge for increasing reso-
lution, but the runtime is severely hampered due to the timestepping
limitations (recall equation 39) and the short smoothing lengths near
x = 0. Although the shortest smoothing length is larger for the case
with ambipolar diffusion, the quadratic dependence on it results in
a timestep that is 30–40 times lower than for the case without am-
bipolar diffusion (whose timestep dependence on smoothing length
is linear).

For completeness, we note that the C-shock is not the complete
solution to the system – a second shock exists near the origin. This
shock appears in the numerical solution presented in Choi et al.
(2009, although it is not discussed), and is not shown in Mac Low
et al. (1995) since the boundary is removed from the plot. These

2 The constant resolution in the grid simulations presented in Mac Low
et al. 1995 is 0.2 and 0.1LAD, and in Choi et al. (2009) the resolution is
20LAD/128 ≈ 0.156LAD.

authors cite ‘wall heating’ as the source of this discontinuity, but this
is clearly not the case since the problem is isothermal. This second
shock is also present in the case without ambipolar diffusion, and
this profile is similar to the solution of the MHD shock given in
fig. 2a of Ryu & Jones (1995).3 This is expected since both tests are
initialized with inflow velocities. We ran this test without ambipolar
diffusion and with cs = 1.0 using both our simple SPMHD code and
ATHENA (Stone et al. 2008). Both codes produced the shock near the
origin, indicating that it is a real feature. As expected, this shock
is also smoothed by ambipolar diffusion, similar to how the first
shock is smoothed to create the C-shock profile.

5 SU M M A RY

We have described a simple implementation of ambipolar diffu-
sion suitable for SPMHD codes. The same algorithm can be easily
extended to handle Ohmic resistivity and to the Hall effect. Our
derivation assumed the strong coupling approximation (ρ ∼ ρn and
ρion ≪ ρn) and thus we can use a single fluid approach. We have
shown that this method conserves energy, and the contribution to
the energy equation is always positive definite, as required. We have
tested this implementation in both a simple 1D SPMHD code and
the fully 3D code PHANTOM. Our results are as follows.

(i) For the wave damping test, our numerical results agreed with
the analytical results. For the three cases we studied, the cumula-
tive root-mean-square error remained less than 2 per cent of the
maximum ⟨B2

z ⟩1/2 amplitude over five periods, with larger values
of the collisional coupling constant, γAD, yielding smaller errors
(i.e. 0.03 per cent error for γAD = 1000 compared to 2 per cent for
γAD = 100).

(ii) Our implementation is robust to resolution and kernel tests.
For increasing resolution, the convergence is second order. As the
smoothing kernel is switched from the quintic to the quartic to the
cubic, the cumulative root-mean-square error decreases, as to be
expected since the kernel is smoothing over a shorter distance.

(iii) The analytical results can be reproduced using a fully 3D
SPMHD code. The cumulative root-mean-square error is lower than
for the 1D code.

(iv) For the oblique C-shock test, our numerical results agreed
with the semi-analytical results typically within ∼4 per cent. Al-
though the relative error was larger than 4 per cent at the base of the
shock, this can be attributed to the artificial viscosity and resistivity,
and not the implementation of ambipolar diffusion.

With the inclusion of ambipolar diffusion in 3D SPMHD codes,
we are now in a position to determine the effect that it has on physical
processes, such as the collapse of molecular clouds to form stars.
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Figure C1. Dispersion relation for the left- and right-circularly polarised
wave, corresponding to ηHE < 0 and > 0, respectively. The solid circles
are the numerically calculated phase velocities.

Once the magnetic field is known, then the velocities are given by

vx =
1
2Q

⎛

⎝Kx −
B2
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B2
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− 4c2s Q2

⎞

⎠ , (C4a)

vy =(Ky +BxBy) /Q, (C4b)
vz =(Kz +BxBz) /Q, (C4c)

where cs is the isothermal sound speed, and Kx, Ky, Kz and
Q = ρvx are constants which can be calculated from the initial
conditions. The resistivities, ηc, are semi-constant, given by

ηc
OR = COR, (C5a)
ηc

HE = CHEB, (C5b)

ηc
AD = CAD

B2

ρ
≡ v2A

γADρion
, (C5c)

where COR, CHE and CAD are constants, γAD is the collisional cou-
pling constant between ions and neutrals and ρion is the ion density.
The final term of (C5c) matches the form presented in Wurster et al.
(2014).

For our numerical test, we set up the shock
where the values for the left and right sides
are given by (ρ0, P0, vx,0, vy, vz,0, By,0, Bz,0) =
(1.7942, 0.017942,−0.9759,−0.6561, 0.0, 1.74885, 0.0)
and (1.0, 0.01,−1.751, 0.0, 0.0, 0.6, 0.0), respectively. The
x-magnetic field is constant at Bx = 1, and the isothermal sound
speed is cs = 0.1. The coefficients are COR = 1.12 × 10−9,
CHE = −3.53×10−2 and CAD = 7.83×10−3, thus this evolution
will be dominated by the Hall effect.

The particles are set up on a closed-packed lattice with 512
particles in the x-direction on the left-hand side, and 12 and 13
particles in the y- and z-directions, respectively. Initialising this
idealised test on a three-dimensional lattice will yield instabilities
as the system evolves (Morris 1996); unlike the results presented in
this paper, these particles are expected to evolve on the lattice, thus
the regular shape will not be washed out. To minimise the instabil-
ities, we use the C4 Wendland kernel.

The analytical and numerical results are plotted in Fig. C2.
At any given position, the analytical and numerical solutions agree
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Figure C2. The analytical (solid line) and numerical (crosses) results for
the isothermal standing shock. The initial conditions are given in the text.
At any given position, the analytical and numerical solutions agree within 3
per cent.

within 3 per cent. Similar results are obtained using different ker-
nels and different initial lattice configurations.

C2 Super-timestepping

We have implemented super-timestepping into PHANTOM for both
global and individual particle timesteps. In both cases, dt′diff is de-
termined from the globally minimum min (dtOR, dtAD), while dt
is either the globally or locally minimum min (dtCourant, dtHE) for
global and individual timesteps, respectively.

We use the isothermal C-shock (Draine 1980) with individual
timesteps to test the effectiveness of our super-timestepping imple-
mentation. We include ambipolar diffusion with the semi-constant
resistivity given in (C5c), setting γAD = 1. Given our implemen-
tation of super-timestepping, k is the only free parameter, where a
smaller k yields a larger N . Our tests are run using OpenMP on 12
nodes, and exclude Ohmic resistivity and the Hall effect.

Using ρion = 10−5, we run the C-shock using four values of
k, as well as a fiducial run without super-timestepping. In Table C1,
we summarise the results of these tests at tfinal = 14.5τAD, where
τAD = (γADρion)

−1 is the characteristic timescale for ambipolar
diffusion.

In each of the models with super-timestepping, the number of
real steps (where one real step is defined as progressing time dt) is
4576, which ∼5.9× lower than the number of real steps required
without super-timestepping. As expected, the total number of steps
(where one step is defined as progressing time dτ ) decreases for
increasing k. The required number of sub-steps per step varies as
the simulation evolves, hence the non-linear relation between the
total number of steps and k. The maximum number of sub-steps
is typically Nmax = 3; the corresponding ν is given in the final
column of Table C1. At tfinal, the total energy of each model differs
by less than 0.18 percent. For a second comparison, we sum the
density of each SPH particle i that satisfies ρi > ρ0 ≡ 1; these
sums differ by less than 0.45 per cent.

We urge caution when comparing the runtimes to the model
without super-timestepping. In this test, all of the particles have
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Figure C1. Dispersion relation for the left- and right-circularly polarised
wave, corresponding to ηHE < 0 and > 0, respectively. The solid circles
are the numerically calculated phase velocities.
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where cs is the isothermal sound speed, and Kx, Ky, Kz and
Q = ρvx are constants which can be calculated from the initial
conditions. The resistivities, ηc, are semi-constant, given by

ηc
OR = COR, (C5a)
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HE = CHEB, (C5b)
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AD = CAD
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γADρion
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where COR, CHE and CAD are constants, γAD is the collisional cou-
pling constant between ions and neutrals and ρion is the ion density.
The final term of (C5c) matches the form presented in Wurster et al.
(2014).

For our numerical test, we set up the shock
where the values for the left and right sides
are given by (ρ0, P0, vx,0, vy, vz,0, By,0, Bz,0) =
(1.7942, 0.017942,−0.9759,−0.6561, 0.0, 1.74885, 0.0)
and (1.0, 0.01,−1.751, 0.0, 0.0, 0.6, 0.0), respectively. The
x-magnetic field is constant at Bx = 1, and the isothermal sound
speed is cs = 0.1. The coefficients are COR = 1.12 × 10−9,
CHE = −3.53×10−2 and CAD = 7.83×10−3, thus this evolution
will be dominated by the Hall effect.

The particles are set up on a closed-packed lattice with 512
particles in the x-direction on the left-hand side, and 12 and 13
particles in the y- and z-directions, respectively. Initialising this
idealised test on a three-dimensional lattice will yield instabilities
as the system evolves (Morris 1996); unlike the results presented in
this paper, these particles are expected to evolve on the lattice, thus
the regular shape will not be washed out. To minimise the instabil-
ities, we use the C4 Wendland kernel.

The analytical and numerical results are plotted in Fig. C2.
At any given position, the analytical and numerical solutions agree
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Figure C2. The analytical (solid line) and numerical (crosses) results for
the isothermal standing shock. The initial conditions are given in the text.
At any given position, the analytical and numerical solutions agree within 3
per cent.

within 3 per cent. Similar results are obtained using different ker-
nels and different initial lattice configurations.

C2 Super-timestepping

We have implemented super-timestepping into PHANTOM for both
global and individual particle timesteps. In both cases, dt′diff is de-
termined from the globally minimum min (dtOR, dtAD), while dt
is either the globally or locally minimum min (dtCourant, dtHE) for
global and individual timesteps, respectively.

We use the isothermal C-shock (Draine 1980) with individual
timesteps to test the effectiveness of our super-timestepping imple-
mentation. We include ambipolar diffusion with the semi-constant
resistivity given in (C5c), setting γAD = 1. Given our implemen-
tation of super-timestepping, k is the only free parameter, where a
smaller k yields a larger N . Our tests are run using OpenMP on 12
nodes, and exclude Ohmic resistivity and the Hall effect.

Using ρion = 10−5, we run the C-shock using four values of
k, as well as a fiducial run without super-timestepping. In Table C1,
we summarise the results of these tests at tfinal = 14.5τAD, where
τAD = (γADρion)

−1 is the characteristic timescale for ambipolar
diffusion.

In each of the models with super-timestepping, the number of
real steps (where one real step is defined as progressing time dt) is
4576, which ∼5.9× lower than the number of real steps required
without super-timestepping. As expected, the total number of steps
(where one step is defined as progressing time dτ ) decreases for
increasing k. The required number of sub-steps per step varies as
the simulation evolves, hence the non-linear relation between the
total number of steps and k. The maximum number of sub-steps
is typically Nmax = 3; the corresponding ν is given in the final
column of Table C1. At tfinal, the total energy of each model differs
by less than 0.18 percent. For a second comparison, we sum the
density of each SPH particle i that satisfies ρi > ρ0 ≡ 1; these
sums differ by less than 0.45 per cent.

We urge caution when comparing the runtimes to the model
without super-timestepping. In this test, all of the particles have

Whistler/Ion-cyclotron modes

Ambipolar diffusion in SPMHD 1109

Figure 2. The cumulative root-mean-square error at t = 5 as a function
of resolution for the no ambipolar diffusion case (red) and the ambipolar
diffusion case with γAD = 1000 (blue), along with a reference line ∝ N−2

(green).

Although this result is expected, it will yield a result that will differ
from the analytical results used here, which were derived under
the assumption of no non-linear coupling of waves. Similar results
are reached using the larger v0; however, the errors are noticeably
worse and potentially misleading (i.e. for low resolution, the non-
linear coupling is not well defined, thus the errors remain small;
for high resolution, the non-linear coupling is well defined and will
ultimately converge; however, the errors are noticeably worse than
the low resolution).

For the remainder of our analysis, we include ambipolar diffusion.
Fig. 3 shows the time evolution of ⟨B2

z ⟩1/2 for γAD = 1000, 500 and
100 using N = 1024 particles.

We see agreement between the numerical and analytical results,
with the CRMSE ! 10−4 in all cases; the maximum CRMSE for
γAD = 100 is less than ∼2 per cent of the maximum ⟨B2

z ⟩1/2 am-
plitude, and is less than 0.03 per cent for γAD = 1000. The wave
damps faster for decreasing γAD, so we are adding error in ⟨B2

z ⟩1/2

slower than 1/
√

n for increasing tn, and the CRMSE decreases with
time. Since ambipolar diffusion damps the wave, the non-linear
wave couplings are not as strong as compared to the no ambipolar
diffusion case. Thus, using the higher v0 in this case yields similar
errors to the case presented here.

For the case without ambipolar diffusion and the cases with
γAD = 1000 and 500, the timestep is Courant limited. For
γAD = 100, the timestep is limited by ambipolar diffusion and
is ∼4.4 times smaller than the Courant timestep. Thus, the impact
of γAD is apparent even in a simple test like this.

We next present the results of a resolution test. In Fig. 4, we
plot the time evolution of ⟨B2

z ⟩1/2 for γAD = 1000 using N = 26−10

particles.
Similar to the no ambipolar diffusion case, the results get better

with resolution. The blue line in Fig. 2 indicates that, even with the
inclusion of ambipolar diffusion, we obtain second-order conver-
gence.

To test the dependence on smoothing kernels, we run the
γAD = 1000 run with N = 1024 using the M4 cubic, M5 quartic
and M6 quintic smoothing kernels; see Fig. 5.

The CRMSE increases as the kernel moves from M4 to M6, which
is reasonable since M6 smoothes over a greater number of particles

Figure 3. Time evolution of the spatially averaged root-mean-square mag-
netic field in the z-direction to test the decay of Alfvén waves in the strong
coupling approximation. Each panel includes the numerical result using
N = 1024 particles (blue), the analytical result (red) and the cumulative
root-mean-square error (green) for γAD =1000 (top), 500 (middle) and 100
(bottom).

Figure 4. Top: time evolution of the spatially averaged root-mean-square
magnetic field in the z-direction to test the decay of Alfvén waves in the
strong coupling approximation; we test N = 26−10 particles for γAD = 1000
and the M6 quintic kernel. Bottom: the cumulative root-mean-square error.
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Figure 2. Face-on gas column density using ideal MHD. The initial rotation is counterclockwise and the initial magnetic field is directed out of the page (i.e.
B0 · Ω0 > 0). Each model is initialised with ∼3×105 particles within the sphere. From left to right, the columns represent snapshots at a given time (in
units of the free-fall time, tff = 2.4 × 104 yr). The rows represent models with different initial magnetic field strengths given in terms of µ0 (i.e. the initial
mass-to-flux ratio normalised to the critical mass-to-flux ratio). The top row has no initial magnetic field and the bottom row has the strongest magnetic field
(i.e. increasing magnetic field strength corresponds to a decreasing value of µ0). The white circles represent the sink particle with the radius of the circle
representing the accretion radius of the sink particle. Each frame is (300 AU)2. The discs grow in size and mass with time. At any given time, the models with
stronger magnetic fields have smaller and less massive discs than the models with the weaker initial magnetic field. The hydrodynamic model yields the largest
and most massive disc in our entire suite of simulations.

discs while magnetohydrodynamical collapses hinder or suppress
the formation of discs, with smaller discs forming in simulations
with stronger initial magnetic fields – assuming a disc forms at all.
In agreement with (e.g.) Allen et al. (2003), PB07, Mellon & Li
(2008), and Hennebelle & Fromang (2008), this demonstrates the
magnetic braking catastrophe.

4.1.1 Resolution

Fig. 4 shows a comparison of the discs formed at resolutions of
∼3× 105 particles in the collapsing sphere (top row) and ∼106

particles (bottom row) using µ0 = 7.5. This magnetic field strength
was used so that disc characteristics could be compared. The∼106

particle model took ∼3.5 times longer to run, which is reasonable
given the increase in resolution.

The two resolutions follow the same general trend, with large
discs forming. For 1.10 ! t/tff ! 1.21, the star+disc mass,
disc mass and disc radius typically differ by less than 20 per cent.
Thus, these results are relatively robust to the resolution increase
presented here.
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Figure 4. Face-on column density as in Fig. 2 but for ideal MHD at two
different resolutions and zoomed in to (90 AU)2; both use µ0 = 7.5. The
open circles represent the sink particle with the radius of the circle repre-
senting the accretion radius of the sink particle. At both resolutions, disc
masses and radii are similar.

Wurster, Price & 
Bate (2016) 
MNRAS 457, 1037
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Figure 6. Face-on gas column density, as in Fig. 2 but for non-ideal MHD including the effect of Ohmic resistivity, the Hall effect and ambipolar diffusion.
The top plot has the magnetic field initialised withB0 ·Ω0 > 0, and the bottom plot withB0 ·Ω0 < 0. Compared to ideal MHD, disc sizes are smaller for
B0 ·Ω0 > 0, but larger forB0 ·Ω0 < 0. This indicates that the Hall effect is the most important non-ideal MHD term for disc formation.

sive within a factor of two than its counterpart, and the evolution
indicates that it will not dissipate.

Our ∼3×105 particle models meet the resolution criteria set
out by Bate & Burkert (1997) (c.f. Section 3), and our brief res-
olution study indicates that our results agree at both resolutions.
Thus, to save computational costs of theB0 ·Ω0 < 0 models with
weaker magnetic fields, the bottom panel in Fig. 6 shows the lower

resolution models. For consistency, we thus present all the models
in Sections 4.1 and 4.3 at the lower resolution. The remainder of
this study is performed using the ∼106 particle models, with the
exception of our discussion of the cosmic ionisation rate. Note that
the non-ideal MHD model with µ0 = 5 andB0 ·Ω0 < 0 has only
evolved to t ≈ 1.18tff .

Wurster, Price 
& Bate (2016)
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Figure 6. Face-on gas column density, as in Fig. 2 but for non-ideal MHD including the effect of Ohmic resistivity, the Hall effect and ambipolar diffusion.
The top plot has the magnetic field initialised withB0 ·Ω0 > 0, and the bottom plot withB0 ·Ω0 < 0. Compared to ideal MHD, disc sizes are smaller for
B0 ·Ω0 > 0, but larger forB0 ·Ω0 < 0. This indicates that the Hall effect is the most important non-ideal MHD term for disc formation.

sive within a factor of two than its counterpart, and the evolution
indicates that it will not dissipate.

Our ∼3×105 particle models meet the resolution criteria set
out by Bate & Burkert (1997) (c.f. Section 3), and our brief res-
olution study indicates that our results agree at both resolutions.
Thus, to save computational costs of theB0 ·Ω0 < 0 models with
weaker magnetic fields, the bottom panel in Fig. 6 shows the lower

resolution models. For consistency, we thus present all the models
in Sections 4.1 and 4.3 at the lower resolution. The remainder of
this study is performed using the ∼106 particle models, with the
exception of our discussion of the cosmic ionisation rate. Note that
the non-ideal MHD model with µ0 = 5 andB0 ·Ω0 < 0 has only
evolved to t ≈ 1.18tff .

Wurster, Price 
& Bate (2016)

see also Tsukamoto et al. (2015)
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Figure 5. Edge-on gas column density using ideal MHD and zoomed out to (3000 AU)2 and using a density range shifted down by a factor of ten to visualise
the full extent of the outflows launched shortly after the collapse (t ≈ 1.02tff) in the magnetic models. The models with stronger magnetic fields have faster
and more collimated outflows.

it is reasonable to only compare star+disc masses. At the remain-
ing two magnetic field strengths, the non-ideal MHD models have
larger disc masses and radii, and the specific angular momentum
is similar or slightly larger. The ideal MHD models have stronger
magnetic fields in the disc; this is expected given the inclusion of
the two dissipative terms in the non-ideal MHD models. On aver-
age, gas pressure dominates the magnetic pressure in the disc.

4.3.1 Resolution

As with our ideal MHD simulations, we analyse the effect of in-
creasing the resolution from ∼3×105 particles in the initial gas
cloud to∼106 particles. Given the h2 dependence that the smooth-
ing length has on the non-ideal MHD timestep, the increase in run-
time is considerable for the models that form discs and include the
Hall effect (since super-timestepping cannot be used). It takes the
non-ideal MHD model with µ0 = 5, B0 · Ω0 < 0 and ∼106

particles ∼19 times longer to reach t = 1.15tff than its ∼3×105

particle counterpart; this is the time when the disc dissipates in the
∼3×105 model. For comparison, it takes the B0 · Ω0 < 0 model
with ∼106 particles ∼6.8 times longer to reach t = 1.21tff than
its ∼3×105 counterpart.

Fig. 7 shows the face-on gas column densities for the non-
ideal MHD model with µ0 = 5 andB0 ·Ω0 < 0, and Fig. 8 shows
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Figure 7. Resolution study, as in Fig. 4, but for non-ideal MHD with µ0 =
5 andB0·Ω0 < 0. For non-ideal MHD, increasing the resolution decreases
the mass of the star+disc system by only∼ 5 per cent.

the disc characteristics. Increasing the resolution for the non-ideal
MHDmodels has a minimal effect on the disc over the time of anal-
ysis (t ≤ 1.15tff; i.e. the life of the disc in the ∼3×105 model).
By increasing the resolution, the mass of the star+disc system de-
creases only by∼5 per cent. The high-resolution disc is more mas-

Wurster, Price 
& Bate (2016)
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Figure 9. Edge-on gas column density, as in Fig. 5 but for non-ideal MHD including the effect of Ohmic resistivity, the Hall effect and ambipolar diffusion.
The top plot has the magnetic field initialised with B0 ·Ω0 > 0, and the bottom plot with B0 · Ω0 < 0. Outflows form in the calculations that form small
discs.

4.4 Non-ideal MHD— outflows

Fig. 9 shows the edge-on column density for the non-ideal MHD
calculations, showing the models withB0 ·Ω0 > 0 andB0 ·Ω0 <
0 in the top and bottom plots, respectively. The most interesting
aspect is that outflows appear to anticorrelate with the presence of
discs. That is, outflows carry away angular momentum, which hin-
ders the formation of discs. This is counterintuitive since one would
normally expect outflows to be launched from a disc. Here, as in

Price et al. (2012), the outflows are powered by a rotating, sub-
Keplerian flow, and carry away sufficient angular momentum to
prevent the formation of a Keplerian disc. Non-ideal MHD, in gen-
eral, appears to suppress the formation of outflows. This is quanti-
fied further in Section 4.6, where we discuss the influence of indi-
vidual non-ideal MHD terms.

Wurster, Price & Bate (2016)
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Figure 9. Edge-on gas column density, as in Fig. 5 but for non-ideal MHD including the effect of Ohmic resistivity, the Hall effect and ambipolar diffusion.
The top plot has the magnetic field initialised with B0 ·Ω0 > 0, and the bottom plot with B0 · Ω0 < 0. Outflows form in the calculations that form small
discs.

4.4 Non-ideal MHD— outflows

Fig. 9 shows the edge-on column density for the non-ideal MHD
calculations, showing the models withB0 ·Ω0 > 0 andB0 ·Ω0 <
0 in the top and bottom plots, respectively. The most interesting
aspect is that outflows appear to anticorrelate with the presence of
discs. That is, outflows carry away angular momentum, which hin-
ders the formation of discs. This is counterintuitive since one would
normally expect outflows to be launched from a disc. Here, as in

Price et al. (2012), the outflows are powered by a rotating, sub-
Keplerian flow, and carry away sufficient angular momentum to
prevent the formation of a Keplerian disc. Non-ideal MHD, in gen-
eral, appears to suppress the formation of outflows. This is quanti-
fied further in Section 4.6, where we discuss the influence of indi-
vidual non-ideal MHD terms.

OUTFLOWS: NON-IDEAL MHD / ANTI-ALIGNED

Outflows are anti-correlated with disc formation!



WHICH NON-IDEAL EFFECTS ARE IMPORTANT?
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Figure 10. As in Fig. 2 but for ideal MHD, Ohmic-only, Hall-only, ambipolar-only and non-ideal MHD models, using µ0 = 5 and ∼106 particles in the
sphere. The Hall effect is sensitive to the sign of B0 ·Ω0, thus models including the Hall effect are modelled using both orientations of the initial magnetic
field; all other models are insensitive to the sign ofB0 ·Ω0 thus useB0 ·Ω0 > 0. Small discs form at late times in the ideal MHD and Ohmic-only models.
In the Hall-only and non-ideal MHD models, r ≈ 38 and 13 AU disc exists by t = 1.15tff, respectively. The non-ideal MHD model with µ0 = 5 and
B0 ·Ω0 < 0 has only evolved to t ≈ 1.18tff.

➤ Hall effect is 
dominant during 
disc formation 

➤ Produces counter-
rotating envelope 
when B and rotation 
are misaligned 

➤ Maybe why half of 
all stars have 
planets?
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Figure 15. The velocity perpendicular to a slice through the outflow (i.e.
vy) for five models with µ0 = 5 at t = 1.12tff. Each frame is (900 AU)2,
which is smaller than in Fig. 11 so that details around the first hydrostatic
core can be seen. The Hall-only model the B0 ·Ω0 < 0 has a weak bipo-
lar outflow, but forms a counter-rotating envelope. A weak counter-rotating
envelope also exists in the non-ideal MHD model with B0 ·Ω0 < 0. None
of the other models develop a counter-rotating envelope. The Ohmic-only
and ambipolar-only models are very similar to the ideal and non-ideal MHD
(B0 ·Ω0 > 0) models, respectively.
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Figure 16. As in Fig. 2, but for two different cosmic ray ionisation rates, ζ ,
for the non-ideal MHD model with µ0 = 5, B0 · Ω0 < 0, and ∼3×105

particles initially in the sphere. For this model, decreasing ζ allows a large
disc to form and persist for the duration of the simulation; for the larger
value of ζ , the disc dissipates by t ≈ 1.15tff.
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Figure 17. As in Fig. 14, but for two different cosmic ray ionisation rates,
ζ , for the non-ideal MHD model with µ0 = 5 and B0 · Ω0 < 0. The
vertical lines at r ≈11 and 35 AU represent the defined radii of the discs
using ζ = 10−17 and 10−18 s−1, respectively.

ζ = 10−18 s−1 model. Fig. 17 shows the disc properties at
a snapshot at t = 1.12tff . In both models, the magnetic field
strength in approximately constant, but is ∼3 times higher in the
ζ = 10−17 s−1 model. The maximum plasma beta is also ∼15
times higher in the ζ = 10−18 s−1 model, indicating weaker
magnetic fields.

This analysis was intentionally performed using a model with
the Hall effect and B0 ·Ω0 < 0 since a disc forms. Tests show that
the ambipolar-only model is insensitive to the value of the cosmic
ionisation rate. Thus, the physical differences are insensitive to the
precise value of ζ, with the exception of models that include the
Hall effect which are initialised with B0 ·Ω0 < 0.



ARE FOSSIL FIELDS POSSIBLE IN NON-IDEAL MHD?
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Figure 1: Evolution of the temperature (bottom) and magnetic field strength (top) against maxi-
mum density. The solid lines represent the maximum values, and the dashed lines represent the
values in the centre of the core. The maximum temperature matches the core temperature, thus
the latter has been excluded for clarity. After the formation of the second core, the maximum
and core magnetic field strengths both decrease for the non-ideal MHD models, with the core
strength decreasing much more rapidly than the maximum strength.
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Figure 1: Evolution of the temperature (bottom) and magnetic field strength (top) against maxi-
mum density. The solid lines represent the maximum values, and the dashed lines represent the
values in the centre of the core. The maximum temperature matches the core temperature, thus
the latter has been excluded for clarity. After the formation of the second core, the maximum
and core magnetic field strengths both decrease for the non-ideal MHD models, with the core
strength decreasing much more rapidly than the maximum strength.
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CONCLUSIONS

➤ Enforcing div B = 0 is main issue in accurate SPMHD 
simulations 

➤ Current best approach to enforcing div B = 0 in SPMHD is to 
use “constrained” hyperbolic/parabolic cleaning 

➤ Phantom SPMHD code now public 

➤ Non-ideal MHD, in particular the Hall effect, plays a crucial 
role in the formation of protostellar discs 

➤ Can seemingly rule out fossil field hypothesis for origin of 
magnetic fields in stars


