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4.2.2 Fittting for α2 and α3

The values of α2 and α3 are obtained using a similar procedure,
though the computation of either requires, and is dependent on, an
input value for the disc viscosity α – i.e. using either the nominal
or fitted α value.

The diffusion coefficient α2 is mostly responsible for the evolu-
tion of the profile of l , and in particular, given our initial conditions,
it affects the evolution of lx around the warp radius at R = R0.
We therefore define the L2 norm of the difference between the 1D
evolution and the SPH evolution of lx at time t = 1000 code units
as

Eα2 =
∑

i

[
li,x − l1D

x (Ri)
]2

, (51)

where the sum is taken over all shells within a radial distance equal
to 3 from the warp radius. In practice, rather than fitting α2 we fit
the parameter f , defined as α2 = f /(2α). The parameter f and its
uncertainty are then obtained through minimization of Eα2 using a
scheme analogous to the one used for α.

The precession coefficient α3 affects primarily the evolution of ly
around the warp radius. Its best-fitting value is thus obtained from
the minimization of

Eα3 =
∑

i

[
li,y − l1D

y (Ri)
]2

, (52)

using a scheme analogous to the one used for α and α2, and depend-
ing on the input values of both of these. As for α2 the sum is taken
over all shells within a radial distance of 3 from the warp radius.

5 R ESULTS

The initial aim of this paper was to perform simulations at a res-
olution significantly higher than that employed by LP07, in order
to assess the effect of limited resolution. Having performed several
calculations with 20 million SPH particles and finding results in-
distinguishable from the lower resolution of 2 million particles, we
have instead surveyed a wide range in parameter space, performing
a total of 78 simulations using 2 million particles together with the
original eight at 20 million particles. These consist of eight series
of simulations, each for a range of viscosity values. The parameters
for each series are given in Table 1, where we have considered the
effect of resolution (2 versus. 20 million particles), three different
warp amplitudes (A = 0.01, 0.05 and 0.5), disc viscosity formu-
lated either using the modified AV or by a direct implementation
of NS terms, considering the latter with zero bulk viscosity and
subsequently with a small amount applied using a switch.

5.1 Calibration of the disc viscosity coefficient

The best matching values of α (here referred to as αfit) reported
in table 1 of LP07 do not follow the expected relation given by
equation (38). Although, for a given ⟨h⟩/H , the relation between
αfit and αAV is approximately linear, the slope is shallower than
expected. An accurate calibration of α is important, because in turn
it is used as an input for the evaluation and fitting of the warp
diffusion coefficient α2. The disagreement found in LP07 prompted
us to examine the method used to calibrate α in greater detail,
resulting in our implementation of the fitting procedure described
in Section 4.2 – essentially a quantitative version of the procedure
performed in LP07.

Table 1. Parameter settings for each of the eight series of calculations
performed in this paper, where each series consists of a set of simulations
covering a range of disc viscosities α. The second column gives the initial
warp amplitude A used in equation (43), the third column shows whether
the disc viscosity was represented using the modified AV term or via a
direct implementation of NS viscosity. The fourth column shows whether
or not bulk viscosity was applied (always true for the AV calculations). The
resolution of the calculations is given in the fifth column and the symbols
used to represent each series in Figs 4, 5, 6, 8 and 13 are given in the last
column.

Series A Visc. type Bulk visc.? Npart Symbols

1 0.01 AV Yes 2 × 106 Red triangles
2 0.05 AV Yes 2 × 106 Orange triangles
3 0.01 AV Yes 2 × 107 Green triangles
4 0.05 AV Yes 2 × 107 Cyan triangles
5 0.01 NS No 2 × 106 Black squares
6 0.01 NS Switch 2 × 106 Blue squares
7 0.5 AV Yes 2 × 106 Magenta triangles
8 0.5 AV Yes 2 × 107 Yellow triangles

In considering this issue, we have also explored the effect of the
inner boundary condition of the 1D disc evolution on the measure-
ment of α. Indeed, the main feature which is used for the evaluation
of α is the turnover of the surface density at small radii, which
might well be affected by the specific boundary condition used.
Using the same condition employed by LP07 (described in Sec-
tion 4.1), we found a similar relationship between αfit and αAV – i.e.
not matching the expectations from equation (38). Furthermore, we
found that the calculations using a NS viscosity also did not agree
with the measured values. However, when the zero-torque boundary
condition was enforced exactly (see Section 4.1), the disagreement
was removed. This is demonstrated in Fig. 4, which shows the
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Figure 4. Comparison between the input value of α and the measured
value obtained fitting the SPH data to the 1D evolution of ", with the zero-
torque boundary condition enforced exactly. Results are shown with triangles
for the calculations where the disc viscosity has been simulated using the
SPH AV, whilst squares correspond to calculations where physical viscosity
terms have been implemented directly. All calculations are performed at a
resolution of 2 million SPH particles, except for the green, cyan and yellow
triangles that use 20 million particles. Error bars refer to the 1σ errors from
the fitting procedure used to obtain αfit.
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Figure 1. Full three-dimensional surface rendering of the small inclination simulation. The whole disk was initially inclined at 10◦ to the hole with no warp. This
snapshot is after approximately 500 dynamical times at the inner edge of the disk (50 Rg).
(A color version of this figure is available in the online journal.)

Figure 2. Full three-dimensional surface rendering of the large inclination simulation. The whole disk was initially inclined at 60◦ to the hole with no warp. This
snapshot is after approximately 500 dynamical times at the inner edge of the disk (50 Rg).
(A color version of this figure is available in the online journal.)

However, the numerical method used there assumed that the gas
always remained on circular orbits, evolving purely by viscous
diffusion. This was appropriate for the problem studied there,
namely, whether such a relatively orderly disk could break at

all, given the nonlinear evolution of the viscosity predicted
by Ogilvie (1999). This Letter studies a dynamical problem,
where the inclination of disk orbits can change so rapidly that
viscous diffusion of gas in circular rings is no longer an adequate

3
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Figure 2. 3D surface rendering of the disc which was initially inclined at 30◦ to the binary plane with no warp. These snapshots are taken after 0, 6.5, 17.5
and 25.5 binary orbits. The disc is viewed along the binary orbital plane and the arrow points in the direction of the companion. In this simulation the disc
breaks into two distinct planes after ∼8 binary orbits.

ring develops a strong warp, aligning somewhat towards the binary
plane, while the outer ring remains highly inclined and precessing.
The θ = 60◦ simulation evolves quite differently from those with
smaller θ . This is shown in Fig. 4. The simulated disc appears as if
it is about to tear after a few binary orbits, but the outer regions of
the disc become quite eccentric. The inner and outer disc interact
strongly at pericentre, causing enhanced dissipation (cf. Fig. 5) and
merging the two rings into a single eccentric disc. The remaining
eccentric disc persists over the duration of the simulation, which is
approximately 50 binary orbits.

The simplified criterion (8) derived in Section 2 predicts the
breaking found in the simulations with inclination angle ≥30◦.
However, it suggests that the disc with inclination angle 10◦

should also break with Rbreak ! 0.23, within the disc outer radius
(Rout = 0.35). Instead of breaking the disc, we find that the 10◦

simulation aligns to the binary plane after ∼20 binary orbits. This
alignment suggests that the vertical viscous torque (4) is dynami-
cally important on short time-scales. In this case, the simplifications
made between equations (7) and (8) are not relevant. We also note
that the outer disc radius in the 10◦ simulation shrinks slightly to
Rout ≈ 0.3a due to disc–binary resonances (Artymowicz & Lubow
1994).

The importance of the vertical viscous torque for the 10◦ simula-
tion can easily be shown by estimating the α2 term in equation (7).
Analysing this simulation we find the warp amplitude grows to
|ψ | ≈ 0.1 which gives α2 ≈ 52 (Ogilvie 1999). From these val-
ues we find Rbreak ! 0.41a by considering the vertical viscosity
(see equation 7). The breaking radius predicted by the vertical vis-
cous torque exceeds the disc outer radius and this is in agreement
with the simulations. Therefore, we can conclude that the simpli-
fied criterion (8) is not relevant for this case. However, for the 30◦

simulation we find that the warp amplitude grows to |ψ | ≈ 1.5

which gives α2 ≈ 0.4 (Ogilvie 1999). From these values we find
that the disc should break with Rbreak ! 0.2a, within the disc outer
radius, again in agreement with the simulation. Further we find that
the 30◦ simulation breaks at a minimum radius of 0.205a, whereas
the 45◦ simulation breaks at a minimum radius of 0.195a. From
our estimate in Section 2, we expect Rbreak to differ between these
two simulations by a factor of [sin 60/sin 90]−1/3 = 1.05, which is
remarkably similar to the difference found in the simulations. These
numbers give the smallest radius at which the disc was deemed to
have broken, occurring at t = 19 in the 30◦ simulation and t = 16
in the 45◦ simulation.

The accretion rate through tearing discs is generally significantly
enhanced. The top panel of Fig. 5 shows the accretion rates for
the simulations with θ = 10◦, 30◦ and 45◦. The accretion rate is
higher for the broken discs (θ = 30◦, 45◦) than for the warped disc
(θ = 10◦). The disc with θ = 60◦ produces highly variable accretion,
as shown in the lower panel of Fig. 5, varying by approximately three
orders of magnitude. The high accretion rate for this simulation
results from the enhanced dissipation between the inner disc and
the eccentric outer regions. The remaining eccentric disc shows a
nodding motion which produces the peaks in accretion rate seen in
the bottom panel of Fig. 5.

The nodding motion (oscillations in the disc tilt) are accompanied
by oscillations in the disc eccentricity. We attribute this to the Kozai–
Lidov mechanism recently discovered by Martin et al. (2014) to also
act in fluid discs. The Kozai–Lidov mechanism induces antiphase
oscillations in the orbital inclination and eccentricity of particles
highly inclined to a binary companion (Kozai 1962; Lidov 1962).
Martin et al. (2014) are the first to show that this process also occurs
in a fluid disc. In our 60◦ simulation the disc quickly becomes a
narrow ring (through a strong interaction induced by tearing, which
drives particles outside the ring into the accretion radius of the
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Mach 10 isothermal turbulence at 5123 particles
Price & Federrath (2010)

Propagation of warps in thin accretion discs
Lodato & Price (2010)

Misaligned accretion discs around spinning black holes 
(Nixon, King & Price 2012; Nealon, Price & Nixon 2016)

Tearing up a misaligned accretion disc with a binary 
companion (Doğan, Nixon, King & Price 2015)
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Well-posed Kelvin-Helmholtz instability test 
from Robertson et al. (2010), performed in 3D

Advection of a current loop (Gardiner & 
Stone 2005). Performed with all shock 
dissipation terms switched on.

Calibration of 
alpha viscosity: 
Measurement of 
disc diffusion 
rate (alpha_fit) 
as a function of 
analytic 
expectation. 
From Lodato & 
Price (2010)

Magnetic rotor test (Balsara & Spicer 1995),
performed in 3D using 256 x 293 x 12 particles

Sod shock tube, performed in 3D with 256 x 12 x 12
particles initially in -0.5 < x < 0 and 128 x 12 x 12 
initially in 0 < x < 0.5. Exact solution = red line.

Dustybox test
from Laibe & Price (2011) nx
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Convergence in 3D circularly 
polarised Alfvén wave test. 
Phantom shows 2nd order 
convergence even with all 
shock dissipation applied.
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best-fitting value αfit versus the input value of α calculated using
equation (38). Results are shown with triangles for the calculations
where the disc viscosity has been simulated using the SPH AV,
whilst squares correspond to calculations where NS viscosity terms
have been implemented directly. All calculations are performed at a
resolution of 2 million SPH particles, except for the green and cyan
triangles that use 20 million particles. The error bars show the 1σ

errors from the fitting procedure.
As one can see from Fig. 4, the general agreement is very good.

In other words, the procedure used by LP07 to simultaneously fit
α and α2 is no longer necessary and henceforth we simply fit the
single parameter α2 using the input value for α.

Also worth noting from Fig. 4 is that whilst the error bars are
smaller using the NS viscosity (squares) – due to an improved
agreement of the profile of # near the inner boundary (see the
right-hand panel of Fig. 3) – there appears to be a small excess
dissipation that occurs for low input α. In the case of Series 5 (black
squares), this may be naturally attributed to the small amount of AV
we have applied. However, for Series 6 (blue squares), using zero
AV paradoxically results in an even greater dissipation. We attribute
this to the increased randomness of the particle distribution arising
when no bulk viscosity is present. A similar effect is seen in several
other SPH simulations, e.g. in Price & Federrath (2010) when βAV

is too low.

5.2 Results for the warp diffusion coefficient

The results of the fitting procedure for the warp diffusion coefficient
α2 are shown in Fig. 5, for Series 1–5 discussed above. The solid
line in the figure shows the simple relation α2 = 1/(2α) expected
in the linear regime of warp propagation discussed in Section 2
(Papaloizou & Pringle 1983). What is most striking is that the
numerical results do not appear to match the 1/(2α) relation in
almost any regime. In particular, at high α, the measured values of
α2 lie much above the simple 1/(2α) relation, while at low α they lie
slightly below it. This is contrary to the result shown in LP07, where
agreement was found at high α, and a much larger disagreement was
found at low α. The origin of the discrepancy between our results
and those of LP07 lies in the more accurate evaluation of the disc
viscosity α discussed above and the resultant effect on the fit for α2.

The natural question is therefore why do the new, more accurate
results not agree with the standard theory?

Initially, we will discuss only the simulations with a small warp
amplitude A = 0.01. The effect of finite warp amplitude is discussed
later in Section 5.2.5

5.2.1 Effect of resolution

Our first attempt to reconcile the simulation with the theory was
to check for resolution effects. In particular, these are thin discs,
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Figure 5. Relation between the warp diffusion coefficient α2 and the disc viscosity α, for warp amplitudes A = 0.01 (black squares, red and green triangles)
and A = 0.05 (orange and cyan triangles). Squares use a direct implementation of the NS terms, whilst triangles use the SPH AV to represent the disc viscosity.
All calculations employ 2 million SPH particles, except the cyan and green triangles, which use 20 million. The solid line shows the simple α2 = 1/(2α)
relation from Papaloizou & Pringle (1983). The long-dashed line includes the non-linear corrections due to finite values of α for small amplitude warps
(equation 8).
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Measured diffusion rate of 
warps in thin accretion discs, 
compared to the non-linear 
analytic theory of Ogilvie 
(1999; dashed line). From
Lodato & Price (2010)
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Figure 10. Snapshots of the fallback of the debris at different times t/P⋆ = 0, 2.2, 4, 6, 8 and 16 for models RI1e.8. For this model, the period of the star P⋆

is 31 h. The colours correspond to the column density " of the gas whose value is indicated on the colour bar. The white point represents the black hole. The
white dashed circle on the last snapshot represents the circularization radius given by equation (13) for the relativistic potential. Apsidal precession is weaker
for this model than for model RI5e.8 owing to a larger pericentre, which causes the stream to self-cross further out from the black hole. At this location, relative
velocities are lower, weakening the shocks. The debris therefore move slower to circular orbits.

4 D I S C U S S I O N A N D C O N C L U S I O N

By means of SPH simulations, we investigated the circularization
process for tidal disruptions of stars on bound orbits by a non-
rotating black hole. The formation of an accretion disc from the
debris is mostly driven by relativistic apsidal precession that causes
the stream to self-cross. If cooling is inefficient, this self-crossing is
also partially caused by an expansion of the stream, when it passes
at pericentre. In addition, we showed that the structure of the disc
depends on the cooling efficiency of the gas by considering two
extreme cases. For an efficient cooling, the debris form a thin and
narrow ring of gas. For an inefficient cooling, they settle into a thick
and extended torus, which at the end of our simulation is still mostly
centrifugally supported against gravity. We also demonstrated the
existence of different regimes of circularization for different orbits
of the star. The circularization time-scale tcirc varies from ∼P⋆ for
the largest eccentricity to ∼10P⋆ for the lowest penetration factor
considered (see Fig. 11). In physical units, it corresponds to tens to
hundreds of hours.

The circularization process in TDEs has been the focus of sev-
eral other recent works. Shiokawa et al. (2015) simulated the tidal

Figure 11. Evolution of the average specific orbital energy of the debris for
models RI5e.8, RI1e.8 and RI5e.95. For these models, the periods of the star
P⋆ are, respectively, 2.8, 31 and 22 h. The average specific orbital energy is
shown relative to the specific circularization energy given by equation (15)
for the relativistic potential.

MNRAS 455, 2253–2266 (2016)
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Disc formation from tidal disruptions of stars on 
eccentric orbits by Schwarzschild black holes

(Bonnerot, Rossi, Lodato & Price 2016)L76 G. Dipierro et al.

Figure 3. Rendered images of dust surface density for a disc containing three embedded protoplanets of mass 0.2, 0.27 and 0.55 MJ initially located at the
same distance as the gaps detected in HL Tau. Each panel shows the simulation with gas plus grains of a particular size (as indicated).

Figure 4. Comparison between the ALMA image of HL Tau (left) with simulated observations of our disc model (right) at band 6 (continuum emission at
233 GHz). Note that the colour bars are different. The white colour in the filled ellipse in the lower left corner indicates the size of the half-power contour of
the synthesized beam: (left) 0.035 arcsec × 0.022 arcsec, P.A. 11◦; (right) 0.032 arcsec × 0.027 arcsec, P.A. 12◦.

the grain size (e.g. Fouchet et al. 2007; Ayliffe et al. 2012), or
more specifically on the Stokes number. The density distribution
of µm-sized particles (top left and centre) are similar to the gas
distribution due to the stronger coupling. The micron-sized grains
(top left) capture the spiral density wave launched by the proto-
planets. Millimetre-sized particles (bottom left) are most affected
by the density waves induced by the protoplanets, exhibiting the
largest migration towards the gap edges. Interestingly, the dust den-
sity distributions of 10 mm and cm-sized particles (bottom centre
and right) show axisymmetric waves launched by the planets prop-
agating across the whole disc. The gaps carved by protoplanets
in cm grains (St ≈ 10) show the formation of horseshoe regions.
As expected, the formation of the horseshoe region in planetary
gaps depends on the dust–gas coupling, since poorly coupled large

particles tend to have frequent close encounters with the planet.
We stress that the important parameter is the Stokes number rather
than the actual grain size, so equivalent dynamics can be produced
in different grains by changing the gas density or with different
assumptions about the grain composition (see equation 3).

An intriguing possibility is to infer the disc viscosity from the
morphology of the gaps. Since our results show that the planets
are not massive enough to open gaps in the gas or, equivalently,
the viscosity is high enough to effectively smooth the density profile,
we can only evaluate a lower limit for αSS below which planets are
able to carve gaps in the disc model adopted here. Using the criterion
in Crida, Morbidelli & Masset (2006) we infer αSS ! 0.0002.

Fig. 4 compares the ALMA simulated observation of our disc
model at band 6 (right) with the publicly released image of HL Tau

MNRASL 453, L73–L77 (2015)
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Figure 3. Rendered images of dust surface density for a disc containing three embedded protoplanets of mass 0.2, 0.27 and 0.55 MJ initially located at the
same distance as the gaps detected in HL Tau. Each panel shows the simulation with gas plus grains of a particular size (as indicated).

Figure 4. Comparison between the ALMA image of HL Tau (left) with simulated observations of our disc model (right) at band 6 (continuum emission at
233 GHz). Note that the colour bars are different. The white colour in the filled ellipse in the lower left corner indicates the size of the half-power contour of
the synthesized beam: (left) 0.035 arcsec × 0.022 arcsec, P.A. 11◦; (right) 0.032 arcsec × 0.027 arcsec, P.A. 12◦.
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more specifically on the Stokes number. The density distribution
of µm-sized particles (top left and centre) are similar to the gas
distribution due to the stronger coupling. The micron-sized grains
(top left) capture the spiral density wave launched by the proto-
planets. Millimetre-sized particles (bottom left) are most affected
by the density waves induced by the protoplanets, exhibiting the
largest migration towards the gap edges. Interestingly, the dust den-
sity distributions of 10 mm and cm-sized particles (bottom centre
and right) show axisymmetric waves launched by the planets prop-
agating across the whole disc. The gaps carved by protoplanets
in cm grains (St ≈ 10) show the formation of horseshoe regions.
As expected, the formation of the horseshoe region in planetary
gaps depends on the dust–gas coupling, since poorly coupled large

particles tend to have frequent close encounters with the planet.
We stress that the important parameter is the Stokes number rather
than the actual grain size, so equivalent dynamics can be produced
in different grains by changing the gas density or with different
assumptions about the grain composition (see equation 3).

An intriguing possibility is to infer the disc viscosity from the
morphology of the gaps. Since our results show that the planets
are not massive enough to open gaps in the gas or, equivalently,
the viscosity is high enough to effectively smooth the density profile,
we can only evaluate a lower limit for αSS below which planets are
able to carve gaps in the disc model adopted here. Using the criterion
in Crida, Morbidelli & Masset (2006) we infer αSS ! 0.0002.

Fig. 4 compares the ALMA simulated observation of our disc
model at band 6 (right) with the publicly released image of HL Tau
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Gap carving by multiple planets in dusty discs, showing 
dust surface density in grains of different sizes

Dipierro, Price, Laibe, Hirsh, Cerioli & Lodato (2015)

Dipierro et al. (2015), comparison of Phantom simulations 
(right) with observations of HL Tau (left)
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Figure 5. Edge-on gas column density using ideal MHD and zoomed out to (3000 AU)2 and using a density range shifted down by a factor of ten to visualise
the full extent of the outflows launched shortly after the collapse (t ≈ 1.02tff) in the magnetic models. The models with stronger magnetic fields have faster
and more collimated outflows.

it is reasonable to only compare star+disc masses. At the remain-
ing two magnetic field strengths, the non-ideal MHD models have
larger disc masses and radii, and the specific angular momentum
is similar or slightly larger. The ideal MHD models have stronger
magnetic fields in the disc; this is expected given the inclusion of
the two dissipative terms in the non-ideal MHD models. On aver-
age, gas pressure dominates the magnetic pressure in the disc.

4.3.1 Resolution

As with our ideal MHD simulations, we analyse the effect of in-
creasing the resolution from ∼3×105 particles in the initial gas
cloud to∼106 particles. Given the h2 dependence that the smooth-
ing length has on the non-ideal MHD timestep, the increase in run-
time is considerable for the models that form discs and include the
Hall effect (since super-timestepping cannot be used). It takes the
non-ideal MHD model with µ0 = 5, B0 · Ω0 < 0 and ∼106

particles ∼19 times longer to reach t = 1.15tff than its ∼3×105

particle counterpart; this is the time when the disc dissipates in the
∼3×105 model. For comparison, it takes the B0 · Ω0 < 0 model
with ∼106 particles ∼6.8 times longer to reach t = 1.21tff than
its ∼3×105 counterpart.

Fig. 7 shows the face-on gas column densities for the non-
ideal MHD model with µ0 = 5 andB0 ·Ω0 < 0, and Fig. 8 shows
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Figure 7. Resolution study, as in Fig. 4, but for non-ideal MHD with µ0 =
5 andB0·Ω0 < 0. For non-ideal MHD, increasing the resolution decreases
the mass of the star+disc system by only∼ 5 per cent.

the disc characteristics. Increasing the resolution for the non-ideal
MHDmodels has a minimal effect on the disc over the time of anal-
ysis (t ≤ 1.15tff; i.e. the life of the disc in the ∼3×105 model).
By increasing the resolution, the mass of the star+disc system de-
creases only by∼5 per cent. The high-resolution disc is more mas-
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Figure 6. Face-on gas column density, as in Fig. 2 but for non-ideal MHD including the effect of Ohmic resistivity, the Hall effect and ambipolar diffusion.
The top plot has the magnetic field initialised withB0 ·Ω0 > 0, and the bottom plot withB0 ·Ω0 < 0. Compared to ideal MHD, disc sizes are smaller for
B0 ·Ω0 > 0, but larger forB0 ·Ω0 < 0. This indicates that the Hall effect is the most important non-ideal MHD term for disc formation.

sive within a factor of two than its counterpart, and the evolution
indicates that it will not dissipate.

Our ∼3×105 particle models meet the resolution criteria set
out by Bate & Burkert (1997) (c.f. Section 3), and our brief res-
olution study indicates that our results agree at both resolutions.
Thus, to save computational costs of theB0 ·Ω0 < 0 models with
weaker magnetic fields, the bottom panel in Fig. 6 shows the lower

resolution models. For consistency, we thus present all the models
in Sections 4.1 and 4.3 at the lower resolution. The remainder of
this study is performed using the ∼106 particle models, with the
exception of our discussion of the cosmic ionisation rate. Note that
the non-ideal MHD model with µ0 = 5 andB0 ·Ω0 < 0 has only
evolved to t ≈ 1.18tff .

Effect of ambipolar diffusion, resistivity and the Hall effect on 
protostellar disc formation (Wurster, Price & Bate 2016)
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Figure 21. Radiative transfer l−v maps constructed using TORUS, of our dif-
ferent arm models; Cox & Gómez (2002) with normal and double strength,
and Pichardo et al. (2003) arms. All models have the parameters N = 2,
α = 12.◦5, "sp = 20 km s−1 kpc−1and have evolved for 236 Myr. The corre-
sponding top-down maps are shown in Fig. 20 where the observer is located
at y = 8 kpc with a circular velocity of 210 km s−1(the best-fitting values for
the CG×1 arms).

We also ran simulations with the PM arm models with "sp =
20 km s−1 kpc−1 and α = 12.◦5, shown in the top panels of Fig. 20.
We used spiral masses of 1.5 × 109 M⊙ (left-hand panel) and
2.6 × 109 M⊙ (right-hand panel), where in Pichardo et al. (2003)
the authors state the supplementary arm features are stronger in the
lower mass case. Fig. 20 shows that the PM arms do indeed drive
additional arm structures, appearing strongest in the mid-Galactic
disc. These additional spiral branches have shallower pitch angles
than the arms driving their formation, and are nearly circular ap-
proaching the solar radius. At later times, the PM resonant arms
become less pronounced, and the 4:1 resonance begins to dominate
the flow of gas around R = 6 kpc (the same position as the ILR
of four-armed models). Arm branches are also present in the CG
models (lower panels in Fig. 20). The branches in the PM arms are
slightly stronger than those seen in the CG potential, but the primary

arms in the PM model are relatively weaker than those of the CG
potential. The TORUS map of the fiducial strength PM arms is shown
in the bottom panel of Fig. 21. The branches appear clearly in l−v

space, with emission of comparable strength to the arms. The lack
of strong arm features in the PM models outside 9 kpc makes it
impossible for these arms to show the Outer and Perseus arm emis-
sion behind the observer in the second quadrant. While the PM arm
model is effective at creating four-armed gaseous distributions from
only a two-armed potential, we do not find it suitable for re-creating
all spiral features seen in l−v space. As a result, we do not perform
any calculations with this potential including the effects of the bar.

3.4 Simultaneous arm and bar simulations

Once a more refined parameter space had been selected, we per-
formed simulations with both bar and arm potentials simultaneously,
using the CG, WK and WKr2 potential models. Parameters in bold
in Table 1 are those used in arm–bar simulations, chosen based on
fits in previous sections. Note that we use "b = 50 km s−1 kpc−1 for
the WK and "b = 60 km s−1 kpc−1 for the WKr2 potentials. We
use "sp = 15 km s−1 kpc−1, N = 2 arms only in conjunction with
the "b = 60 km s−1 kpc−1 bar potential as the OLR of the "b =
50 km s−1 kpc−1 bar is close to region of arm branching and this
may result in a disruption of these features.

Some of the resonances occupy the same radii in the above ranges.
For example, an N = 4 spiral at "sp = 20 km s−1 kpc−1 and a bar with
"b = 50 km s−1 kpc−1 has the ILR of the arms at approximately the
same radius as the OLR of the bar, implying that a clear distinction
between arm and bar features should be seen in this model. In
general, the bar CR will lie between the arm ILR and CR for N =
2 models, but not for N = 4 models.

3.4.1 Simulation x–y maps

An example of the evolution of a barred-spiral simulation is
shown in Fig. 22, with the parameters: N = 4, α = 12.◦5, "sp =
20 km s−1 kpc−1 and "b = 50 km s−1 kpc−1 (with CG and WK type
potentials). The addition of a bar distorts the arm features within

Figure 22. Example of the evolution of a barred-spiral Milky Way simulation. The central bar is of WK type with and the arms of CG type. The potential
parameters are; N = 4, α = 12.◦5, "sp = 20 km s−1 kpc−1 and "b = 50 km s−1 kpc−1.
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Figure 1.Gap opening via Mechanism I, where low mass planets carve a gap in the dust but not the gas. Plots show gas (left) and millimetre dust grain (centre)
surface densities in a dusty disc hosting planets of mass 0.05MJ (top row) and 0.1MJ (bottom row). While the 0.05MJ creates a depletion of dust at the
planet location, the 0.1MJ planet is able to carve a gap in the dust. Neglecting the gravity between the planet and the dust (right panels) shows that the gap is
opened by the tidal torque. The drag torque acts to close the gap due to the radial migration of dust particles from the outer disc (top centre panel).

2.2 Initial conditions

We setup a disc as in Lodato & Price (2010). We assume a central
star of mass 1.3M⊙ surrounded by a gas disc made of 5× 105 gas
particles and a dust disc made of 3 × 105 dust particles. The two
discs extend from rin = 1 au to rout = 120 au. Wemodel the initial
surface density profiles of the discs using power-laws of the form
Σ(r) = Σin(r/rin)−p. We adopt p = 0.1 and set Σin such that the
total gas mass contained between rin and rout is 0.0002 M⊙. We
assume 1 mm dust grains with a corresponding Stokes number (the
ratio between the stopping time and the orbital timescale), St ∼ 10.
The initial dust-to-gas ratio is 0.01 and St ∝ 1/Σg ∼ r0.1 in the
disc. We simulate only the inner part of the disc since this is what
can be observed with ALMA e.g. in HL Tau. If the gas phase were
to extend to rout = 1000 au, the total mass of the system is≃ 0.01
M⊙. We assume a vertically isothermal equation of state P = c2sρ
with cs(r) = cs,in(r/rin)−0.35 and an aspect ratio of the disc that
is 0.05 at 1 au. We set an SPH viscosity parameter αAV = 0.1 giv-
ing an effective Shakura & Sunyaev (1973) viscosity αSS ≈ 0.004.
We setup a planet located at 40 au and evolve the simulations over
40 planetary orbits. This is sufficient to study the physics of dust
gap opening with our assumed grain size, though we caution that
further evolution occurs over longer timescales. We vary the planet
mass in the range [0.05, 0.1, 0.5, 1]MJ to evaluate the relative con-
tributions of the tidal and drag torques.

3 RESULTS

Gap formation is a competition between torques. In a gas disc the
competition is between the tidal torque from the planet trying to
open a gap and the viscous torque trying to close it. Dust, by con-
trast, is pressureless and inviscid, and the competition is between
the tidal torque and the aerodynamic drag torque.

Dust efficiently settles to the midplane in our simulations,
forming a stable dust layer with dust to gas scale height ratio of
∼

√

αSS/St ∼ 0.02, consistent with the Dubrulle et al. (1995)
model and other SPH simulations of dusty discs (e.g. Laibe et al.
2008). Settling of grains is expected to slightly reinforce the con-
tribution from the tidal torque by local geometric effects.

3.1 Mechanism I — low mass planets

Fig. 1 demonstrates gap-opening when the planet is not massive
enough to carve a gap in the gas disc. The gas shows only a weak
one-armed spiral density wake supported by pressure, as predicted
by linear density wave theory (Ogilvie & Lubow 2002).

The general expression for the drag torque is

Λd = −r
K
ρd

(vφd − vφg ), (1)

where K is the drag coefficient, ρd is the dust density and vφd

MNRAS 000, 1–5 (2016)
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H/R=0.02

Figure 2. Colour plots of the column density normalized to ⌃0 of our simulations (logarithmic scale). From left on the top row
H/R = 0.12; 0.1; 0.08, bottom row H/R = 0.06; 0.04; 0.02. Snapshots were taken at times t ⇠ 0.2t⌫ in any case, except H/R = 0.02 which
was taken at time t ⇠ 0.07t⌫ .

Figure 3. Left panel: y-axis accretion rate in code units, each point in the plot obtained averaging Ṁbin over 10tbin, as a func-
tion of t/tbin. Right panel: Ṁbin/Ṁ0 as a function of t/tbin. Di↵erent colours refers to di↵erent H/R regimes, in particular H/R =
{0.13; 0.12; 0.1; 0.08; 0.06; 0.04; 0.02} black, red, green, blue, grey, purple, cyan lines respectiely.

Figure 6 shows the frequency analysis of the accretion
rates for each H/R plotted in Figure 5. Red and black lines
show, as previously, Ṁsink and Ṁbin, respectively. These pe-
riodograms were obtained using Lomb-Scargle analysis on
the time interval considered in Figure 5. Periodograms of
Ṁsink and Ṁbin show that, in thick discs, despite the mass
flow Ṁbin is dominated by the frequency 2⌦bin, the accretion

on to the black holes Ṁsink occurs with lower periodicity, be-
cause of the accumulation of the gas into the discs.

Lowering H/R, the absence of the circumprimary and
circumsecondary discs causes the power of Ṁsink and Ṁbin

to progressively equalize at each frequency, since all the mass
that enters in the cavity is accreted by the black holes faster
than they are fed from the edge of the cavity. The fundamen-

MNRAS 000, 1–12 (2016)
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We present Phantom, a
fast, parallel,

modular and low-memory smoothed particle hydrodynamics and

magnetohydrod
ynamics code developed over the last decade for astrophysical

applications in three dimen-

sions. The code has been developed with a focus on stellar, galact
ic, planetary

and high energy astrophysics

and has already been used widely for studies of accretion discs and turbulence, f
rom the birth of planets

to how black holes accrete. Here we describe and test the core algorithms as well as modules for magneto-

hydrodynamics, self-gravi
ty, H2 chemistry, dust-ga

s mixtures, exter
nal forces including numerous galactic

potentials as
well as implementations of L

ense-Thirring
precession and Poynting-Robertson drag. Phant

om

is hereby made publicly available.
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ynamics (MHD)

1 Introduction

Numerical simulations are the ‘third pillar’ of astro-

physics, standing alongside observations and analytic

theory. Since it is di�cult to perform laboratory ex-

periments in the relevant ph
ysical regimes and over the

correct range o
f length and time-scales involve

d in most

astrophysical
problems, we turn instead to ‘numerical

experiments’ in the computer for unde
rstanding and in-

sight. As algor
ithms and simulation codes become ever

more sophisticat
ed, the public

availability of simulation

codes has become crucial to ensure that these experi-

ments can be both verified and reproduced.

Phantom is a smoothed particle hydrodynamics

(SPH) code de
veloped over the last 7

years. It has b
een

used widely for studies of accretion (Lodato & Price,

⇤daniel.price@
monash.edu

2010; Nixon et al., 2012a; Ro
sotti et al., 2012; Nixo

n

et al., 2012b; Fac
chini et al., 2013; Nixo

n et al., 2013;

Martin et al., 2014a,b)
and turbulence (Kitsionas et al.,

2009; Price &
Federrath, 201

0; Price et al.,
2011; Price,

2012b; Tricco
et al., 2014) as well as for studies of the

Galaxy (Pettitt et al., 2014a), fo
r simulating dust-gas

mixtures (Laibe
& Price, 2012a,b)

and non-ideal magne-

tohydrodynam
ics (Wurster et al., 20

14, 2016). Alth
ough

the initial app
lications and some details of the

basic al-

gorithm were described in Price & Federrath (2010),

Lodato & Price (2010) and Price (2012a), the code it-

self has never been described in detail and, un
til now,

has remained closed-source.

One of the initial design
goals of Phantom was to

have a low memory footprint. A secondary motivation

was the need for a public SPH code that is not pri-

marily focussed on cosmological applic
ations, as in the

1


