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ABSTRACT

The role of the cloud overlap assumption (COA) in organizing the cloud distribution through its impact on
the vertical heating/cooling rate profile by radiative and precipitative/evaporative processes is studied in a series
of experiments with a recent version of the ECMWF general circulation model, which includes a prognostic
cloud scheme.

First, the radiative forcing initially obtained for different COAs (maximum, MAX; maximum-random, MRN;
and random, RAN overlap) is discussed from results of one-dimensional radiation-only computations. Ensembles
of TL95 L31 simulations for the winter 1987/88 (November–December–January–February) are then used, with
the three different overlap assumptions applied on radiation only (RAD), evaporation/precipitation only (EP),
or both (EPR). In RAD and EPR simulations, the main effect of a change in COA is felt by the model through
the change in radiative heating profile, which affects in turn most aspects of the energy and hydrological budget.
However, the role of the COA on the precipitation/evaporation, albeit smaller, is not negligible. In terms of
radiative fluxes at the top and surface in the RAD and EPR simulations, RAN differs much more from MRN
than MAX does, showing that for this vertical resolution, the majority of the clouds appear more in contiguous
layers than as independent layers.

Given the large sensitivity of both the model total cloud cover and surface and top-of-the-atmosphere radiation
fields to the cloud overlap assumption used in the radiation and cloud scheme, it is very important that these
quantities are not validated independently of each other, and of the radiative cloud overlap assumption. The
cloud overlap assumption for precipitation processes should be made consistent with that for radiation.

1. Introduction

Although some assumptions on the vertical overlap-
ping of cloud layers are always present in any com-
putation of the radiation fields for a model producing
fractional cloudiness in model levels, there have been
in the past very few attempts at studying the impact of
the different possible cloud overlap assumptions (COA)
on the results of a general circulation model (GCM).
While a change in cloud overlap assumption has been
present in some sensitivity studies [e.g., Cubasch
(1981), Geleyn et al. (1982), Morcrette and Geleyn
(1985), Morcrette (1990), limiting only to work carried
out with the European Centre for Medium-Range
Weather Forecasts (ECMWF) model], it is generally ac-
companied by a revision to other parts of the radiation
transfer package, in particular to cloud optical proper-
ties. Recently, Jakob and Klein (1999a) have looked at
the role of the cloud overlap assumption on moist pro-
cesses by comparing, for each model grid box, one time
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step diagnostics of precipitation/evaporation from the
operational ECMWF cloud scheme with what would be
produced by an ensemble of columns in which layer
elements over the vertical can only be fully clear or
cloudy, the so-called box-type approach. Their diag-
nostics showed large differences between the detailed
and the operationally parametrized outputs of the moist
processes.

One reason for the little interest shown to this problem
is that the COA is an element usually deeply embedded
in the radiation parametrization. In the absence of com-
prehensive information on the three-dimensional distri-
bution of the cloud characteristics (geometry, ice/liquid
water content, microphysics and related fields), the
‘‘tuning’’ of the cloud parameters to ensure a reasonable
agreement of the model-produced radiation budget at
the top of the atmosphere (TOA) with satellite obser-
vations has, in the past, been performed with the COA
considered as internal to the radiation scheme. A full
knowledge of the three-dimensional cloud distribution
should be considered as external to the radiation scheme
as, say, the surface radiative properties. Moreover, it is
only recent that the validation of a model-produced total
cloud cover is carried out in conjunction with the val-
idation of the TOA radiative fluxes.

In the past, the COA could only be changed following
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either a major technical refurbishing of the radiation
scheme or many extra computations previously incom-
patible with a GCM-oriented study. For example, the
assumption of a random overlap of cloud layers has
often been used in the past (e.g., Fouquart and Bonnel
1980) as it leads to simpler and computationally more
efficient formulation. Because it was based on com-
putations of fluxes for all possible combinations of lay-
ers, Morcrette and Fouquart’s (1986) study of the effects
of different COAs on the shortwave fluxes and heating
rates was limited to one-dimensional computations on
specified profiles with only three layers of clouds and
to one-time-step simulations with a full GCM.

The most common COAs in the radiation schemes
presently used in GCMs are the random, the maximum-
random, and the maximum overlap assumptions (here-
after referred to as RAN, MRN, and MAX), none of
which is completely justifiable on a global scale from
limited observations of the actual atmosphere. Tian and
Curry (1989) have tested the validity of the various
COAs by applying them to the U.S. Air Force 3DNEPH
(three-dimensional nephanalysis) in January 1979 over
the North Atlantic Ocean. This dataset is still believed
to be the best available information on the vertical dis-
tribution of clouds as it integrates both satellite and
conventional observations over a relatively data-rich
area. They compared the observed total cloud amount
to the computed total cloudiness obtained with the dif-
ferent overlap assumptions. Their conclusion is some-
what in favor of the maximum-random overlap as-
sumption first proposed by Geleyn and Hollingsworth
(1979): Adjacent levels containing cloud are combined
by using maximum overlap to form a contiguous cloud.
Random overlap of discrete cloud layers, separated by
clear sky, performed the best, although this assumption
results in a systematic underestimation of the total cloud
cover for the large horizontal resolutions, (200–500
km)2, currently used in climate-oriented GCMs. More
recently, Charlock et al. (1994) applied different inter-
pretations for cloud overlap and cloud thickness to In-
ternational Satellite Cloud Climatology Project (ISCCP)
data and computed the resulting distribution of long-
wave (LW) radiative fluxes and cooling rates. With their
top of the atmosphere radiation constrained by the data,
they showed the high sensitivity of the atmospheric and
surface LW radiation to the choice of cloud interpre-
tation. On a related question, Wang and Rossow (1995)
studied the cloud vertical structure and occurence of
multiple-layered clouds from radiosounding observa-
tions.

As for the impact on models, Stubenrauch et al.
(1997) discussed the effects on the radiation budget of
implementing horizontal fractional cover and subgrid
vertical structure for clouds within the Goddard Institute
for Space Studies (GISS) climate model. This is, in
essence, not very different from what has been done in
the ECMWF model since 1981. Liang and Wang (1997)
tested the impact on the Global Environmental and Eco-

logical Simulation of Ecological Systems GCM of a
mosaic treatment of cloudiness, in which each grid box
is subdivided and radiation is computed for all subgrids
after accounting for a specified cloud overlap assump-
tion. Wang and Rossow (1998) studied the effects on
the atmospheric circulation of the GISS GCM of spec-
ifying various cloud vertical structures. All these ex-
periments performed with low vertical resolution mod-
els indicate that changing the vertical radiative heating/
cooling profile through a modification of the vertical
distribution of the cloud layers has a large impact on
the model radiation fields and simulated circulation.

In preparation for the operational implementation in
September 1991 of a higher-resolution version of the
ECMWF forecast model (from T106 to T213 horizontal
resolution, and from 19 to 31 vertical levels), the
ECMWF radiation scheme (Morcrette 1991) was mod-
ified, and the maximum and maximum-random as-
sumptions were added to the existing random cloud
overlap assumption, without any noticeable loss in the
efficiency of the radiative calculations. Since that date,
the radiative computations in the operational forecasts
are performed with the maximum-random cloud overlap
assumption.

This paper reports results of simulations obtained
with the operational radiation scheme including either
the RAN, the MAX, or the MRN cloud overlap as-
sumption, within both the framework of the one-di-
mensional version of the ECMWF physics parametri-
zation, and that of the three-dimensional model (RAD
simulations). As important as the changes in cloud ra-
diative forcing can be, they are only one element in
what contributes to the energy distribution in the at-
mosphere. Another element is the heating/cooling due
to the precipitation/evaporation processes linked to the
presence of cloud layers. As the prognostic cloud
scheme of Tiedtke (1993) explicitly links the formation,
persistence, and dissipation of cloud water and volume
to the various physical processes, we also introduced
the various COAs within the cloud scheme following
Jakob and Klein (1999b, hereafter JK) and studied the
influence of the various COAs on the precipitation and
evaporation fluxes due to the cloud processes. The evap-
oration–precipitation–radiation (EPR) simulations
therefore include the effect of the various COAs in both
the radiation and prognostic cloud schemes, whereas the
evaporation–precipitation (EP) simulations only consid-
er the effect within the cloud scheme, with the radiation
fields computed with the operational MRN cloud over-
lap assumption.

Section 2 briefly presents the different cloud overlap
assumptions and results of one-dimensional radiative
computations for fixed vertical distributions of clouds.
Appendix A presents the modifications to the radiation
scheme, whereas appendix B discusses the implemen-
tation of the various COAs in the prognostic cloud
scheme. The methodology of the three-dimensional ex-
periments with the ECMWF model is then presented in
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section 3. The response of the model to the change in
COA is documented in section 4 from sets of winter
1987/88 simulations using realistic distributions of the
sea surface temperature (SST), and for the prognostic
cloud scheme of Tiedtke (1993). Finally, the robustness
of the results in relation to change in the model hori-
zontal or vertical resolution and the importance of the
COA with regard to the strategy to be used for model
validation are discussed in section 5.

2. Cloud overlap assumption: One-dimensional
radiative computation

In a model simulation of the cloud and radiative fields,
we are interested not only in the total cloud cover and
radiation as viewed from the top of the atmosphere or
the surface, but also in the vertical profile of these quan-
tities. Therefore the definition of the different COAs is
given from the point of view of the cloudiness CCIJ

encountered between any two levels I and J in the at-
mosphere. Note that in this discussion, cloudiness is the
horizontal area covered by clouds. Clouds at individual
layers are assumed to completely fill the vertical extent
of the model layers such that the cloud volume fraction
equals the cloud area fraction.

Let CK be the cloud fraction of layer K located be-
tween levels K and K 1 1; the maximum overlap as-
sumption gives

CCIJ 5 max(CI, CI11, . . . , CJ21),

the random overlap assumption gives

CC 5 1 2 (1 2 C ),PIJ K
K5I, J21

and the maximum-random overlap assumption gives

[1 2 max(C , C )]K K21CC 5 1 2 .PIJ 5 61 2 CK5I, J21 K21

These three different COAs are illustrated in Fig. 1.
Results of one-dimensional radiative computations

are presented first to confirm the validity of the modi-
fications made to the radiation scheme to allow the han-
dling of the different cloud overlap assumptions, and
second to illustrate the direct impact of a change in COA
on the radiative profiles.

The radiative fluxes and heating/cooling rate profiles
are computed for a standard midlatitude summer at-
mosphere (McClatchey et al. 1972), with a surface
shortwave (SW) albedo aS 5 0.175 and a solar zenith
angle of 23.58 corresponding to noon insolation at 458N
on 15 July, close to the date that would maximize the
differences in SW heating. Provision for the LW and
SW optical properties of water, ice, and mixed-phase
clouds is made in the radiation scheme. Ice cloud optical
properties are derived from Ebert and Curry (1992).
Water cloud optical properties follow Smith and Shi
(1992) in the longwave and Fouquart (1987) in the
shortwave. Pure ice clouds are assumed for temperature

below 250 K, pure water clouds for temperature above
273 K, and mixed-phase clouds are diagnosed from tem-
perature following Matveev (1984).

One-dimensional calculations are performed for dif-
ferent cloud configurations often encountered in three-
dimensional simulations. The first one corresponds to a
typical convective system and includes a convective
tower of fractional cover of 0.15 from 820 to 290 hPa
topped by a stratiform anvil of cover 0.4 and 70 hPa
thick. The second case includes three layers of stratiform
cloud of cover 0.3 between 890 and 820 hPa (low level),
640 and 545 hPa (middle level), and 290 and 220 hPa
(high level), respectively. The profiles of the cloud long-
wave, shortwave, and net radiative forcing for these two
cases are presented in Fig. 2, left and right panels, re-
spectively. The cloud forcing term is simply the differ-
ence between the heating obtained for the cloudy at-
mosphere minus the clear-sky heating.

As discussed in appendix A, the different COAs are
treated exactly in the LW part and only approximately
in the SW part of the radiation scheme. Therefore, the
LW MRN and MAX results are essentially the same for
case 1, and the same holds for the LW MRN and RAN
results for case 2. In the SW, the agreement on the SW
forcing profiles is also very good. As seen in Tables 1
and 2, some small discrepancies can be found in the
fluxes at the boundaries, particularly in case 2 for the
MRN and RAN SW fluxes. However, their amplitudes
make them irrelevant to the conclusions of the study.

In the first case (see Fig. 2, left panels), the anvil
produces a strong LW cooling whereas a relative heating
is found in the rest of the convective tower below. Com-
pared to MRN/MAX, the RAN LW shows a smaller
cooling peak in the anvil, smaller heating below within
the tower, and larger warming in the clear PBL. All
these features are consistent with the larger effective
cloudiness that the RAN assumption produces between
any two cloudy layers. This larger effective cloudiness
(i) prevents the radiation from the lower atmospheric
layers from escaping to space, thus the heating in the
PBL; (ii) decreases the possible radiative exchanges
within the tower, thus the smaller radiative heating; and
(iii) decreases the upward LW flux at the base of the
anvil, hence the smaller LW divergence in the anvil.
Similarly, a stronger SW heating is linked in RAN to
the larger cloud fraction available to screen the down-
ward radiation and to the more diffuse character of this
radiation in the cloudy fraction of the column. Conse-
quently a smaller amount of SW radiation is available
below the cloud base and this translates into a relative
cooling. The smaller heating of the anvil in RAN is
linked to the smaller SW flux divergence through a larg-
er upward radiation due to the increased reflection on
the larger effective amount of lower-level clouds.

In the second case (see Fig. 2, right panels), each of
the three stratiform cloud layers produces an LW cool-
ing inside and an LW heating immediately underneath.
Differences between MAX and MRN/RAN results are
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FIG. 1. Schematics of the various cloud overlap assumptions used
in this study. The clouds are shown as rectangular blocks filling the
vertical extent of a layer. The total cloud fraction from the top of the
atmosphere down to a given level is given by the line on the right
delineating the clouds and the shaded area below them.

consistent with the smaller total effective cloudiness
given by MAX. The cooling in the low-level cloud is
reduced in MAX because the middle- and high-level
clouds prevent the radiation at the top of the low-level
cloud from escaping to space. Similarly, the cooling in
the high-level cloud is increased in MRN/RAN because
the low- and middle-level clouds prevent the warmer
radiation from the lower layers from reaching the base
of the high-level cloud. The smaller total cloudiness in
MAX also explains the smaller LW heating below the
lowest cloud. In the SW, the difference in heating is
very small within the clouds. The slightly larger relative
cooling immediately below the clouds in MAX comes
from the larger fraction of radiation being directly trans-
mitted, as, in MRN/RAN, the radiation in the cloudy
fraction of the column is more diffuse and therefore
more likely to be absorbed. The smaller SW heating of
the upper cloud with MRN/RAN is again linked to the
increased reflection.

These one-dimensional computations show the valid-
ity of the treatment of the different COAs in the
ECMWF radiation scheme. They also show the larger
impact of a change of COA on the LW than on the SW
radiative profiles.

3. Methodology of the sensitivity experiments with
the ECMWF model

The model used in this study is the so-called cycle
18r6 version of the ECMWF forecast system, opera-
tional between 1 April 1998 and 8 March 1999, with
some modifications to the precipitation/evaporation
scheme discussed below. The recently revised physics
package (Gregory et al. 1998) includes a revised radi-
ation scheme accounting for a more accurate description
of the water vapor continuum and ice cloud longwave
optical properties consistent in both the longwave and
shortwave parts of the spectrum, based on Ebert and
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FIG. 2. The longwave (top), shortwave (middle), and net cloud radiative forcing (bottom) profiles for an atmosphere
with an anvil-topped convective tower (left panels) and three independent stratiform cloud layers (right panels).

Curry (1992). The switching between deep or shallow
convection was modified from a test on the moisture
convergence to one based on the depth of the convec-
tion. Furthermore, the deep convective closure was
changed from one based on moisture convergence
(Tiedtke 1989) to one that relates the convection to the

reduction of the convective available potential energy
toward zero over a certain timescale (Nordeng 1994).
In the cloud scheme, after an inconsistency in the treat-
ment of absorption of solar radiation had been removed,
the original formulation of the fallout of cloud ice of
Tiedtke (1993) was reintroduced in the model. The ver-



1712 VOLUME 128M O N T H L Y W E A T H E R R E V I E W

TABLE 1. Radiative fluxes at the top of the atmosphere and surface computed for different cloud overlap assumptions. Results are for a
midlatitude summer (MLS) atmosphere including a typical convective cloud (see text), over a surface of albedo as 5 0.175. TCC is the total
cloud cover corresponding to the cloud overlap assumption. TTR and TSR are the net terrestrial and solar radiation fluxes at the top of the
atmosphere, respectively. STR and SSR are the net terrestrial and solar radiation fluxes at the surface, respectively. LFT and SFT are the
longwave and shortwave cloud forcings seen from the top of the atmosphere; LFS and SFC are the longwave and shortwave cloud forcings
seen from the surface. All quantities except TCC are in W m22.

TCC TTR TSR LFT SFT STR SSR LFS SFS

MAX
MRN
RAN

0.400
0.400
0.774

2249.8
2249.4
2216.2

901.3
901.3
860.6

36.3
36.7
70.0

2155.5
2155.5
2194.8

266.1
266.0
245.8

649.6
649.6
602.8

12.2
12.2
32.5

2179.7
2179.7
2224.7

TABLE 2. As in Table 1 but for an MLS atmosphere including three overlapping high-, mid- and low-level clouds (see text).

TCC TTR TSR LFT SFT STR SSR LFS SFS

MAX
MRN
RAN

0.300
0.657
0.657

2251.3
2238.4
2238.4

896.9
875.4
873.0

34.8
47.7
47.7

2159.9
2181.4
2182.3

259.4
248.5
248.5

639.4
618.0
615.4

18.9
29.8
29.8

2189.9
2211.3
2212.1

tical diffusion scheme is now called three times within
each model time step, improving the accuracy of the
surface drag coefficient. The dynamical part of the mod-
el includes the semi-Lagrangian scheme on a linear grid
of Hortal and Simmons (1991) and Hortal (1998). The
prognostic cloud scheme (Tiedtke 1993) represents both
stratiform and convective clouds, and their time evo-
lution is defined through two large-scale budget equa-
tions for cloud water content and cloud fractional cover.
This scheme links the formation of clouds to large-scale
ascent, diabatic cooling, boundary layer turbulence, and
their dissipation to adiabatic and diabatic heating, tur-
bulent mixing of cloud air with unsaturated environ-
mental air, and precipitation processes. The results pre-
sented in the following sections are obtained with the
scheme used operationally for global forecasts and anal-
yses (Jakob 1994). It differs from Tiedtke’s original for-
mulation in two aspects: first, through a revised rep-
resentation of the ice sedimentation after Heymsfield
and Donner (1990), second, through a new precipitation/
evaporation scheme (JK), which explicitly accounts for
the vertical distribution of cloud layers and allows the
cloud overlap assumption to be applied consistently with
what is done for the radiative computations.

A number of different sets of TL95 L31 experiments
were run over November 1987 to February 1988 cor-
responding to the random, maximum-random, and max-
imum COAs. Each set includes six simulations starting
24 h apart from 26 November to 1 December 1987 and
all finishing on 1 March 1988. All simulations are per-
formed with the SST varying according to the observed
SST at the time. Such ensembles of experiments have
been shown by Brankovic et al. (1994) to be large
enough to give a reasonable level of statistical signifi-
cance. The first set, hereafter referred to as RAD, has
the various cloud overlap assumptions used only in the
radiation scheme. The second set, EPR, has the various
COAs implemented in both the radiation and the prog-
nostic cloud schemes, so that the effect of the various

COAs is also felt in the computations of the large-scale
precipitation and evaporation (see appendix B). The
third set, EP, only considers the effect of the COAs
within the prognostic cloud scheme, but has the radi-
ation computed assuming the operational maximum-
random cloud overlap assumption. In the following
(Figs. 4, 6, 8, 9, 12–20), results are usually compared
in terms of the impact of the COA by comparing MAX
and MRN (left panels) and RAN and MRN (right panels)
when the change in COA is applied to radiation only
(top panels: R), to radiation and evaporation/precipita-
tion (middle panels: EPR), or to evaporation/precipi-
tation only (bottom panels: EP). The ‘‘reference’’ is al-
ways the operational configuration, which includes the
MRN COA and EPR. In all the above-mentioned fig-
ures, R11 and EP11 are, by definition, identical to
EPR11.

4. Results

a. Cloudiness

We first study the impact of changing the COA in the
radiation and precipitation/evaporation schemes (EPR
simulations). Figure 3 presents the total cloudiness
(TCC) averaged over the last three months (December–
January–February, DJF) of the EPR simulations with
the MRN, MAX, and RAN COAs. Table 3 presents the
globally averaged total cloudiness. Not surprisingly, the
set of MAX simulations display the minimum total
cloud cover at 0.609, followed by the MRN at 0.639,
whereas the RAN simulations have a much larger total
cloud cover at 0.714. The increase from MRN to RAN
(respectively, the decrease from MRN to MAX) is ap-
parent over most of the globe, but is more pronounced
over the subtropics, particularly those of the Southern
Hemisphere, as seen in the middle panels of Fig. 4. A
very similar response to the one found for EPR is found
in the RAD simulations, as can be seen in comparing
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FIG. 3. TCC averaged over the last three months (DJF) of the RAD simulations with the MRN, MAX, and RAN cloud overlap assump-
tion (COA). Step is 10% starting from 5%.

TABLE 3. The global mean of the total cloudiness for various configurations. TCC refers to the cloudiness actually seen by the model,
whereas MRN is a diagnostic computed assuming a maximum-random overlapping of cloud layers. N.B.: TCC and MRN results for the
MAX-RAN configuration are slightly different because TCC is computed from cloud fields sampled every 24 h whereas MRN is computed
from cloud fields available at each time step (3600 s).

Evaporation–precipitation–radiation

MRN MAX RAN

Radiation

MAX RAN

Evaporation–
precipitation

MAX RAN

TCC
MRN

0.639
0.641

0.609
0.638

0.714
0.645

0.611
0.640

0.708
0.639

0.638
0.639

0.644
0.645

the top and mid panels of Fig. 4. Most of the effect on
cloudiness is linked to changes in the vertical arrange-
ment of clouds within the radiation scheme rather than
to the effects of this arrangement for the precipitation/
evaporation processes. This can be concluded from the
much smaller impact on TCC brought by the various
COAs in the EP simulations (bottom panels of Fig. 4).
However, the global differences RAN–MRN and MAX–
MRN are slightly larger in EPR than in RAD, indicating
that the various COAs actually have an effect also on
the precipitation/evaporation processes, which is to am-
plify somehow the main signal brought by the radiative
processes.

Are these changes simply reflecting the different geo-
metrical distribution of the cloud elements on the ver-
tical or are they linked to actual changes in the volume
of the cloud elements? A simple check whether the

cloud volume is actually modified is obtained by di-
agnosing the total cloud cover for all sets of simulations
and applying the operational maximum-random overlap
assumption to the various cloud elements. Global results
for this MRN-equivalent total cloud cover are also given
in Table 3. Here it must be noted that the total cloud
cover computed under the TCC heading is based on
cloud fields archived every 24 h, whereas the MRN-
equivalent total cloud cover is computed from cloud
fields available at every time step (3600 s). The differ-
ence for all configurations is at most 0.002 and is ob-
vious in the MRN column. Results in the other columns
also include this slight inconsistency. Figure 5 presents
the MRN-equivalent TCC for the EPR experiments. The
differences RAN–MRN and MAX–MRN for the three
sets RAD, EPR, and EP are shown in Fig. 6. The first
result is that most of the change in TCC is not reflected
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FIG. 4. Differences in TCC between MAX–MRN (left panels) and RAN–MRN (right panels) for the RAD (top), EPR (middle), and EP
(bottom) simulations. Step is 6% starting from 63%, with dark shading over negative and light shading over positive values.

in the MRN-equivalent TCC, showing that a large frac-
tion of the signal is due to the geometrical overlapping
in the radiation scheme. The RAD MRN-equivalent
TCCs are now very similar, within 0.2% of each other.
Second, the similarity between EPR and EP results for
RAN–MRN and MAX–MRN now points toward the
role of the COAs in the precipitation/evaporation pro-
cesses of the cloud scheme in explaining the (second
order) changes in the volume of the cloud elements.

Figure 7 presents the zonally averaged vertical dis-
tribution of the cloudiness in the EPR simulations,
whereas Fig. 8 displays the differences MAX–MRN and

RAN–MRN for the RAD, EPR, and EP simulations.
Cloudiness in the intertropical region behaves similarly
in RAD and EPR, with, for RAN–MRN, (i) an increase
in the uppermost high cloudiness, corresponding to anvil
cirrus cloud at the level of detrainment of the convec-
tion; (ii) a decrease on both sides of the maximum con-
vection; and (iii) an increase in cloudiness underneath.
All these features are consistent with a decreased sta-
bilization of the atmosphere by clouds when RAN is
used. For MAX–MRN, both RAD and EPR show an
increase in the uppermost cloud in the Tropics, with a
decrease below in the 200–400-hPa layer. The impact
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FIG. 5. The MRN-equivalent total cloudiness (see text) of the RAD simulations with the MRN, MAX, and RAN COAs. Step is 10%
starting from 5%.

of MAX is much smaller than that of RAN, showing
that, in the ECMWF model with 31 vertical levels, most
of the cloudiness tend to be formed in contiguous layers,
where the MRN overlap assumption already works as
the MAX overlap assumption would.

At higher latitudes, the signal seen in RAN–MRN
differs between RAD and EPR/EP, with an increase of
cloudiness between 208 and 458N, and 408 and 608S,
between 200 and 850 hPa in the EPR results, and be-
tween 308 and 508N, and 208 and 708S, between 200
and 800 hPa in the EP results. This increase in clouds
follows an increase in relative humidity (higher specific
humidity, no change or decrease in temperature; see
sections 4d and 4e). Such an increase is not seen in the
RAN–MRN RAD results.

b. Radiative fluxes and heating rates

In considering the impact on the radiative fluxes, it
is not the cloud fraction or cloud volume, but the cloud
volume together with the longwave emissivity and the
shortwave optical thickness that matters. These two ra-
diative quantitites obviously depend on the amount of
condensed water in the clouds, and on the radiative
properties (longwave absorption coefficient, and short-
wave single scattering albedo, asymmetry factor, and
extinction coefficient). Figure 9 presents the differences
in longwave radiative heating for all sets of simulations.

Again, we see the similar response of the RAD and EPR
simulations, compared to the EP simulations. RAN–
MRN displays (i) an increased cooling in the upper part
of the troposphere, with a heating underneath, more pro-
nounced in the Southern Hemisphere; (ii) an increased
cooling in the subtropics corresponding to the increase
in the amount of low-level (stratocumulus and/or trade
wind cumulus type) clouds; and (iii) a greenhouse
warming below these clouds. The MAX–MRN results
for RAD and EPR shows a midtroposphere warming
and a cooling over most of the planetary boundary layer.
Results of the EP simulations confirm the expected small
effect on the radiative heating rates, with a little extra
cooling where the cover by mid- to high-level clouds
has increased.

Figures 10 and 11 present the outgoing longwave ra-
diation (OLR) and the absorbed shortwave radiation
(ASW) in the atmosphere for the EPR MRN and RAN
simulations. While the global means presented in Table
4 would all appear in reasonable agreement with global
averages from observations such as the Earth Radiation
Budget Experiment (ERBE), Figs. 10 and 11 clearly show
the overly large impact of clouds in the ITCZ (related to
ERBE) when the RAN assumption is used in the radiation
scheme. Figures 12 and 13 show the differences of OLR
and ASW relative to MRN for all configurations, and
this problem stems from the radiative processes as the
EP simulations does not display the signal. For the RAD
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FIG. 6. Differences in MRN-equivalent total cloud cover (in %) between MAX–MRN (left panels) and RAN–MRN (right panels) for the
RAD (top), EPR (middle), and EP (bottom) simulations. Step is 6% starting from 63%, with dark shading over negative and light shading
over positive values.

and EPR simulations, over the ITCZ, both the OLR and
ASW go down to too low values, with averaged OLRs
over the three-month period reaching 160 W m22 around
1508E, and averaged ASWs reaching 200 W m22. How-
ever, results in section 4a indicate that, at least for the
ECMWF model with its prognostic description of clouds,
it would be rather artificial to decrease the volume of
clouds to ensure a smaller total cloud cover in the ITCZ,
which would lead to OLR and ASW closer to observa-
tions. At least, over the ITCZ, the present parametriza-
tions for cloud cover, water, optical properties, and ra-

diation transfer cannot reproduce correctly the TOA (and
surface) radiation fields, cloud horizontal and vertical
extent, and vertically integrated cloud water. In this re-
spect, the EPR (and RAD) configurations are simply do-
ing less badly than RAN.

c. Precipitation

Figure 14 presents the solid and liquid precipitation
fluxes, as diagnosed within the cloud scheme, for the
different configurations. These fluxes are produced by
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FIG. 7. The zonally averaged vertical distribution of cloudiness in the EPR simulations. Step is 6% starting from 3%.

the large-scale processes handled by the cloud scheme
and do not include the convective precipitation produced
by the mass-flux scheme (for which the COA has no
direct effect). RAD and EPR results are very similar,
both sets of simulations showing an increase in both the
solid and liquid precipitation, in the atmospheric layers
corresponding to middle-level clouds for the snow pre-
cipitation flux (above the thick line, indicating the freez-
ing level diagnosed from the zonally averaged temper-
ature), and below the freezing level for the liquid pre-
cipitation flux (below the thick line). However, although
the overall pattern is similar, the details are different
with the increase in snow precipitation in the equatorial
region larger in EPR than in RAD, and similar behavior
in the midlatitudes of both hemispheres. For the liquid
precipitation flux, the pattern is different, with the de-
crease in the equatorial region and the Southern Hemi-
sphere larger in RAD than in EPR simulations. MAX–
MRN displays almost the reverse signal with respect to
RAN–MRN, for both the solid and liquid precipitation
fluxes. For the EP simulations, the amplitude, albeit
nonnegligible, is much smaller, showing again that the
impact of the COA on the radiative processes dominates
that of the precipitation/evaporation processes.

In terms of geographical patterns, despite the size of
the sets (comprising six experiments each), the changes
are much more variable with both the configuration
(RAD, EPR, or EP) and the COA (MRN, MAX, RAN).
Figure 15 compares the total precipitation for the var-

ious configurations. Globally averaged, the impact of
the various COAs is similar in RAD and EPR, with a
decrease in total precipitation going from MRN to
MAX, and an increase going from MRN to RAN. The
reverse trend is seen for the EP configuration. Most of
the effect is seen within the band 108N–408S and is
related to the zone where the Hadley circulation has
most influence for the season (DJF). RAD and EPR
show an increased (decreased) precipitation on the equa-
tor over the Indian Ocean and west Pacific going from
MRN to RAN (from MRN to MAX). For EP simula-
tions, the change is more difficult to ascertain.

d. Cloud precipitation/evaporation and specific
humidity

Figure 16 presents the difference in snow and rain
evaporation, as diagnosed within the cloud scheme, for
the different configurations. Contrary to precipitation
(see Fig. 14) whose onset depends on the destabilization
of the layer, and therefore on the temperature profile
and the radiative cooling profile, evaporation depends
more on the clear-sky fraction underneath the precipi-
tating cloud. Thus, EP and EPR results are much more
similar, with RAD being the odd one out. However, both
the evaporation of the snow and rain produced by the
(large scale) cloud scheme are small terms in the mois-
ture budget, and the pattern of relative change in specific
humidity (Fig. 17) is more strongly influenced by the
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FIG. 8. Differences in zonally averaged vertical distributions of cloudiness between MAX–MRN (left panels) and RAN–MRN (right pan-
els) for the RAD (top), EPR (middle), and EP (bottom) simulations. Step is 1% starting from 60.5%.

COA for radiation than that for precipitation/evapora-
tion. Here the main factor in the change in specific hu-
midity is the corresponding change in temperature (see
section 4e), as the impact on relative humidity (not
shown) is much smaller. This is also related to the col-
lection of droplets in underlying clouds being a more
efficient process than the evaporation of precipitation
in the underlying layer clear-sky fractions, and this is
independent of the COA. In all cases, relative to MRN,
MAX induces an atmospheric drying over most of the
troposphere at all latitudes except the northernmost,
whereas RAN induces a moistening over most of the
troposphere.

e. Temperature

Figure 18 presents the difference in zonally averaged
temperature for all three sets of simualtions. Results for
RAD and EPR are similar with an increase in temper-
ature below 100 hPa between 308N and 458S, and de-
crease higher up. This effect is linked to the more ra-
diatively effective anvil clouds topping the convective
areas, which act as a lid for escaping LW radiation, and
hence contributing to some greenhouse warming un-
derneath. MAX–MRN corresponds to a smaller cooling.
All simulations also display a large warming over the
whole depth of the Arctic atmosphere. With the excep-
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FIG. 9. Differences in zonally averaged vertical distribution of longwave heating rate (per day), between MAX–MRN (left panels) and
RAN–MRN (right panels) for the RAD (top), EPR (middle), and EP (bottom) simulations. Step is 0.06 K day21 starting from 60.03 K
day21 .

tion of the last one, for which a Student’s t-test indicates
a statistical significance below 0.9, the signals discussed
above are linked to the effect of the overlap assumption
within the radiation scheme, as contrasted by the EP
results that show almost no effect within the lower trop-
ical atmosphere, and a small cooling at higher latitudes.

f. Global mean hydrological cycle

Figure 19 presents the globally averaged hydrological
cycle for the EPR MRN simulation, averaged over the
last three months of the integrations. Table 6 compares
the individual terms for all configurations. The notation

follows Tiedtke (1993). There are several notable fea-
tures in Table 6. For both radiation and precipitation/
evaporation the differences between RAN and MRN are
larger than those between MAX and MRN, a feature
already pointed out above. The largest overall impact
on the hydrological cycle arises from the introduction
of the RAN assumption into the radiation scheme. Par-
ticularly it is the COA configuration that induces a larger
atmospheric water vapor content in RAN than MRN or
MAX, reflecting an intensified Hadley circulation with
RAN compared to MRN or MAX.

When the change in COA is seen by the radiation
scheme (EPR and RAD simulations), this is linked to
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FIG. 10. The outgoing LW radiation at the top of the atmosphere
(W m22) of the EPR simulations with the MRN, MAX, and RAN
COAs. Step is 20 W m22 starting from 120 W m22.

FIG. 11. The absorbed SW radiation in the atmosphere (W m22)
of the EPR simulations with the MRN, MAX, and RAN COAs. Step
is 30 W m22 starting from 0 W m22.

TABLE 4. The components of the radiation budget at the top of the atmosphere. Unit is W m22.

Evaporation–precipitation–radiation

MRN MAX RAN

Radiation

MAX RAN

Evaporation–
precipitation

MAX RAN

OLR
ASW

241.2
247.1

242.8
248.4

234.5
245.1

243.1
249.6

234.7
247.0

241.6
247.0

241.6
246.2

a larger latent heat flux [SLHF (in W m22) in Table 5
or FS in Table 6]. This is related to the increase in surface
downward LW radiation (shown as an increase in sur-
face net LW flux, STR, in Table 6) and not to the change
in downward SW radiation, which partly compensates
for the change in STR brought by a larger total cloud
cover. For the EPR and RAD simulations, when con-
sidering the large-scale cloud processes, the generation
of precipitation (GP), its subsequent eventual evapora-
tion (EP), and the amount of precipitation reaching the
ground (PL) are enhanced by RAN (decreased by MAX)
relative to MRN. The equivalent terms related to the
convective processes ( , , PC) all decrease whenc cG EP P

going from MAX to MRN to RAN, showing that part
of the hydrological cycle is taken over by the large scale
from the convective processes.

When the change in COA is seen by the precipitation/
evaporation scheme only (EP simulations), both GP and
EP increase with RAN relative to MRN (as in the RAD

and EPR simulations). However, the precipitation PL

reaching the ground is smaller, the increase in GP not
compensating that in EP. On the contrary, , , andc cG EP P

PC increase going from MRN to RAN.

5. Discussion and conclusions

The overlapping of cloud layers in a atmospheric
model has long been seen as a philosophical problem,
inasmuch as whatever parametrization is used, it tries
to represent a two-dimensional effect in what is, up to
now, essentially a one-dimensional computation, be that
of radiation or of precipitation/evaporation fields. Until
recently, some large-scale models were still considering
cloudiness as an all or nothing process, even though
their horizontal resolution was corresponding to grid
size of the order of 105 km2. Observations showing that
clouds have a U-shaped distribution, with occurrence
most likely to be 0 or 1, should be considered with
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FIG. 12. Differences in outgoing LW radiation at TOA (W m22), between MAX–MRN (left panels) and RAN–MRN (right panels) for the
RAD (top), EPR (middle), and EP (bottom) simulations. Step is 10 W m22 starting from 65 W m22.

respect to the spatial and temporal scales actually de-
scribed by numerical models. When provision for these
scales (horizontal, vertical, and temporal) is made, a
cloud overlap assumption of some sort appears to be
necessary to account for the fact that clouds are likely
not to fill a whole grid box, particularly when the effect
of the radiation transfer is not computed at every time
step of the model. In this instance, the radiative forcing,
and its impact on the atmosphere, obtained when av-
eraging all-or-nothing clouds is likely to differ from the
one obtained considering partial cloudiness, with im-

pact, for example, on the temporal variability of pre-
cipitation.

A full study of the response of the ECMWF model
to changes in horizontal or vertical resolution is out of
the scope of this paper [and can be found for older
versions of the model in Boyle (1993); Gleckler and
Taylor (1993), Potter (1995), and Phillips et al. (1995)].
However, a related question is whether and how these
effects of the COA on model fields actually depend on
the model horizontal and vertical resolutions. All results
presented in the previous sections have been obtained
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FIG. 13. Differences in absorbed SW radiation at TOA (W m22), between MAX–MRN (left panels) and RAN–MRN (right panels) for the
RAD (top), EPR (middle), and EP (bottom) simulations. Step is 10 W m22 starting from 65 W m22.

with the ECMWF model with 31 levels between the
surface and 10 hPa, and a horizontal resolution corre-
sponding to a (1.8758)2 grid in the Tropics. To study
the dependence of the COA results on model vertical
resolution, we have repeated the EPR experiments with
the ECMWF model, run either with 19 levels between
the surface and 10 hPa (hereafter TL95 L19), or with a
new (experimental) 60-level version discretization,
which includes 46 layers over the same slice of the
atmosphere (the 14 extra layers are located in the strato-
sphere up to 0.2 hPa). Unfortunately, this 60-level ver-

sion was not available for the model with the linear
grid: Results are therefore for a T63 horizontal reso-
lution [corresponding to the same (1.8758)2 grid than
TL95 and for a four-month simulation starting on 30
October 1986 (hereafter T63 L60)]. To study the de-
pendence of the COA results on horizontal resolution,
simulations were also repeated with the 31-level model
with a T42 [grid is (2.81258)2], TL159 [grid is (1.1258)2],
and TL319 [grid is (0.56258)2] horizontal resolution
(hereafter T42 L31, TL159 L31, and TL319 L31). Table
7 presents both the globally averaged total cloud cover
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FIG. 14. Differences in zonally averaged flux of total precipitation (kg m22 day21), between MAX–MRN (left panels) and RAN–MRN
(right panels) for the RAD (top), EPR (middle), and EP (bottom) simulations. Solid precipitation occurs above the thick line, liquid precipitation
below it. Step is 0.06 kg m22 day21 starting from 60.03 kg m22 day21.

and the MRN-equivalent cloud cover for the various
model configurations, whereas Table 8 gives the cor-
responding globally averaged radiative fluxes at the top
of the atmosphere. Figure 20 compares the MAX–MRN
and RAN–MRN differences in total cloud cover for
these various model configurations. Whatever the model
configuration is, the model behavior with respect to a
change in COA has the same characteristics: the RAN–
MRN (respectively MAX–MRN) changes in total cloud-
iness are generally positive (respectively negative) over
most of the latitude range. As expected, the effects of
the COA on model fields depend much more on the
vertical than on the horizontal resolution. The L19 re-

sults display a smaller amplitude than the L31 and L60
ones, reflecting the more limited choice in the potential
cloud vertical distributions. Interestingly, the experi-
mental L60 model shows a sensitivity to COA similar
to that of the L31 model, although the total cloud cover
is larger due to a larger amount of both almost trans-
parent high clouds and more developed subtropical stra-
tocumulus clouds off the western facades of the con-
tinents (not shown). In terms of dependence on the mod-
el horizontal resolution, the T42 L31 RAN–MRN
changes in TCC are smaller in amplitude than those
obtained with the TL95 L31, TL159 L31, and TL319 L31
models. These latter three sets of results are roughly
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FIG. 15. Differences in total precipitation (mm day21), between MAX–MRN (left panels) and RAN–MRN (right panels) for the RAD
(top), EPR (middle), and EP (bottom) simulations. Step is 2 mm day21 from 61 mm day21.

similar, indicating a convergence with increasing hori-
zontal resolution of the model cloud distribution (at least
when seen in terms of zonally averaged quantities).

When changing the cloud overlap assumption in a
model, the most dramatic effect is seen in the radiation
fields, as the horizontal (and to a smaller extent the
vertical) redistribution of the cloud layers strongly af-
fects the vertical radiative profiles. This makes the RAD
and EPR simulations similar in most respects, in par-
ticular for all parameters in direct relation with the three-
dimensional distribution of radiation: radiative fields at
TOA, and surface, vertical distributions of LW and SW

heating rates, and temperature. In our experiments based
on the ECMWF TL95 L31 model, the MAX and MRN
results are relatively close to each other, showing that
for this already relatively high vertical resolution and
with clouds that can form in any model layers, the ma-
jority of clouds tend to form in contiguous layers. The
RAN configuration, which forces a vertical decoupling
of cloud layers steming from a given physical process
(usually the large-scale ascent, or convection) differs
largely from the other two configurations. Compared to
MRN, the smaller total cloud cover in MAX allows
more cooling to space, thus giving a slightly colder and
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FIG. 16. Differences in zonally averaged evaporation of snow/rain (kg m22 day21), between MAX–MRN (left panels) and RAN–MRN
(right panels) for the RAD (top), EPR (middle), and EP (bottom) simulations. Snow evaporation occurs mainly above the thick line, rain
evaporation below it. Step is 0.06 kg m22 day21 starting from 60.03 kg m22 day21.

drier atmosphere. On the contrary, RAN results show a
higher total cloud cover and increased greenhouse effect
particularly in the Tropics, with increased temperature
and consequently higher specific humidity below the
upper layers of clouds.

When the cloud overlap assumption is also used con-
sistently within the precipitation/evaporation processes
of the ECMWF prognostic cloud scheme, this further
strengthens the response of the model to a change in
cloud overlap assumption. However, as the evaporation
of precipitation from the clouds is a relatively small
term in the moisture budget of the atmosphere, the im-
pact of a consistent treatment of the cloud overlap for

the precipitation/evaporation processes is much smaller
than its impact on radiation, the direct effect of a con-
sistent COA for precipitation/evaporation being out-
weighted by the opposing indirect effect on radiation.

Due to the lack of available observations on cloud
overlap, this study is based only on model simulations.
A recent study by Barker et al. (1999) addresses the
impact of various assumptions for the vertical structure
of clouds, on the resulting shortwave fluxes and heating
rates, from Monte Carlo simulations performed on the
fields produced by a large-eddy simulation model, for
which a 0 or 1 cloud occurrence is justified. Similar
studies including longwave radiation transfer and pre-
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FIG. 17. Zonally averaged vertical distributions of the normalized difference in specific humidity, between MAX–MRN (left panels) and
RAN–MRN (right panels) for the RAD (top), EPR (middle), and EP (bottom) simulations. Step is 2 percent starting from 61%.

cipitation/evaporation processes might be a step forward
toward designing consistent GCM-type parametriza-
tions.

There is no simple answer to what the minimum ver-
tical resolution of a model should be. The ECMWF
atmospheric model is part of the Integrated Forecasting
System (developed in cooperation with Météo-France)
and is used for medium-range forecasting, data assim-
ilation, probabilistic forecasting, wave forecasting cou-
pled to a wave model, and seasonal forecasting coupled
to an ocean model. Its use for assimilating operational
meteorological data requires a relatively high vertical
resolution to make good use of the satellite radiance
information. As a forecast model, it also requires a prop-

er definition of the planetary boundary layer and of the
high troposphere–tropopause–lower stratosphere tran-
sition region. As of April 1999, the ECMWF model is
run every day at TL319 L50 for the operational reference
forecast, and at TL159 L31 to create the ensemble of 50
simulations used for Monte Carlo forecasting. Every
day, a 200-day simulation with the TL95 L31 atmo-
sphere–ocean coupled model is also run and serves to
build an ensemble then used for seasonal (four to six
month) forecasts. Over this variety of horizontal (and
vertical) resolutions, the maximum-random cloud over-
lap assumption appears to be the most adequate. How-
ever, this adequacy is not established from observations
of cloud overlap, but from the agreement between model
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FIG. 18. Differences in zonally averaged vertical distributions of temperature (K), between MAX–MRN (left panels) and RAN–MRN
(right panels) for the RAD (top), EPR (middle), and EP (bottom) simulations. Step is 0.4 K starting from 60.2 K.

and observations, in terms of the parameters that can
be verified. This includes comparisons not only with
cloud parameters derived from ISCCP, and TOA radi-
ative fluxes and cloud radiative effects derived from
ERBE (in offline simulations), but also verification of
the model total cloud cover, 2-m temperature, and dew-
point temperature against measurements from the op-
erational synoptic network, to which is added some ver-
ification of the surface radiation against some Baseline
Surface Radiation Network, Atmospheric Radiation
Measurement Program, and Surface Radiation Budget
Network station measurements.

From the observational point of view, the coming
generation of satellite-embarked together with the

ground-based lidar and radar should provide more in-
formation on the vertical distribution of cloudiness.
However, in the near future, the available and proposed
measurements will mainly include data from nonscan-
ning instruments (the Lidar In-space Technology Ex-
periment and TMI, etc.). The measured quantities will
essentially be subgrid scale to the current climate and
NWP model grids. How these measurements should be
aggregated both horizontally and vertically for mean-
ingful comparisons with models is a challenge for the
years to come and might be helped by studies such as
Barker et al. (1999).

Given the large sensitivity of both the model total
cloud cover and the radiation fields to the COA used
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FIG. 19. The components of the moisture budget of the atmosphere for the EPR–MRN simulation. The left
part of the figure corresponds to the effects of the large-scale cloud processes, whereas the right part deals with
those from the convective processes. Here q and l are, respectively, the atmospheric water vapor and the cloud
ice/water content (both in mm); FS is the source of water vapor due to the turbulent surface fluxes (in mm day21).
All the remaining terms are conversion terms (also in mm day21): C is the rate of condensation/sublimation, E
that of evaporation of cloud water/ice, GP is the rate of generation of precipitation by conversion of cloud droplets
into raindrops and deposition of cloud ice, EP the rate of evaporation of precipitation, CU represents the conden-
sation in the convective updrafts, and SCV and SBL are the sources of cloud water/ice from convection and boundary
layer turbulence.

TABLE 5. The components of the surface energy budget. SLHF is the surface latent heat flux, and SSHF is the surface sensible heat flux.
All fluxes in W m22.

Evaporation–precipitation–radiation

MRN MAX RAN

Radiation

MAX RAN

Evaporation–
precipitation

MAX RAN

STR
SSR
SLHF
SSHF

257.7
166.1

287.8
212.7

259.6
168.0

287.8
212.8

250.4
164.3

287.9
212.6

259.4
167.7

287.5
212.7

250.9
165.5

288.0
212.6

257.8
166.4

287.9
212.8

257.5
165.6

287.3
212.9

in the radiation scheme, it is very important that these
quantities not be validated independently from each oth-
er, and of the COA itself. The impact of the COA on
the precipitation/evaporation processes within the
ECMWF prognostic cloud scheme is of second-order
importance. However, as consistency between these and
the radiative processes can be obtained with very little
impact on the efficiency of the model calculations, it is
recommended that it should be included.
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APPENDIX A

Implementation of the Various COAs in the
Radiation Scheme

In the longwave part of the spectrum, the ECMWF
radiation scheme is a so-called emissivity scheme. It
does not account for clear-sky longwave scattering and
clouds are simply taken as black- or graybodies. In this
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TABLE 6. The components of the moisture budget of the atmosphere for the various sets of simulations. Units are mm and mm day21.

Variable

Evaporation–precipitation–radiation

MRN MAX RAN

Radiation

MAX RAN

Evaporation–
precipitation

MAX RAN

Fs

q
E
C

3.008
23.77
0.560
1.380

3.028
23.57
0.558
1.366

3.045
24.56
0.592
1.685

3.007
23.81
0.558
1.380

3.057
24.49
0.568
1.636

3.007
23.68
0.554
1.378

3.002
24.06
0.583
1.434

SBL

I
SCV

EP

GP

0.013
0.125
1.714
0.740
2.595

0.014
0.123
1.713
0.731
2.581

0.015
0.136
1.731
0.854
2.889

0.014
0.129
1.708
0.749
2.591

0.015
0.125
1.694
0.764
2.829

0.014
0.120
1.701
0.733
2.587

0.013
0.122
1.749
0.844
2.659

PL

cu

EP
c

GP
c

PC

1.855
3.306
0.276
1.592
1.316

1.850
3.340
0.286
1.627
1.341

2.035
3.194
0.271
1.463
1.192

1.842
3.319
0.282
1.611
1.329

2.065
3.122
0.254
1.428
1.174

1.854
3.296
0.280
1.595
1.315

1.815
3.393
0.299
1.644
1.345

TABLE 7. Total cloud cover and MRN-diagnostic cloud cover for
a series of four-month simulations at different model horizontal and
vertical resolutions. All results are global means averaged over the
last three months (DJF). TCC is the total cloud cover, whereas MRN
is a diagnostic total cloud cover computed assuming a maximum-
random overlapping of cloud layers (see Table 3 and text, section
4a).

TCC

MRN MAX RAN

MRN

MRN MAX RAN

T42 L31
TL95 L31
TL159 L31
TL319 L31
TL95 L19
T63 L60

0.653
0.657
0.659
0.647
0.643
0.728

0.633
0.626
0.633
0.631
0.624
0.686

0.689
0.718
0.713
0.703
0.680
0.797

0.641
0.642
0.636
0.637
0.630
0.707

0.638
0.638
0.630
0.643
0.631
0.698

0.635
0.638
0.640
0.639
0.626
0.702

case, the use of a different cloud overlap assumption
simply translates into a different rule (see section 2a)
to compute the ‘‘obscuration matrix,’’ which, from a
given atmospheric level, defines how much each of the
other layers contribute to the flux at this level (see Fig.
1). Each layer contributes from its clear-sky fraction and
cloudy fraction (if any). The ‘‘obscuration matrix’’ de-
fines the cloud cover CCIJ encountered between level I
where the flux is required and any other level J in the
atmosphere.

The multiple scattering in the shortwave part of the
spectrum makes the problem more difficult to solve ex-
actly. We have considered an exact solution only for the
directly transmitted flux (the parallel beam) and an ap-
proximate treatment for the diffuse radiation. The orig-
inal formulation of the shortwave radiation scheme
(Fouquart and Bonnel 1980) simply includes a linear
weighting of the respective clear and cloudy reflectiv-
ities and transmissivities according to their fractions in
the layer, and Morcrette and Fouquart (1986, hereafter
MF86) showed that this approach produces results in
very close agreement with the full random overlap as-
sumption.

To deal with the different COAs, we modified the
formulation discussed in MF86 and introduced an al-
ternate formulation that consists of the following.

1) Defining the clear-sky and cloudy fractions of the
atmospheric column accounting for the relevant
COA. These are defined as the corresponding frac-
tions as seen from the surface after integrating from
the top down.

2) Computing an effective cosine of the solar zenith
angle me relative to only the cloudy part of the at-
mospheric column:

21
[1 2 C ( j)]effm 5 1 rC ( j) ,e eff5 6m0

where Ceff(j) is the total cloudiness over level j, com-
puted from the top of the atmosphere with the rel-
evant COA; r is the diffusivity factor; and m0 is the
cosine of the solar zenith angle.

3) Using the clear-sky solar zenith angle m0 in the clear-
sky fraction of the column, only slightly modified when
going from the top to the bottom of the atmosphere to
account for Rayleigh scattering in clear air.

4) Computing the reflectivity Reclr and transmissivity
Trclr for the fraction of the layer in the clear-sky
column as function of m0(j), and Recdy and Trcdy for
the fraction of the layer in the cloudy column as a
function of me(j).

5) Combining the Re and Tr separately for the cloudy
and clear-sky fractions of the column to get the rel-
evant upward and downward fluxes (as done in
MF86).

6) Combining the clear-sky and cloudy fluxes before
going out of the SW radiation scheme to get the
fluxes for the grid box.
R The effective zenith angle me keeps the same ex-

pression (6a) of MF86 but the amount of cloudi-
ness CC encountered by the parallel beam on its
way between the TOA and the top of a considered
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TABLE 8. The components of the radiation budget at the top of the atmosphere for one four-month simulation at different model horizontal
and vertical resolutions. Results are presented averaged over the last three months. OLR is the outgoing longwave radiation; ASW is the
shortwave absorbed radiation. Units are W m22.

OLR

MRN MAX RAN

ASW

MRN MAX RAN

T42 L31
TL95 L31
TL159 L31
TL319 L31
TL95 L19
T63 L60

2240.5
2241.9
2243.1
2243.3
2236.6
2240.6

2242.5
2243.8
2244.6
2244.5
2237.0
2242.9

2234.2
2234.5
2235.5
2236.4
2230.8
2231.0

250.4
248.5
248.0
248.9
254.7
244.8

251.4
250.3
250.2
250.1
254.9
246.6

249.4
246.5
245.7
246.6
253.4
242.2

FIG. 20. Changes in total cloud cover (in %) for various vertical (top) and horizontal (bottom) resolutions. Upper curves are for RAN–
MRN results, lower curves for MAX–MRN results.

layer depends on the chosen COA and can take
any of the expressions in section 2a. Within the
framework of MF86, this ensures the correct so-
lution for the parallel beam in the clear-sky fraction
at the surface, and the correct solution for the il-
lumination of the top of any cloudy layer by the
parallel beam.

R The clear-sky and cloudy reflectivities and trans-
missivities, Reclr, Recdy, Trclr , Trcdy [Eqs. (4) and
(5) of MF86], are modified to account for the fact
that the reflectivity Ru of the underlying layer ei-
ther comes from the cloudy or the clear-sky frac-
tion of this layer. This is equivalent to enforcing
the correct solution for a given COA but only with
respect to a given layer and the one immediately
underneath. All other layers below contribute as
in the original formulation of the scheme, namely
under the random overlap assumption.

As seen in Tables 1 and 2 and Fig. 2, this approximate
treatment produces only small systematic differences in
both the fluxes at the boundaries and in terms of ab-
sorption of shortwave radiation within the clouds. Fur-

thermore this approximate solution allows the different
COAs to be implemented in the ECMWF radiation
scheme, with only a small increase in computational
time (,1% of the time required for the SW computa-
tions).

APPENDIX B

Implementation of the Various COAs in the Cloud
Scheme

Within the prognostic cloud scheme, in any layer from
the uppermost cloud layer downward, both a precipi-
tation flux and an evaporation rate may be computed.
Precipitation produced in the cloudy fraction falls and
contributes either to collection of cloud water by rain-
drops within an underlying cloud layer or to evaporation
within the same layer but in the clear-sky fraction lo-
cated under the precipitating cloud.

In all three sets of simulations discussed here (RAD,
EPR, and EP), the cloud overlap assumptions discussed
in section 2 are implemented in the prognostic cloud
scheme to compute the relevant fractional areas where
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precipitation and evaporation can take place. Four frac-
tional areas are defined, from CC0k, CC0k21, Ck, and
Ck21, which are, respectively, the total cloud cover from
the top of the atmosphere to the bottom of layer k, a
similar quantity to the bottom of layer k 2 1, the cloud
cover in layer k, and the one in layer k 2 1. The first
area is the clear-sky fraction of the column, where no
precipitation or evaporation of cloud water is taking
place, corresponding to what is located to the right of
the clouds in Fig. 1, that is,

5 1 2 CC0k,clearAk

where CC0k is defined as in section 2.
The second area is the cloud under clear fraction,

corresponding to the total cloud extent for the uppermost
cloud, or for subsequent cloud layers, to what is lost to
cloud from previously clear fraction,

5 CC0k 2 CC0k21.0CAk

The third area corresponds to the fraction where clouds
are adjacent in two consecutive layers, where snow pre-
cipitation due to sedimentation of ice and rain precipi-
tation due to collection of cloud water by raindrops might
occur. For MRN and MAX, it is calculated as

5 min(Ck, Ck21),CCAk

whereas for RAN, it is calculated as

5 max(0, CC0k21 2 CC0k 1 Ck).CCAk

Finally the fourth area is the clear-sky fraction of the
layer overlaid by higher-level cloudiness where evap-
oration of precipitation coming from above might take
place. It is calculated as

5 CC0k 2 2 .C0 CC 0CA A Ak k k
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